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PRECISED HARDY INEQUALITIES ON Rd

AND ON THE HEISENBERG GROUP Hd

HAJER BAHOURI, JEAN-YVES CHEMIN, AND ISABELLE GALLAGHER

1. Introduction

The aim of this text is to present a proof of a “precised” version of the Hardy inequalities [12],
[13]. Those inequalities have a very big importance in Analysis (among other applications
we can mention blow-up methods, or the study of pseudodifferential operators with singular
coefficients). Many works have been devoted to those inequalities, and our goal is first to
provide a new, elementary proof of the standard Hardy inequality, and then to prove a precised
inequality in the spirit of the precised Sobolev inequality [11]. The setting will be both the
classical Rd space, as well as the Heisenberg group Hd (for an application of the Hardy
inequality to the Heisenberg group we refer for instance to [3]).

1.1. The Rd case. Let us recall the standard inequality in Rd: let s be a real number in the
interval ]0, d/2[. There is a constant C such that for any function u ∈ Ḣs(Rd), the following
inequality holds:

(1.1)

∫

Rd

|u(x)|2
|x|2s

dx ≤ C‖u‖2
Ḣs(Rd)

,

where the space Ḣs(Rd) denotes the homogeneous Sobolev space

(1.2) Ḣs(Rd) = {u ∈ S ′(Rd) / û ∈ L1
loc(R

d) and ‖u‖Ḣs(Rd) < +∞}

while û denotes the Fourier transform of u and

(1.3) ‖u‖2
Ḣs(Rd)

def
=

∫

Rd

|ξ|2s|û(ξ)|2 dξ.

Remarks.

1) When s = 1 and d ≥ 3, Hardy inequality derives immediately by integration by parts
against the radial vector field R = x · ∇.
For non integer values of s, the proof is much more delicate and requires the proof of the L2

continuity of the operator

(−∆)−
s
2

|x|s ·

2) The basic tool of the proof presented in this work is the paradifferential calculus of J.-M.
Bony [6].
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3) Let us now have a look at the scaling properties of Hardy inequalities. It is easy to see

that inequality (1.1) is invariant under the scaling uλ(x)
def
= λ

d
2
−su(λx) while it is not under

translation and oscillation.

4) To obtain translation invariance, it suffices to consider the more general Hardy inequality

(1.4) sup
a

∫

Rd

|u(x)|2
|x− a|2s

dx ≤ C‖u‖2
Ḣs(Rd)

,

5) The oscillation invariance holds for the precised Hardy inequality (1.12) proved in this text.
The detailed proof of that result can be found in [1] (see also [2] for an announcement).

In order to state this “precised” inequality, let us recall the definition of homogeneous Besov
spaces. It requires the definition of Littlewood-Paley operators. Let us then begin by recalling
the basis of this theory (for more details, we can consult [6] or [7]).

Proposition 1. Let us denote by C the ring of center 0, of small radius 3/4 and great ra-
dius 8/3. There exist two radial functions χ and ϕ the values of which are in the interval [0, 1],
belonging respectively to D(B(0, 4/3)) and to D(C) such that

(1.5) ∀ξ ∈ Rd , χ(ξ) +
∑

q≥0

ϕ(2−qξ) = 1,

(1.6) ∀ξ ∈ Rd \ {0} ,
∑

q∈Z

ϕ(2−qξ) = 1,

(1.7) |p− q| ≥ 2 ⇒ supp ϕ(2−q·) ∩ supp ϕ(2−p·) = ∅,

(1.8) q ≥ 1 ⇒ supp χ ∩ supp ϕ(2−q·) = ∅.

Remarks.

1) If we denote by

∆qu = ϕ(2−qD)u = 2qd

∫
h(2q(x− y))u(y)dy.

where h = F−1ϕ, the operators ∆q map Lp onto Lp and commute with the derivatives.

2) We shall denote by

Squ =
∑

p≤q−1

∆pu.

We can prove that

Squ = χ(2−qD)u = 2qd

∫
h̃(2q(x− y))u(y)dy.

where h̃ = F−1χ.

3) Moreover the operators ∆q satisfy the classical Bernstein inequalities

(1.9) ∀ 1 ≤ a ≤ b ≤ ∞, ‖∆qu‖Lb ≤ C2dq( 1
a
− 1

b
)‖∆qu‖La ,
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(1.10) ∀ 1 ≤ a ≤ b ≤ ∞, ‖Squ‖Lb ≤ C2dq( 1
a
− 1

b
)‖Squ‖La ,

and

(1.11) ∀ 1 ≤ p ≤ ∞, ∀k ∈ N,
1

Ck
2kq‖∆qu‖Lp ≤ sup

|α|=k
‖∂α∆qu‖Lp ≤ Ck2

kq‖∆qu‖Lp .

Definition 1. Let s ∈ R be given, as well as p and r, two real numbers in the interval [1,∞].

The Besov space Ḃs
p,r(R

d) is the space of tempered distributions u such that

• The series
∑m

−m ∆qu converges to u in S ′(Rd).

• ‖u‖Ḃs
p,r(Rd)

def
=

∥∥∥2qs‖∆qu‖Lp(Rd)

∥∥∥
`r(Z)

<∞.

Remarks.

1) It is easy to see that for any real number s, the homogeneous Sobolev space Ḣs(Rd)

coincides with Ḃs
2,2, and the norms given by (1.2) and Definition 1 are equivalent:

‖u‖Ḣs(Rd) ∼
∥∥∥2js‖∆ju‖L2(Rd)

∥∥∥
`2(Z)

.

2) In the particular case where u ∈ Lr(Rd), the series
∑m

−m ∆qu converges to u in S ′(Rd).
This is due to Bernstein inequality (1.10) which implies that

‖Sju‖L∞ ≤ C2j d
r ‖u‖Lr .

The result we will prove is the following.

Theorem 1. Let s be a real number in the interval ]0, d/2[ and let p and q be two real
numbers in [1,∞] such that

2 ≤ q <
2d

d− 2s
< p ≤ ∞.

There is a constant C such that, for any function u ∈ Ḃ
s−d( 1

2
− 1

q
)

q,2 (Rd), the following inequality
holds:

(1.12)

(∫

Rd

|u(x)|2
|x|2s

dx

) 1
2

≤ C‖u‖α

Ḃ
s−d( 1

2−
1
q )

q,2 (Rd)
‖u‖1−α

Ḃ
s−d( 1

2−
1
p )

p,2 (Rd)

.

where α = q
p−q (p(

1
2 − s

d) − 1).

Remarks.

1) When q = 2 and p = ∞ we find the following inequality :

(1.13)

(∫

Rd

|u(x)|2
|x|2s

dx

) 1
2

≤ C‖u‖
2s
d

Ḃ
s− d

2
∞,2 (Rd)

‖u‖1− 2s
d

Ḣs(Rd)
.

This inequality should be compared to the following similar result derived by P. Gérard, Y.
Meyer and F. Oru in [11], in the case of the Sobolev inequalities.

(1.14) ‖u‖Lp ≤ C‖u‖
2s
d

Ḃ
s− d

2
∞,∞(Rd)

‖u‖1− 2s
d

Ḣs(Rd)
.
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with 1
p = 1

2 − s
d ·

2) The following classical result indicates the invariance of (1.12) under oscillations. We refer
for instance to [1] for a proof.

Proposition 2. Let σ be a real in the interval ]0, d[ and let be f a function in S(Rd). Then,

there exists a constant C such that the oscillatory function fε(x)
def
= f(x)eix·ω/ε, where ω

belongs to Sd−1, satisfies ‖fε‖Ḃ−σ
p,r

≤ Cεσ.

3) We will construct in what follows a fractal example putting in light that oscillations are
not the sole responsible for smallness of the Besov norms.

4) Inequality (1.12) is optimum in the sense that it fails when q = 2d
d−2s = p. More precisely,

we have the following result (see [1] for a proof).

Proposition 3. For any constant C, there is a function u ∈ Ḃ0
2qc,2(R

d), where qc = d
d−2s ,

such that ∫

Rd

|u(x)|2
|x|2s

dx ≥ C‖u‖2
Ḃ0

2qc,2(Rd)
.

1.2. The Hd case. Before stating the precised Hardy inequality on the Heisenberg group Hd,
let us collect a few well known definitions and results on that group. The Heisenberg group Hd

is the space R2d+1 endowed with the following product law:

(x, y, s) · (x′, y′, s′) = (x+ x′, y + y′, s + s′ + (y|x′) − (y′|x)).
So Hd is a non commutative group. The Lie algebra of left invariant vector fields is spanned
by the vector fields

Xj = ∂xj
+ yj∂s , Yj = ∂yj

− xj∂s with j ∈ {1, · · · , d}, and S = ∂s =
1

2
[Yj ,Xj ].

In all that follows, we shall denote by Z the family defined by Zj = Xj and Zj+d = Yj. One
can associate Sobolev spaces to this system of vector fields through the following definition.

Definition 2. Let k be a non negative integer, we denote by Hk(Hd) the inhomogeneous
Sobolev space of order k which is the space of the functions u in L2(Hd) (for the usual
Lebesgue measure on R2d+1) such that

Zj1 . . . Zj`
u ∈ L2 for any (jm)1≤m≤` ∈ {1, · · · , 2d}` with ` ≤ k.

and we have

‖u‖2
Hk(Hd)

def
=

∑

j1,...,jl,0≤l≤k

‖Zj1 ...Zlu‖2
L2(Hd).

Remarks.

1) For any integer k, we can also define the homogeneous Sobolev norm of order k on the
Heisenberg group and we have

‖u‖2
Ḣk(Hd)

def
=

2d∑

j1,...,jk=1

‖Zj1 ...Zku‖2
L2(Hd).

XIX–4



2) As in the Rd case, there are many ways of extending that definition to the case of indexes
which are real numbers (and one obtains equivalent norms).

Let us point out that on the Heisenberg group Hd, there is a notion of dilation defined for a > 0
by

(1.15) δa(z, s) = (az, a2s),

then the homogeneous dimension of Hd is N = 2d + 2. Finally, to state the precised Hardy
inequality, let us introduce the Heisenberg distance to the origin ρ:

ρ(x, y, s)
def
= ((x2 + y2)2 + s2)

1
4 .

Theorem 2. Let s be a real number in the interval ]0, N/2[, and let p and q be two real
numbers in [1,∞] such that

2 ≤ q <
2N

N − 2s
< p ≤ ∞.

There is a constant C such that for any function u ∈ Ḃ
s−d( 1

2
− 1

q
)

q,2 (Hd), the following inequality
holds:

(1.16)

(∫

Hd

|u(w)|2
ρ(w)2s

dw

) 1
2

≤ C‖u‖α

Ḃ
s−d( 1

2−
1
q )

q,2 (Hd)
‖u‖1−α

Ḃ
s−N( 1

2−
1
p )

p,2 (Hd)

.

where α = q
p−q (p(

1
2 − s

N ) − 1) and w = (x, y, s).

Remarks.

1) The proof of the precised inequality will proceed exactly as in the Rd case, once we recall
that the paraproduct algorithm is also valid in Hd (see [5]) and prove the equivalent of
Bernstein inequality (1.11) on the Heisenberg group. This inequality will be the subject of
Section 3.2. One can note that this allows in particular to derive a (to our knowledge) new,
elementary proof of the classical Hardy inequality in Hd.

2) As in the Rd case, when q = 2 and p = ∞ we find the following inequality :

(1.17)

(∫

Hd

|u(w)|2
ρ(w)2s

dw

) 1
2

≤ C‖u‖
2s
N

Ḃ
s− d

2
∞,2 (Hd)

‖u‖1− 2s
N

Ḣs(Hd)
,

which is in the spirit of the precised Sobolev inequality on the Heisenberg group proved in [5].

3) As in the Rd case again, it should be noted that Inequality (1.16) is invariant under
oscillation. (For a detailed proof, we can consult [1]).

Structure of the paper. In Section 2 we start by presenting a short proof of Inequal-
ity (1.1), as well as the proof of Theorem 1 in Paragraph 2.2. Finally Paragraph 2.3 is devoted
to the construction of an example showing another feature of Besov spaces, other than oscil-
lations. Section 3 consists first in a more detailed presentation of the Heisenberg group Hd,
namely with the recollection of some results around the Littlewood-Paley decomposition and
Bony’s paraproduct algorithm. In Paragraph 3.2 is proved a new result concerning the Bern-
stein inequality on Hd. Once those preliminaries are known, the proof of Theorem 2 follows
exactly as in the Rd case, and is omitted.
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2. The Rd case

2.1. Proof of Inequality (1.1). In this section we wish to present an elementary proof of In-
equality (1.1), which relies on Besov spaces. Inequality (1.1) is obviously a direct consequence
of the two following classical propositions.

The first result consists in a product rule in Besov spaces. Using the paraproduct algorithm
of J.-M. Bony [6], it is straightforward to prove the following proposition.

Proposition 4. Let s be a real number in the interval ]0, d/2[, and let f and g be two

functions in Ḣs(Rd). Then the product fg is an element of the Besov space Ḃ
2s− d

2
2,1 (Rd), and

the following estimate holds

‖fg‖
Ḃ

2s− d
2

2,1 (Rd)
≤ C‖f‖Ḣs(Rd)‖g‖Ḣs(Rd),

where the constant C only depends on s and on the dimension d.

The second classical result shows in what Besov space the function x 7→ |x|−2s lies.

Proposition 5. Let s be a real number in the interval ]0, d/2[. Then the function x 7→ |x|−2s

belongs to the Besov space Ḃd−2s
1,∞ (Rd).

Putting together Proposition 4 and 5 clearly yields Inequality (1.1).

2.2. Proof of Theorem 1. Let us go now to the proof of Theorem 1. In order to do so we
shall make more precise the product rule given in Proposition 4. Let us recall the paraproduct
algorithm of J.-M. Bony [6]: we have

u2 = 2Tuu+R(u, u), with Tuu
def
=

∑

j

Sj−1u∆ju.

Let us start by recalling that

(2.1) ‖Tuu‖Ḃ2s−d
∞,1 (Rd) ≤ C‖u‖2

Ḃ
s− d

2
∞,2 (Rd)

≤ C‖u‖2α

Ḃ
s−d( 1

2−
1
q )

q,2 (Rd)
‖u‖2−2α

Ḃ
s−N( 1

2−
1
p )

p,2 (Rd)

,

thanks to Sobolev embeddings.

To estimate the remainder term R(u, u), we shall use the following elementary interpolation
result.

Lemma 1 ([1]). Let s be a real number in the interval ]0, d/2[ and let p and q be two real
numbers in [1,∞] such that

2 ≤ q <
2N

N − 2s
< p ≤ ∞.

There is a constant C such that for any functions f and g which belong to Lp(Rd)∩Lq(Rd),
we have ∫

Rd

fg(x)

|x|2s
dx ≤ C‖f‖α

Lq(Rd)‖g‖α
Lq(Rd)‖f‖1−α

Lp(Rd)
‖g‖1−α

Lp(Rd)
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with α = q
p−q (p(

1
2 − s

d) − 1).

The Hölder inequality then gives, by definition of R(u, u),

∫

Rd

R(u, u)

|x|2s
dx ≤ C

∑

|`|≤1




∑

j∈Z

2
2j(s−d( 1

2
− 1

q
))‖∆ju‖Lq(Rd)‖∆j−`u‖Lq(Rd)




α

×




∑

j∈Z

2
2j(s−d( 1

2
− 1

p
))‖∆ju‖Lp(Rd)‖∆j−`u‖Lp(Rd)




1−α

and the result follows from the Cauchy-Schwartz inequality.

Theorem 1 is proved.

2.3. Functions supported on a Cantor-like set. In this section we will show that oscilla-
tions are not the sole reponsible for the smallness of a Besov norm. Below we present another
situation, where a sequence of positive (in particular non oscillatory) functions converges to-
wards zero in a negative Besov space, while remaining constant in a Lebesgue norm. More
precisely we have the following results; we wil give the main ideas of the proof below, and
refer to [1] for details.

Proposition 6. There is a sequence (fn)n∈N of positive functions which saturate the precise
Sobolev embedding (1.14).

Proposition 7. There is a sequence (fn)n∈N of positive functions such that ‖fn‖Ḣs goes to
infinity with n whereas the Hardy norm remains bounded:

sup
n∈N

(∫
f2

n(x)

|x|2s
dx

) 1
2

< +∞.

The proof of that result is based on fractal ideas: basically the support of fn is supported on
a Cantor-type set, when n tends to ∞. In order to construct the family, let us consider the
following application, which acts on smooth, compactly supported functions on the cube Q

defined by Q
def
= [−1

2 ,
1
2 ]d. Let T be the application defined by

T :





D(Q) → D(Q)

f 7→ Tf
def
= 2d

∑

J∈{−1,1}d

fJ ,

where fJ(x) = f(4(x− xJ)) and xJ = 3
8(J1, · · · , Jd). We have the following lemma.

Lemma 2. The application T satisfies the following bounds, for all p ∈ [1,+∞] and all real
numbers s such that s+ d(1 − 1

p) > 0:

‖Tf‖Lp = 2d(1− 1
p
)‖f‖Lp .

‖Tf‖Ḃs
p,r

≤ 2
d(1− 1

p
)+2s‖f‖Ḃs

p,r
+ C‖f‖L1.
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Let us start by computing ‖Tf‖Lp . We can define QJ
def
= supp fJ , and since the cubes QJ

and QJ ′ do not meet if J 6= J ′, we have

‖Tf‖p
Lp = 2pd

∑

J∈{−1,1}d

‖fJ‖p
Lp .

But ‖fJ‖Lp = 2−2d/p‖f‖Lp , so the result follows.

Let us now turn to the Besov norm ‖Tf‖Ḃs
p,r

. We have by definition

‖Tf‖Ḃs
p,r

= (
∑

j∈Z

2jsr‖∆jTf‖r
Lp)

1
r .

On the one hand, Bernstein’s inequality, along with the fact that s+ d(1 − 1
p) > 0 yields

(
∑

j≤1

2jsr‖∆jTf‖r
Lp)

1
r ≤ C‖f‖L1.

The case when j > 1 is more delicate, and it is here that the special structure of the support
of Tf will appear. Let us define the set, for δ > 0 small enough,

Qδ def
= {x ∈ Rd | d(x,

⋃

J

QJ) ≤ δ}.

Then we write

(
∑

j≥1

2jsr‖∆jTf‖r
Lp)

1
r ≤ I1 + I2,

where

I1
def
= (

∑

j≥1

2jsr‖∆jTf‖r
Lp(cQδ))

1
r and I2

def
= (

∑

j≥1

2jsr‖∆jTf‖r
Lp(Qδ))

1
r .

We can write, for x ∈ cQδ

|∆jTf(x)| ≤ CN2jd2−jNδ−N

∫

∪QJ

|h(2j(x− y))||2j(x− y)|N |Tf(y)| dy.

We infer, under Young inequality and choosing N large enough,

I1 ≤ CN‖f‖L1 .

Finally let us estimate I2. We notice that

Qδ =
⋃

J∈{−1,1}d

Bδ
J , where Bδ

J
def
= QJ + δ,

hence, for δ small enough, we have Bδ
J ∩ Bδ

J ′ = ∅ if J 6= J ′, and if x belongs to Bδ
J , then for

any J ′ 6= J , we have d(x,Bδ
J ′) ≥ δ.

Therefore, we can write for x ∈ Qδ

∆j(Tf)(x) =
∑

J

∆j(Tf)1Bδ
J
(x)

Now

∆j(Tf)1Bδ
J
(x) = 2d∆j(fJ)1Bδ

J
(x) + 2d

∑

J ′ 6=J

∆j(fJ ′)1Bδ
J
(x),
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so that ∆j(Tf) = A+B, with

A = 2d
∑

J

∆j(fJ)1Bδ
J

and B = 2d
∑

J

∑

J ′ 6=J

∆j(fJ ′)1Bδ
J
.

On the one hand we have

B(x) = 2d
∑

J

∑

J ′ 6=J

2jd

∫

Rd

h(2j(x− y))fJ ′(y) dy · 1Bδ
J
(x)

and reasoning as above we find that

(
∑

j≥1

2jsr‖B‖r
Lp)

1
r ≤ C‖f‖L1.

Going back to the estimate of I2 we gather

I2 ≤ C‖f‖L1 + 2d(
∑

j≥1

2jsr‖
∑

J

∆j(fJ) · 1Bδ
J
‖r

Lp)
1
r .

Since the sets Bδ
J are disjoint, we get

‖
∑

J

∆j(fJ) · 1Bδ
J
‖p

Lp =
∑

J

‖∆j(fJ)‖p

Lp(Bδ
J
)
.

As fJ(x) = f(4(x− xJ)), we deduce that

‖∆j(fJ)‖Lp = 2
−2 d

p ‖∆j−2(f)‖Lp .

Thus

‖
∑

J

∆j(fJ) · 1Bδ
J
‖Lp ≤ 2

− d
p ‖∆j−2(f)‖Lp ,

which implies that

I2 ≤ C‖f‖L1 + 2d(1− 1
p
)+2s‖f‖Ḃs

p,r
.

This ends the proof of the lemma.

Lemma 2 allows us to construct the family of Propositions 6 and 7, simply by choosing

fn
def
=

T nf

‖T nf‖Lp

with 1
p = 1

2 − s
d and where f ∈ D(Q). We refer to [1] for details.

3. The case of the Heisenberg group

3.1. Basic facts about the Heisenberg group. To introduce the Littlewood-Paley theory
on the Heisenberg group, we need to recall the definition of the Fourier transform in that
framework. We refer to [18] and the references therein for more details. The Heisenberg
group being non commutative, the Fourier transform on Hd is defined using irreducible uni-
tary representations of Hd. We shall choose here the Bargmann representations described
by (uλ,Hλ), with λ ∈ R \ {0}, where Hλ are the spaces defined by

Hλ = {F holomorphic on Cd, ‖F‖Hλ
<∞},
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where we define

(3.1) ‖F‖2
Hλ

def
= (

2|λ|
π

)d
∫

Cd

e−2|λ||ξ|2|F (ξ)|2dξ,

and uλ is the map from Hd into the group of unitary operators of Hλ defined by

uλ
z,sF (ξ) = F (ξ − z)eiλs+2λ(ξ·z−|z|2/2) for λ > 0,

uλ
z,sF (ξ) = F (ξ − z)eiλs−2λ(ξ·z−|z|2/2) for λ < 0.

Let us notice that Hλ equipped with the norm (3.1) is a Hilbert space and that the monomials

(3.2) Fα,λ(ξ) =
(
√

2|λ| ξ)α√
α!

, α ∈ Nd,

constitute an orthonormal basis.

We associate the Fourier transform of an integrable function of Hd through the following
definition.

Definition 3. For f ∈ L1(Hd), we define

F(f)(λ) =

∫

Hd

f(z, s)uλ
z,sdzds.

The function F(f), with values in the bounded operators on Hλ, is by definition the Fourier
transform of f .

The convolution product of two functions f and g on Hd is defined by

f ? g(w) =

∫

Hd

f(wv−1)g(v)dv,

with the useful Young inequalities. Under the fact that, for any λ, the map

uλ : Hd −→ U(Hλ)

is a group morphism, it is easy to verify that

(3.3) F(f ? g)(λ) = F(f)(λ) ◦ F(g)(λ).

It turns out that for radial functions on the Heisenberg group, the Fourier transform becomes
simplified and puts into light the quantity that will play the role of the frequency size. Let us
first recall the concept of radial functions on the Heisenberg group.

Definition 4. A function f defined on the Heisenberg group Hd is said to be radial if it is
invariant under the action of the unitary group U(d) of Cd, which means that for any u ∈ U(d),
we have

f(z, s) = f(u(z), s), ∀(z, s) ∈ Hd.

A radial function on the Heisenberg group can then be written under the form

f(z, s) = g(|z|, s).

The Fourier transform of radial functions of L2(Hd), satisfies the following formulas:

(3.4) F(f)(λ)Fα,λ = R|α|(λ)Fα,λ

XIX–10



where

Rm(λ) =

(
m+ d− 1

m

)−1 ∫
eiλsf(z, s)L(d−1)

m (2|λ||z|2)e−|λ||z|2dzds,

and where L
(p)
m are Laguerre polynomials.

The key point in the construction of the Littlewood-Paley decomposition on Hd lies in the
following proposition proved in [4] and [5].

Proposition 8. For any function Q ∈ D(R) constant near the origin, the series

f(z, s) =
2d−1

πd+1

∑

m

∫
e−iλsQ((2m+ d)λ)L(d−1)

m (2|λ||z|2)e−|λ||z|2|λ|ddλ

converges in S(Hd).

Now we are ready to define the Littlewood-Paley decomposition on Hd. We will not give any
proof but refer to the construction in [4] and [5] for all the details, and in particular for the
proof of the following proposition.

Proposition 9 ([4], [5]). Let us denote by C0 the ring
{
τ ∈ R, 3

4 ≤ |τ | ≤ 8
3

}
and by B0 the

ball
{
τ ∈ R, |τ | ≤ 4

3

}
. Then there exists two radial functions R̃∗ and R∗ the values of which

are in the interval [0, 1], belonging respectively to D(B0) and to D(C0) such that

(3.5) ∀τ ∈ R, R̃∗(τ) +
∑

j≥0

R∗(2−2jτ) = 1

and

(3.6) ∀τ ∈ R∗,
∑

j∈Z

R∗(2−2jτ) = 1,

and satisfying as well the support properties

(3.7) |p− q| ≥ 1 ⇒ supp R∗(2−2q·) ∩ supp R∗(2−2p·) = ∅

(3.8) and q ≥ 1 ⇒ supp R̃∗ ∩ supp R∗(2−2q·) = ∅.

Moreover, owing to Proposition 8, it can be proved that there are radial functions of S(Hd),
denoted ψ and ϕ such that

F(ψ)(λ)Fα,λ = R̃∗
|α|(λ)Fα,λ and F(ϕ)(λ)Fα,λ = R∗

|α|(λ)Fα,λ,

where we have noted R̃∗
m(τ) = R̃∗((2m + d)τ) and R∗

m(τ) = R∗((2m + d)τ). A simple
computation shows finally that if we state

ϕj(z, s) = 2Njϕ(2jz, 22js) and ψj(z, s) = 2Njψ(2jz, 22js),

where N
def
= 2d+ 2 is the homogeneous dimension of Hd, then we have

F(ϕj)(λ)Fα,λ = R∗
|α|(2

−2jλ) and F(ψj)(λ)Fα,λ = R̃∗
|α|(2

−2jλ).

Remarks.
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1) Now as in the Rd case, we define the Littlewood-Paley operators ∆j and Sj, for j ∈ Z, by

F(∆jf)(λ)Fα,λ = R∗
|α|(2

−2jλ)F(f)(λ)Fα,λ

F(Sjf)(λ)Fα,λ = R̃∗
|α|(2

−2jλ)F(f)(λ)Fα,λ.

It is easy to see that

∆ju = u ? 2Njϕ(δ2j ·)
and

Sju = u ? 2Njψ(δ2j ·)
which implies that those operators map Lp into Lp for all p ∈ [1,∞] with norms which do not
depend on j and commute with the left invariant vector fields on the Heisenberg group.

2) Along the same lines than the Rd case (Definition 1), we can define Besov spaces on the
Heisenberg group (see [3]).

3) Paraproduct operators on the Heisenberg group similar to those defined by J.-M. Bony [6]
are built in [5], although there is no simple formula for the Fourier transform of the product
of two functions, and the definition of [6] turns out to be effective in this framework.

3.2. Bernstein inequality on the Heisenberg group. Using the complex system coordi-
nates (z, s) obtained through the formula zj = xj + iyj , we have another generator system

of the Lie algebra of left invariant vector fields on the Heisenberg group Hd formed by the
complex vector fields:

Zj = ∂zj + izj∂s, Zj = ∂zj − izj∂s, with j ∈ {1, · · · , d} and S = ∂s =
1

2i
[Zj, Zj ].

Let us point out that when F is an element of the basis of the Hilbert space Hλ defined
by( 3.2), we have the following useful formulas, for any j ∈ {1, ..., d}. If λ > 0,

F(Zjf)(λ)Fα,λ = −
√

2|λ|
√
αj + 1F(f)(λ)F(α1 ,...,αj+1,...),λ,(3.9)

F(Zjf)(λ)Fα,λ =
√

2|λ|√αjF(f)(λ)F(α1 ,...,αj−1,...),λ,(3.10)

F(ZjZjf)(λ)Fα,λ = −2|λ|(αj + 1)F(f)(λ)Fα,λ,(3.11)

F(ZjZjf)(λ)Fα,λ = −2|λ|αjF(f)(λ)Fα,λ,(3.12)

and with similar formulas if λ < 0.

To state the Bernstein inequality on the Heisenberg group, we need to define the concept of
localization procedure in the frequency space on the framework of the Heisenberg group and
to prove that the left invariant vector fields act in a particular way on distributions which are
localized in frequency space in a ball or a ring. We will only state the definition in the case of
smooth functions – otherwise one needs an additional regularization by convolution (see [3]
or [5]).

Definition 5. Let C(r1,r2) = C(0, r1, r2) be a ring and Br = B(0, r) a ball of R center at the
origin.

• A function u in S(Hd) is said to be frequency localized in the ball 2jB√
r, if

F(u)(λ)Fα,λ = 1(2|α|+d)−122jB(λ)F(u)(λ)Fα,λ,
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• A function u in S(Hd) is said to be frequency localized in the ring 2jC(
√

r1,
√

r2), if

F(u)(λ)Fα,λ = 1(2|α|+d)−122jC(λ)F(u)(λ)Fα,λ.

The following result is the analogue of Bernstein inequality in the classical case. It describes
the cost of the left invariant derivatives of a frequency localized function.

Lemma 3. Let C(r1,r2) be a ring and Br a ball of R center at the origin. For any non
negative integer k, there exists a constant Ck so that, for any couple of real numbers (p, q)
such that q ≥ p ≥ 1 and any function u of Lp(Hd), we have:

• If u is frequency localized in the ball 2jB√
r, then we have

(3.13) sup
|β|=k

‖X βu‖Lq(Hd) ≤ Ck2
jN( 1

p
− 1

q
)+jk‖u‖Lp(Hd),

where X β denotes a product of k left invariant vectors fields.
• On the other hand, if u is frequency localized in the ring 2jC(

√
r1,

√
r2), then we have

(3.14) C−1
k 2jk‖u‖Lp(Hd) ≤ sup

|β|=k
‖X βu‖Lp(Hd) ≤ Ck2

jk‖u‖Lp(Hd),

where X β still denotes a product of k left invariant vectors fields.

Remarks

1) Estimate (3.13 ) was proved in [5].

2) Contrary to the case of the Laplacian −∆Hd (see [3]), we do not dispose of a simple
decomposition of the left invariant vector fields in the basis of the Fα,λ. Therefore, the proof
of the second result of this lemma is more delicate than the equivalent estimate in the classical
case.

Let us prove Estimate (3.14) of Lemma 3. By density, it suffices to suppose that the function u
is an element of S(Hd). First, let us recall that thanks to (3.11), we have for any k ∈ {1, ..., d}

F(ZkZku)(λ)Fα,λ = −2|λ|(αk + 1)F(u)(λ)Fα,λ, when λ > 0,

and

F(ZkZku)(λ)Fα,λ = −2|λ|αkF(u)(λ)Fα,λ, when λ < 0.

Now the frequency localization of u in the ring 2jC(
√

r1,
√

r2) allows us to write

F(u)(λ)Fα,λ = R′
|α|(2

−2jλ)F(u)(λ)Fα,λ,

with R′
|α|(λ) = R′((2|α| + d)λ), R′ being a function of D(R∗) whose value is 1 near C(r1,r2).

Therefore

F(u)(λ)Fα,λ = − 2−2j

2|2−2jλ|(1λ>0(αk + 1) + 1λ<0αk)
R′

|α|(2
−2jλ)F(ZkZku)(λ)Fα,λ.

The fact that R′ ∈ D(R∗) ensures, owing to Proposition 8, the existence of a radial func-
tion hk ∈ S(Hd) such that

F(hk)(λ)Fα,λ = − 1

2|λ|(1λ>0(αk + 1) + 1λ<0αk)
R′

|α|(λ)Fα,λ.
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Now, if we write hk
j (z, s) = 2jNhk(δ2j ·), we get thanks to (3.3)

F(u)(λ)Fα,λ = 2−2jF(ZkZku)(λ)(F(hk
j )(λ)Fα,λ),

which implies that u = 2−2jZkZku ? h
k
j . Thus Young’s inequality leads to

‖u‖Lp(Hd) ≤ C2−2j‖ZkZku‖Lp(Hd),

and then owing to (3.13)

‖u‖Lp(Hd) ≤ C2−j‖Zku‖Lp(Hd).

Along the same lines, we can prove that

‖u‖Lp(Hd) ≤ C2−j‖Zku‖Lp(Hd),

which leads by induction to the second Estimate (3.14).
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[5] H. Bahouri and I. Gallagher: Paraproduit sur le groupe de Heisenberg et applications, Revista Matematica

Iberoamericana, 17, pages 69–105, 2001.
[6] J.-M. Bony: Calcul symbolique et propagation des singularités pour les équations aux dérivées partielles
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France, 117, pages 211–232, 1989.
[18] A. I. Nachman: The Wave Equation on the Heisenberg Group, Communications in Partial Differential

Equations, 7, pages 675–714, 1982.
[19] M. E. Taylor: Noncommutative Harmonic Analysis, Mathematical Surveys and Monographs, 22, AMS,

Providence, Rhode Island, 1986.

XIX–14
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Chevaleret, 75013 Paris, FRANCE

E-mail address: Isabelle.Gallagher@math.jussieu.fr

XIX–15


