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Some Properties of Direct Sums
of Uniserial Modules Over Valuation Domains.

SILVANA BAZZONI(*)

ABSTRACT - We characterize the direct sums of uniserial modules over a valua-
tion domain satisfying the following property:

( * ) every element is contained in a pure uniserial submodule.

We reduce the problem to the direct sums of two uniserial modules, and we
consider three different cases determined by all the possible relations be-
tween the types of the uniserials involved. In each case we give necessary
and sufficient conditions on the uniserials in order that their direct sum satis-
fies ( * ). Moreover we observe that, for the class of direct sums of uniserials
satisfying ( * ), we can solve the problem of introducing a «good» definition of
height of an element, namely a notion which gives all the informations about
the divisibility of the module generated by that element.

Introduction.

R will always denote a valuation domain, Q its quotient field. An R-
module is uniserial if its submodules are linearly ordered by inclusion.
All the uniserial modules considered will be torsion modules. A uniseri-
al module is said to be standard if it is isomorphic to a submodule of Q/I
for some ideal I in R, othervise it is called non standard.

The knowledge of the class of direct sums of uniserial modules over
a valuation domain is far from being complete. Some results are avail-
able for direct sums of standard uniserial modules. Fuchs and Salce,
in [FS1], define numerical invariants which characterize the direct
sums of standard uniserials; moreover they prove that every module
has a submodule, which is called prebasic, with the same invariants as

(*) Indirizzo dell’A.: Dipartimento di Matematica Pura e Applicata, Univer-
sita di Padova, via Belzoni 7, 35100 Padova, Italia.
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the module and which is a direct sum of standard uniserial modules,
pure and maximal with respect to these properties.

In this paper we consider direct sums of arbitrary uniserials and
solve the problem of characterizing those satisfying the following
property:

( * ) every element is contained in a pure uniserial submodule.

In Section 2 we give informations about the pure uniserial submod-
ules of a direct sum of uniserials, and we prove that to solve our prob-
lem it is enough to consider a direct sum of two uniserial mod-
ules.

We introduce the notion of type of an element x in an R-module: it is
the ordered pair consisting of the height ideal of x (the submodule of Q
which measures the divisibility of x) and the annihilator ideal of x.

We prove that the direct sum of two uniserial modules U and V sat-
isfies ( * ) if and only if for any two elements u, v (in U and V respect-
ively) there exists a homomorphism form one of the two uniserial mod-
ules to the other sending one of the two elements into the other; hence
in particular we have that the types of the two elements are compara-
ble.

Our investigation splits then into three cases determined by three
different kinds of relations between the types of the two uniserials
considered.
A complete summary of the results that will be proved afterwards,

and that answer completely to our question, will be presented in Theo-
rem 5.1, Section 5; here we outline the situation without entering into
detailed conditions.
We notice that, if U and V are two uniserial modules, then one of

the following possibilities occurs:

(A) there are two non zero elements u E U and v E V with the
same height ideal.

(B) there are two non zero elements u E U and v E V with the
same annihilator ideal.

(G~ the isomorphy class of the height ideals of elements of U is
different from the corresponding class for V and the same holds for the
isomorphy class of the annihilator ideals.

We prove that, in case (A), U 61 V satisfies ( * ) if and only if one of
the two uniserials is a suitable epimorphic image of the other.

In case (B), U E9 V satisfies ( * ) if and only if one of the two uniserials
has a suitable embedding into the other.

In case (G’~, we have to consider three different possibilities distin-
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guished by which of the two uniserials U and V is standard or non stan-
dard ; in these cases the conditions on U and V equivalent to the fact
that U 61 V satisfies ( * ) are technical and can be formulated only after
the preliminaries are settled.

In Section 5 we give also various examples of direct sums of uniseri-
al modules satisfying ( * ).

In Section 6 we observe that, for the direct sums of uniserial mod-
ules satisfying ( * ), the type of an element gives all the informations
needed about the divisibility of all the multiple of that element; thus it
can be assumed to be the «indicator» of the element. In this context we

prove that a direct sum M of uniserial modules satisfying ( * ) is both ful-
ly transitive and transitive, in the sense that for any two elements x
and y in M such that the type of x does not exceed the type of y (the
types of x and y are equal), there is an endomorphism (automorphism)
of M sending x to y.

1. Preliminaries.

We collect in this section some definitions and results that will be
used in the following; for references see [FS1], [BS1], [BS2], [BS3] and
[BFS].

If I is a non zero submodule of Q, I # denotes the set of all elements r
in R such that rI is properly contained in I.

We recall that I # is the union of the proper ideals of R isomorphic to
I and that it is a prime ideal of R.

For a uniserial module U the ideals U# and U# are defined by:

It is easy to see that these are also prime ideals of R.
Following [BFS] we say that a uniserial module U is finitely anni-

hilated if there is an element u E U such that Ann u = Ann U. It is
shown in [SL] (see also [FS1, VII, § 2]) that if U is finitely annihilated
then U# ~ U # while if U is non finitely annihilated then U # ~ U#. In
case U# = U # the two different possibilities are determined by U being
principal or not over Ru#.

If U is non standard then it is non finitely annihilated.
For every uniserial R module U we defined the threshold submod-

ule U~ of U as U[U#] _ {~ E U) U# ~. This has been firstly de-
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fined in [BS1] for a non standard uniserial module and it turned out to
be crucial in determing the non standard quotients of a non standard
uniserial.

Let x be a non zero element of a module M. The height ideal of x in
M, denoted by HM (x), is defined as Ir - 1 rMl, while
the annihilator ideal of x in M is Ann x = rx = 0}. We will
drop the subscript index M in HM (x), whenever this will not yield to
ambiguity.

Let U be a uniserial module and u a non zero element of U. Assume

HU (u) = J and Ann u = I, then the type t( U) of U is defined as [J/I ],
the isomorphic class of the standard uniserial We remark that in
the sequel the type of a uniserial module will always be represented by
J/I obtained as illustrated above. (Hence we will have R 5 J and
I  R). It is easy to see that U # = J # and U# = I #.

The level of a uniserial module U, denoted by Lev U, is the union of
the height ideals of the non zero elements of U. This notion has been in-
troduced in [BFS] and it turned out to be a useful tool in studying the
algebraic structure of the set of the isomorphism classes of non finitely
annihilated uniserial R-modules.

In [BSI] and [BS2], the class of non standard uniserial modules has
been partitioned into six classes denoted by ‘u2 (i = 1, 2, ... 6) deter-
mined by which quotients of their modules are non standard, and
in [BS3] the classes ‘u5 and 1y have been divided into subclasses. For a
complete description of the different classes and subclasses we refer
to [BS2]; in Section 4, where we will have to make use to these results,
we will give a summary of the characterizations and properties of the
various classes ‘U.2.

We introduce the notion of the type of an element in the following
way.

For every element x of the R module M, the type of x, denoted by
tM (x), is defined to be the ordered pair (HM (x), AnnM(x»). In the set x
of all the ordered pairs consisting of submodules of Q containing R and
ideals of R, we consider the partial order defined componentwise by
the inclusion. Hence if x and y are two elements of the modules M and
N respectively, tN (y) if and only if HN (y) and
AnnM(x)  AnnN (y). 

It is easy to see that the partial order set (X, -) has inf and sup; ~C
has (Q, R) as the maximum element and it is the type, in any module, of
the zero element; while the minimum is given by (R, 0) which is the
type of the identity in R.

We notice that the types of two elements belonging to the same
uniserial module are always comparable.

We consider also the class a of all the pairs of the form ( U, u) where
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U is a uniserial R module and u is an element of U. If ( U, u) and (V, v)
are two elements of a we set ( U, u) £ (V, v) if there exists a homomor-
phism ~ of U into V such that ~(u) = v. Clearly - is a preorder; consid-
er the equivalence relation defined by ( U, u) -~- (V, v) if and only if
there exists an isomorphism ~ of U into V such that ~(u) = v, and de-
note by [ U, u] the equivalence class determined by ( U, u). It is easy to
check that - induces a partial order on the set a/ - .

Notice that [ U, u] ~ [V, v] implies t(u) ~ t(v), and that [ U, u] =
= [ U, for every element U U# , since the multiplication by
such an r induces an automorphism of U.

REMARK. If U and V are isomorphic uniserial modules and u E U,
v E V then [ U, u] and [V, v] are comparable.

We prove now some technical Lemmas that will be needed later.
If I and L are submodules of Q, I: L denotes the set of all elements

q E Q such that qL ~ I.
It is easy to see that, for each 0 # r E R, rI: L = r(I : L) _

= l: r-1L.

LEMMA 1.1. Let I, L be non zero fractionaL ideals, then (IL)# =
= I# A L#.

PROOF. See [BFS] Lemma 2.7.

LEMMA 1.2. Let I, L be a non zero fractional ideals, then

(I : L)# = I # l~ L #.

PROOF. It is clear that (I : L)# ~ I # A L #. Let first L * and as-
sume, by way of contradiction, that (I : L)#  L ~. Consider r E L * such
that r(I : L) = I : L = I : Since r E L ~, there is an element x with

hence But 
= x -1 I yields (I : L)# =1 # a contradiction. Let now I #  L * and assume
that (I : L)#  I #. Then there exists r E I # such that r(I : L) = I : L =
= rI : L. Take a E then rI  I gives I : L = rI : L = aR : L =
= a(R : L) hence (I : L)# _ (R : L)* and the wanted contradiction follows if
we prove that (72:7.)~ = L #. But this has already been proved in the
case considered above since L~~72~=P. *

Next Lemma is essentially Lemma 1.1 in [BFS].
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LEMMA 1.3. Let I be a fractional ideal. Then:
(i) RI # I = I.

(ii) I # I = I if and only if 10 
(iii) If I = 72~, then (RI# : I ) I = RI#.
(iv) then and 

PROOF. (iii) is obvious. (i), (ii) and the first part of (iv) are proved
in [BFS], Lemma 1.1. Thus only the second part of (iv) has to be
proved.

Since 10 then I = 7}, hence (R : I ) I =1 #,
since I # is the union of the proper ideals of R isomorphic to
I.

LEMMA 1.4. Let I, L be non zero fractionaL ideals. Then:

(i) If 1 #  L #, then there exists an element such that
r-1L &#x3E; I# and I: L = r -I I.

(ii) If I # &#x3E; L #, then there exists an element such that
r -1 I &#x3E; L # and = r(R : L ).

PROOF. (i) Recall that L # is the union of the proper ideals of R iso-
morphic to L, hence of the ideals of the form r -1 L for an element r E
E QB L. Thus there is an element r g L such that r -1 L &#x3E; I #. Clearly
I: L = r -1 (I : r -1 L) and we prove now that I : r -1 L is equal to I. Obvi-

I; let assume 

~ I # which is a contradiction.

(ii) The first part of the claim is analogous to the one in (i). For
the second part we notice that I : L = if then
xL ~ r -1 I ~ R L (L cannot be principal, since L #  I # ~
~ P). Conversely if r g L, then x -1 L ; L # and by the first part L # 
 r - 11; notice that 7~} coincides with R : L since L is not princi-
pal, thus the claim follows.

LEMMA 1.5. Let I, L be non zero fractional ideals with I # _
= L #.

(i) If I = L then I : L 

(ii) L then I : L 

PROOF. (i) Obvious.

(ii) Assume first that L is principal over RL # . Then L = rRL # and
If L is

not principal over R# then L(RL # : L) = L #. To prove that I : L ~
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; I(RL # : L) it is enough to observe that I(RL # : L) L = I I # ~ I. We prove
now that I : L ~ I(RL#: L). Let xL ~ I, since L we have that
xL  I, hence there exists a E I with xL  This implies a -1 x E
E (RL # : L), hence x E I(RL # : L).

LEMMA 1.6. Let I, L be non zero fractional ideals. Then:

(ii) If I : L = RIll, then either I = L or I = RIll.

PROOF. (i) Obvious if I = L #. If I &#x3E; L #, by Lemma 1.4 we obtain
I : L # = R : L #, hence 

(ii) Lemma 1.2 implies that I # ~ L #.
Assume first that I #  L #, then Lemma 1.4 yields I : L = I, hence

I - RIll.
If I # = L # and then, by Lemma 1.5, we obtain I : L =

= I(RLII: L) = L), where I and L are clearly RI#-fractional ide-
als. Hence, the hypothesis L) = RIll implies that I is invertible or
equivalently principal over 

2. Reduction to the case of two summands.

R will always denote a valuation domain. Let M be a direct sum of
uniserial modules. We want to find necessary and sufficient condition

, in order to have that M satisfies the following property:

( * ) every element of M is contained in a pure uniserial submodule
of M.

LEMMA 2.1. Let M be the direct sum ® Ui, where Ui is a uniseri-
al modules for each i E L 

iEI

Let x E M and V a pure uniserials submodule of M containing x. If
x E ® Ui where F is finite, then the projection 71:F (V) of V is a pure sub-

iEF

module of M containing x and isomorphic to V

PROOF. The claim is clear by the fact that 71:F is the identity on the
submodule generated by x and by the fact that V is a pure uniserial
submodule of M.

PROPOSITION 2.2. Let M be the direct where the Ui’s
~ 

iEl

are uniserial nodules and let W be a uniserial submodules of M. As-
sume one of the following conditions is satisfied:
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(i) W is non standard.

(ii) M is a finite direct sum of uniserials and W is pure in
M.

Then there exists io E I such that 1rio induces an isomorphism be-
tween W and hence W is a summand of M.

PROOF. By the uniseriality of W we obtain that there exists io E I
such that 1rio restricted to W is injective. Now if W is non standard then
1rio has to be surjective; if W is pure in M, and the direct sum is finite,
then the conclusion follows by [FS11 (IX, Theorem 5.6).

LEMMA 2.3. Let x be an element of the direct sum M ui,
where the Ui’s are uniserial modules. Let L and J be respectively the
annihilator ideal and the height ideal of x in M. Assume V and W are
uniserials submodules of M containing x and of type [J/L]. Then V and
W are isomorphic.

PROOF. Obviously it is enough to prove the assertion in case at
least one between V and W is non standard. Assume W is non standard;
by Proposition 2.2, W is a summand of M, hence M = W 61 A. We prove
now that An V is 0; in fact if y is a non zero element of An V, then
y v- W, Ry 5 A n V which gives the contradiction
x E A. Thus the projection 1rw of M onto W is injective when restricted
to V; moreover 1rw(V) is W since = x and the heights ideal of x in
V and W are both J.

REMARK. Owing to Lemma 2.1, a direct sum of uniserial modules
satisfies ( * ) if and only if every finite direct sum contained in it satisfies
( * ). Thus from now on we will consider finite direct sums of uniserial
modules.

Using the terminology introduced in § 1 we formulate the following
result which will play a fundamental role in characterizing the direct
sum of uniserial modules satisfying ( * ).

PROPOSITION 2.4. Assume U and V are uniserial modules, u E U
and v E V The following are equivalent:

(i) u + v is contained in a pure uniserial submodule of
UOV.

(ii) t(u) and t(v) are comparable and if t(u) ~ t(v), then also
[ U, u] ~ [V, v].

(iii) t(u) and t(v) are comparable. Assume t(u) ~ t(v); if H(u) =
= H(v), there exists an epimorphism o of U into V such that o(u) = v; if
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H(u)  H(v), U/(Ann v) u is standard and there is an homomorphism ç
of U into V such that §(u) = v.

In (i) and (ii) everything holds symmetrically changing the roles of
u and v.

PROOF. (i) ~ (ii) Let W be a pure uniserial submodule of t7 0 V
containing u + v. By Proposition 2.2, W is isomorphic to U or to V via
the corresponding projection. This implies t(u + v) = t(u) or t(u + v) =
= t(v) hence t(u) and t(v) are comparable. Assume t(u) ; t(v), then the
projection ;-, u is an isomorphism of W into U. Thus ~U -1 followed by nv is
a homomorphism ~ of U into V such that 4(u) = v.

(ii) ~ (iii) If H(u) = H(v), then obviously the homomorphism § con-
sidered in (ii) is surjective. If H(u)  H(v) then is properly con-
tained in V hence the claim follows since clearly is isomorphic to
U/(Ann v)u.

(iii) ~ (i) Let H(u) = U I~ with ro = 1. Then U is generated by
7  K

elements u~ , ~  K, such that uo = u and = e~ u~ , ~  z  K,
where ej are units of R subject to the relations ej ej - e,~- 
 7  T (see [BS1] § 1). 

" ,

Assume H(u) = H(v) and 9 is an epimorphism of U into V such that
,4(u) = v; then V is generated by elements v,., 7  K such that vo = v and

=  T. Thus we can consider the submodule W of !7(B V
generated by the elements u, + v~ . It is easy to check that W is isomor-
phic to U via the projection 7CU, hence it is a pure uniserial submodule of
U EB V containing u + v.

In case H(~u)  H(v), since U/(Ann v)u is standard, the test Lemma
(see [BS1] Lemma 1.3) guarantees the existence of a family ~c~ ~~  K of
unit of R such that c_ - c, e for every J  -  K. Moreover,
there is a homomorphism of H(u) in V sending 1 to v. Hence we can
choose in V elements v’ for every 7  x, such that v’ = v and =

- v~’ . Now it is easy to show that the submodule of U (D V generated by
the elements ~u~ +  is uniserial, it contains u + v and it
is pure in U (B V.

With the following result we will obtain a further reduction in the
study of our question; namely we will be allowed to restrict the prob-
lem to the direct sum of exactly two uniserial modules.

PROPOSITION 2.5. Let M be the direct sum Ui, where the Ui’s
are uniserial moduLes. Then M satisfies ( * ) is and only if Ui EB Uj sat-
isfies ( * ) for every pair i ~ j.
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PROOF. Necessity is clear.
For the sufficiency, let x = Ul + U2 + ... + we first notice that,

by Proposition 2.4, the types are pairwise comparable, thus, with-
out loss of generality, we can assume t(~2 ) ~ ... ~ Using
the same notations as in the proof of Proposition 2.4, we let 
= U Ul generated by elements u J , a satisfying the rela-
oK

tions as above. Let Wj be a pure uniserial submodule of Ul 61 Uj con-
taining ul + uj, for j = 2, ..., n. By Proposition 2.4 there exists a homo-
morphism 9 from n Ul to Uj = u~. Let E be the submodule of

the direct sum ® Ui generated by the elements U, + ~2 (U,) + ... +
i=1 1

+ 9n (u~ ) for every 7  rc. It is routine to check that W is uniserial, W con-

tains x and moreover it is pure in the direct sum ® Ui since it is iso-
morphic to U1 via the projection 

~ = 1

Combining the two preceding Propositions and the remark after
Lemma 2.3, it is easy to see that the following holds.

PROPOSITION 2.6. Let M be a direct sum with the Ui’s uni-
iEI

serials, satisfying ( * ). Let x = Ul + U2 + ... + Un be an element of M;
then the types t(u2 ) (i E I) are pairwise comparable and the type t(x) of
x is the minimum of the types t(ui). 0

3. Direct sum of two comparable uniserials.

As shown by Proposition 2.5 we can restrict the investigation of our
problem to the case of a direct sum of two uniserial modules.

We start by considering a pair of uniserial modules subject to par-
ticular relations. We first need a definition.

DEFINITION. If U is a uniserial module we define H( U) and
A( U) to be, respectively, the set of the height ideals and of the
annihilator ideals of non zero elements of U namely:
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Two uniserial modules U and V satisfying either

are said to be comparable.
In this section we will consider the case of two comparable uniseri-

als ; Theorem 3.3 will characterize the direct sums U E9 V satisfying ( * )
when U and V are as in the case (1), and Theorem 3.6 will settle case
(2).

LEMMA 3.1. Let U and V be uniserial moduLes of types [J/1] and
[H/L] respectively. Then H(U) n H(V) # 0 if and only if J = H and
A(U) n and only if I = L.

PROOF. It is enough to observe that J = rH implies that r -1 be-
longs to H and thus rH is the height ideal of a non zero element of V;
moreover I = rL implies that r does not belong to I hence r -1 I is the
annihilator of a non zero element of U.

REMARK. The height ideals (annihilator ideals) of the elements in a
uniserial module are all isomorphic, hence we can define the isomorphy
class of the height ideals (annihilator ideals) of a uniserial module,
Lemma 3.1 says that if U and V are comparable uniserial modules, then
the isomorphy class of the height ideals (annihilator ideals) of U and V
are the same.

We prove now a general result on uniserial modules.

LEMMA 3.2. Assume U, V are uniserials moduLes and A is a non
zero epimorphism of U onto V Then, for every u E U, v E V, t(u) and
t(v) are comparable if and only if Ker # % Uc.

PROOF. Assume n U[r]; then there exists 
rEU#

such that Kerç &#x3E; Take an element u of U not in Ker ; ; then
ru # 0 and HU (ru) &#x3E; moreover, since # is epic and r(u) ~ 0, we
have that Hu(u) = Hv (~(u)). Now the annihilator ideal of ru is
r -1 Ann u and we claim that it is properly contained in the annihilator
ideal of ~(u). In fact it is easy to see that 7M = and that

Ker,,’, = (Ann Y(u)) u hence the claim follows. This leads to the contra-
diction that the types of ru and of ~(u) are not comparable.

For the converse, assume Ker § £ Uc and u E U, v E V be non zero
elements; we prove that their types are comparable.

Let u’ E U be such that 9(U’) = v. If t(u) ~ t(u’), then obviously
t(u) ~ t(v). If t(u’)  t(u), then H(u’ ) ~ H(u) and there is r E R such
that ru’ = u; but H(u’) = H(v) since ~ is epic. We have thus to prove



186

that, if H(v)  H(u), then also Ann v ; Ann u. Assume H(v)  H(u),
then r E U # and, by hypothesis, Ker ~ ~ U[r]. But, as noticed above,
Ker ~ = (Ann v) u ’ and !7[r] == (r -’Ann u’ ) u ’ hence the conclusion
follows.

We will consider now the case of two uniserial modules with the
same isomorphy class of height ideals.

THEOREM 3.3. Let U, V be uniserial modules of types [J/I ] and
[H/L] respectively with J = H. Then U 61 V satisfies ( * ) if and only if
there is an epimorhism ~ of U into V such that Ker ~ ~ UC (or the same
holds changing the roles of U and V).

PROOF. First we prove the necessary condition.

By the proof of Lemma 3.1, there exist non zero elements u E U and
v E V with the same height ideal. By Proposition 2.4 (ii), the types of u
and v are comparable and assuming Ann u ~ Ann v there is a homomor-
phism from U to V seding u to v. By the assumption on the height ide-
als of the elements, this homomorphism has to be surjective; thus by
Lemma 3.2, the conclusion follows.
We prove now the sufficient condition.
Let u E U and v E V, we have to show that u + v is contained in a

pure uniserial submodule of U 61 V. Clearly we can assume that u and v
are non zero elements and that ~ is non zero. By Proposition 2.4 we
have to show that [ U, u] and [V, v] are comparable. Notice that, by
Lemma 3.2, the types of u and v are comparable. Assume first
t(u) ~ t(v), and consider u’ E U such that ~(u’ ) = v, then H(u’ ) = H(v).
If t(u) ~ t(u’), there is r E R such that ru = u’. Hence the multiplica-
tion by r followed by ~ is a homomorphism ~ sending u to v. We have to
consider now the case t(u’)  t(u); since t(u’)  t(u) ~ t(v) we have
H(u’) = H(u) = H(v) and Ann u ’  Ann u ~ Ann v. Thus there is r E
E U# B U # such that ru = u. Hence r, the multiplication by r, is surjec-
tive on U and we can consider the following diagram;

where Ker r = (Ann v) u ’ is contained in Ker~ = (Ann v) u ’ . Thus, there
is ~ making the diagram commutative. Hence §(u) = p(u’) =
= v.

It remains to consider the case t(v)  t(u); let again 9(U’) = v,
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then t(u’) ~ t(v) ~ t(u). Hence there is r E R such that u = ru’. We
can consider the following diagram:

Since ~ is surjective there exists ~ making the diagram commuta-
tive if and only if But this is true since Ker ¢ _
= (Ann v) u ’, Kerr = (Ann u) u ’ and t(v)  t(u). Thus ¢(v) _ ¢(¢(u’ )) _
= ru’ -u.

By means of the characterizations of the non standard quotients of
non standard uniserial modules proved in [BS1] it is clear that the fol-
lowing holds.

COROLLARY 3.4. Let U, V be non standard uniserial moduLes of
types [J/I] and [H/L] respectively with J = H. Then U ED V satisfies
( * ) i, f and only if there is an of U into V (or
viceversa).

We prove now a result dual to Lemma 3.2.

LEMMA 3.5. Let U, V be uniserial modules a non zero em-

bedding of U into V For every u E U, v E V, t(u) and t(v) are compara-
ble if and onLy if Im &#x3E;- V# V.

PROOF. Let Im ¢ ~ V# V and let u E V, v E V; we prove that the
types of u and v are comparable. Consider ¢(u) = v’ then, if t(v’) ~ t(v)
we obviously obtain t(u)  t(v). Thus assume t(v’ ) &#x3E; t(v); we can write
rv = v’ for an element r E R, hence Ann v = r Ann v’ and, since ~ is in-
jective, Ann v = r Ann u. Thus in order to prove that t(u) and t(v) are
comparable we have to show that, if r E V# then Hv (v) ~ Hu(u). Let
sx = v be solvable in V; by hypothesis we know that rx E Im ~, hence
rx = ¢(y) for an element y in U. Now s~(y) = srx = rv = ¢(u) and by the
injectivity of ~ we obtain sy = u, hence s divides u in U.

For the converse take v E V, r E V# and assume, by way of contradic-
tion, that Im ~. Fix 0 ~ uo E U; then there exists s E R such that
srv = ¢(uo ). Now the annihilator of sv is r .Ann ¢(uo ) which is equal to
r Ann uo since ~ is injective; moreover Ann sv is properly contained in
the annihilator of uo since r E V#. Thus by hypothesis, the height ideal
of sv in V is contained in the height ideal of uo in U; this implies that
there is ul in U such that sul = uo. Since rv qt Im ~, there is a non unit
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t E R such that trv = ~(u1 ) and multiplying this equality by s we obtain
t~(uo) = ~(sul ) _ ~(uo ) hence ~(uo ) = 0 contrary to the assumption
u0#0.

We consider now the case of two uniserial modules with the same

isomorphy class of annihilator ideals.

THEOREM 3.6. Let U, V be uniserial modules of types [J/I ] and
[H/L] respectively with I = L. U ® V satisfies ( * ) if and only if there is
an embedding ~ of U into V such that Im ~ ~ V# V (or the same holds
changing the roles of U and V).

PROOF. First the necessary condition.

By the proof of Lemma 3.1, there exist non zero elements u E U and
v E V with the same annihilator ideal. By Proposition 2.4 (ii), the types
of u and v are comparable and assuming H(u) ~ H(v) there is a homo-
morphism from U to V sending u to v. Clearly this homomorphism is in-
jective (since the elements have the same annihilator ideal); thus by
Lemma 3.5, the conclusion follows.
We prove now the sufficient condition.
Let u E U and v E V, by Lemma 3.5 the types of u and v are compara-

ble. In case ~ is an isomorphism, then condition (ii) of Proposition 2.4 is
satisfied, hence the claim follows.

Thus we can assume V is standard; in fact assume V is non standard
then V# V = V (if V#  V# this is clear; if V# = V# , then V is equiannihi-
lated, see [BS1]) and thus o is an isomorphism.

Since V is standard so is U and thus, by Proposition 2.4 (iii) we have
only to consider the case in which = Hv (v). If Hu (u) = Hv (~(u))
then ~ is an isomorphism and we are done. Thus we can assume
Hv (~(u)) &#x3E; Hu(u) = Hv(v). In this case ~(u) = rv for an element r E R
and Ann v = r Ann ~(u) = r Ann u. Now since U and V are standard we
have U = H(u)/Ann u and V = H(v)/Ann v; hence there exists an epi-
morphism of V into U sending v to u and thus the conclusion
follows.

In case the uniserials considered are non standard, the situation be-
comes simpler, as it is shown by the following.

COROLLARY 3.7. Let U, V be non standard uniserial modules of
types [J/I] and [H/L] respectively with I = L. U 61 V satisfies ( * ) if
and only U and V are isomorphic,.

PROOF. Obvious since the embedding ~ of Corollary 3.9 has to be
surjective. m
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If we consider two uniserial modules with the same isomorphy class
both of annihilators and of height ideals, we have:

PROPOSITION 3.8. Let U and V be uniserial modules of the same
type and assume U 61 V satisfies ( * ). Then U and V are isomor-

phic.

PROOF. By definition of the type of a uniserial module, there are
elements u E U and v E V such that t(u) = t(v). By Proposition 2.4 (ii),
there exists a homomorphism from U to V sending u to v; but, this ho-
momorphism is necessarily bijective since t(u) = t(v).

4. Direct sums of two non comparable uniserials.

We fix the hypothesis that will be assumed throughout this
section.

U and V will be uniserial modules of type [J/I] and [H/L] respect-
ively, with J 4=- H and I 4=- L, i.e., by Lemma 3.1, H(U) nH(V) = 0 and
A( U) n A(V) _ 0.

Two uniserial modules U and V satisfying the above conditions, are
said to be non comparable.

LEMMA 4.1. Let U and V be non comparable uniserials modules of
types [J/I] and [H/L] respectively. The following are equivalent:

(iii) For every u e U v E V, t(u) and t(v) are comparable.

PROOF. (i) ~(ü) Let x E I : L, then xL ~ I; since I + L we have that
xL  I, hence x -’ does not belong to L : I = H : J. This &#x3E;

&#x3E; H, thus xH  J and x E J : H. The converse inclusion is proved in a sim-
ilar way by using J 0 H.

(ii) ~ (Vi) Notice that if u E U, then Ann u = qI and Hu (u) = qJ
for an element q such that q -1 E J B I, and analogously if v E V, Ann v =
= pL and Hv (v) _ p77 for an element p such that p -1 E H B L.

Since I ~ L, qI  pL if and only if qI  pL and this is equivalent to
qI : pL  R; but, by (ii) qI : pL = qJ : pH, hence the types of u and v are
comparable.

(ill) ~ (i) We first prove that L : I ~ H: J. Let qI ~ L, then

qI  L; if E JB I then, by the above remark, qI is the annihilator of
an element u of U and qJ is the height ideal of u. Let vo E V be of type
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(H, L), then t(u)  t(vo), hence qJ  H. J then qJ  R hence
again qJ  H; the possibility q - E I cannot occur since in that case we
would have I~ ~ qI  L which is absurd.

We prove now that H : J 5 L : I. Let qJ  H, E J B I then we
argue as above. J but q is I then q -I I is the annihilator of an el-
ement u of U; if it were L  then H  q -1 J, since (H, L) is the
type of the element vo of V defined above, hence it must be pL  I. If

q E I, then clearly qL  I.

REMARK. If U and V are as above and satisfy one of the equivalent
condition of Lemma 4.1, then none of them can be divisible. In fact, as-
sume V is divisible, then condition (i) yields L : I = Q which is impossi-
ble since L is the annihilator of an element of V. If U is divisible we ar-

gue in the same way using condition (ii).

PROPOSITION 4.2. Let U and V be non comparable standard unis-
erial modules of types [J/I] and [H/L] respectively. U ® V satisfies ( * )
if and one of the equivaLent conditions of Lemma 4.1 is

satisfied.

PROOF. The necessary condition is clear by Proposition 2.4. For
the sufficiency we observe that condition (iii) of Proposition 2.4 is satis-
fied for every pair of elements U E U and V E V since U and V are
standard.

We will consider now a mixed case, namely the case in which one of
the two modules is standard and the other is non standard.

We will have to use some of the results proved in [BS1] and [BS2] to
characterize the various classes of non standard uniserial modules.

For convenience, we summarize here the definitions of the classes
(i = 1, 2, ... , 6) and their properties.
Let U be a non standard uniserial module of type [J/I ], the follow-

ing hold:

(A) U E U1 if and only if U is divisible.
Then necessarily 0 = Ann U = U#  U# and Uc = U. U is strong-
ly non standard i.e. every non zero quotient of U is non standard.
(Notice that, by the remark after Lemma 4.1, the uniserial mod-
ules we are dealing with in this Section cannot be divisible).

(B) UEU2 if and only if 0  Ann U = U #  U# .
Then necessarily Uc = U and UU#  U, i.e. JJ~  J, hence J is
principal over Ru# (see 1.3). U is again strongly non stan-

dard. ,
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(C) U E ’U3 if and only if 0  Ann U  U #  U# and is stan-
dard.

Necessarily 0  Uc  U and UU#  U, i.e. J is principal over
RU#.

(D) U E a4 if and only if 0  Ann U  U#  U# and UlUc is non stan-
dard. Then 0  U and UU# = U, hence J is not principal
over 

(E) U e a5 if and only if 0  Ann U  U# = U# and 0  UC.
In this case we have: Ul Uc is non standard, UU# = U (hence J is
not principal over and I = U#.

(F) U E ’U6 if and only if 0  Ann U  U # = U# and 
In this case we have: UU# = U (hence J is not principal over 
and 10 U#. U is barely non standard, i.e. every proper quotient
of U is standard. ,

(G) U E ~.~,ss if and only if U E ‘L~,6 and 10 Ru#.
We will use also the following facts:

(H) If U ~  K ~ U, then is standard. ([BS1], Proposition
2.1).
If K  then U/K is non standard. ([BS1], Proposition 2.1
and 2.8).

PROPOSITION 4.3. Let U and V be non comparable uniserials mod-
ules of types [J/I ] and [H/L] respectively with U non standard. As-
sume U 61 V satisfies ( * ). The following conditions hold:

(iii) If V# = U# and the annihilator ideals of the elements of V
are principal over Rv#, then U E U2 U ’U3 U 1~66’

PROOF. (i) Obvious from Proposition 2.4 and Lemma 4.1.

(ii) First we prove that U E ‘U,6, i.e. that U ~ = = 0 (see
(F)). Assume, by way of contradiction that 0, then we claim that
U~ = U#. In fact this is clear if U~ = U (by (A) and (B)); if U~  U, then
it is easy to see that U~ is isomorphic to I : U# /I (see [BS3] Remark
after Lemma 1.5). Letting I be the annihilator of an element of Uc, we
can assume I ~ U#, hence by Lemma 1.6 (i), we obtain 1: U# = Ru# and
Ann Uc = Ann = I : Ru# = U#, as claimed.
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Now V# is the union of the annihilator ideals of the non zero ele-
ments of V, hence the hypothesis V# &#x3E; U # implies the existence of ele-
ments vo E V and uo E U~ such that if L = Ann vo and I = Ann uo , then
L &#x3E; I ~ U#. By Proposition 2.4 t((vo) &#x3E; t(uo)), hence H(vo) &#x3E; H(uo) (re-
member that H(U) n H(V) = Thus U/Luo is a non zero standard quo-
tient of U (by 2.4 (iii)). But Luo  Ruo ~ UC, hence, by (H), U/Luo is
non standard, a contradiction.

It remains now to prove that U E ’U66’ i.e. that, if I is the annihilator
ideal of an element uo of U then I is not isomorphic to Rj# = Ru# (see
(G)).

Since L # = V# &#x3E; U# = U# = I #, we can choose vo E V such that
Ann vo = L &#x3E; U# ; hence, by Lemma 1.4 (i), I : L = l. By (i) we have
then that I = J : H where J and H are the height ideals of uo and vo
respectively.

Assume I = Ru#, then J : H = Ru# = Lemma 1.6 (ii) yields
J - Ru# (since J 0 H), which is impossible by (F). Hence U E 

(iii) By the remark after Lemma 4.1 U cannot belong to ai and by
(B) and (G~ above, if U E ‘1,1,2 U ‘L1,3 , then J is principal over Ru#.

Thus we must prove that if J is not principal over Ru#, then U E
E ‘U.ss. But this amounts to show that U E ~,~,s ; in fact by hypothesis 10 L
and L is principal over Rv# = Ru# (see (G)).

Assume by way of contradiction that J is not principal over Ru# and
U 0- ~,I,s , then U~ ~ 0. Let uo be a non zero element of UC, we can choose
I = Ann uo , hence I ~ U# = J #. Now t(V) = [H/L] where L = sRu#
with s E U# and s -1 H &#x3E; Ru#.

Since J is not principal over Ru#, we certainly have that J &#x3E; Ru#
and, since s -1 H &#x3E; there exists an element r E U# such that r -1 E
E s -1 H n J. This means that r -1 E J and hence we can
find ui E U and Vl E V with Ann u1 = rI and Ann vl = Clearly rI 
 rRu#, hence by Proposition 2.4 (iii) U/rRv# ul is standard.
We claim that = U~.
In fact, UC  Rul since Ann ul = rI is properly contained in U# (r E

E Ann tu1 = U #} = (rI : 
Lemma 1.6 (i) we obtain that rI : U# = since I ~ U#.

Thus we have that is standard which is impossible, by the hy-
pothesis J not principal over Ru# (see (D), (E) and (F)). 0

REMARK. Let U and V be as in Proposition 4.3 (iii) with U E ‘L1.2 U
U a~. Then U # is principal over Ru#.

In fact, by (B) and J is principal over Ru# and I # &#x3E; U# ; more-
over, by Proposition 4.3 (i), I : L = J : H.
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Using Lemma 1.4 (ii) we obtain I : L = U #, hence J : H = U # and,
by Lemma 1.2, U # ~ H#.

Assume first that U #  H #, then by Lemma 1.4 (i),
J : H = J hence U# = Ru#.

If U# = H#, then by Lemma 1.5, J : H = I~U# (I~U# : H) = RU# : H.
Thus we have that Ru#: H = U# ; multiplying by H and using Lemma
1.3 we obtain H = U# (remember that H is not principal over Ru# since
J 0 H). But then J : H = Ru#: U# = Ru#; hence again we conclude that
U# = 

THEOREM 4.4. Let U and V be a non comparable uniserials mod-
ules of types [J/I] and [H/L] respectively with U non standard and V
standard. U ED V satisfies ( * ) if and only the conditions (i), (ii) and (iii)
of Proposition 4.3 are satisfied.

PROOF. The necessary condition follows by Proposition 4.3.
To prove the sufficient condition we show that for each pair of ele-

ments u E U and v E V condition (iii) of Proposition 2.4 is satisfied.
Observe that the condition I : L = J : H guarantees, by Lemma 4.1,

that the types of elements of U and V are comparable.
Let uE U, v e V and L =Annv, I =Annu.
If L  I then condition (iii) of Proposition 2.4 is satisfied since V is

standard. Assume L &#x3E; I, we have to prove that U/Lu is standard. We
proceed by steps.

( 1 ) If V# &#x3E; U #, then U E ~6’ hence the conclusion follows. ( U is
barely non standard).

(2) If L # = V#  U # or V# = U # and L is not principal over Rv# ,
then L U # = L (see Lemma 1.3), hence 0 namely Lu &#x3E; U ~.
This yields U/Lu standard, by (H).

(3) It remains to consider the case L # = V# = U# and L principal
over 

By hypothesis U E U2 U ‘U.3 or U E If U66 the conclusion
follows.

Notice that the possibility U E U2 cannot occur. In fact, if U E U2,
then U# = Ann U (by (B)), hence for every u E U, Ann u &#x3E; U#. But L ~
~ L # = U #, thus L ~ Ann u, contrary to our assumption.

Thus we have to prove that, if U E U3 and L = Ann v &#x3E; I = Ann u,
then U/Lu is standard, i.e., by (0 and (H) that Lu ; U~.

We have I  L , U #, hence t -1 I ~ U # } _ (I : U # ) u.
We show that, if t E I : U#, then t E L. Notice that t U # ~ I implies

t -1 I &#x3E; U# = L # (since U #  U# = I #, by (0); by the proof of Lemma
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1.4 (i) we infer that L : I = t -1 L. But L : I contains R, since I  L;
hence t E L, otherwise t -1 L  R.

We consider now the case of two non standard uniserial modules and
we will see that the conditions in Proposition 4.3 show a certain degree
of simmetry.

THEOREM 4.5. Let U and V be non comparable uniserials modules,
of types [JIII and [H/L] respectively with U and V non standard.
U E9 V satisfies ( * ) if and only if the following are satisfied:

(i) I : L = J : H.

(ii) At least one between U and V belongs to ‘1,~,66 ; if U belongs to
U66 and V does not then U# ~ V #.

PROOF. First we prove the necessary condition.

(i) Is satisfied by Proposition 4.3.

(ii) Assume none between U and V belong to ’l4m. Proposition 4.3
yields U# ~ V~ and V# ~ U #. But U# ~ U # and V# ~ V #, since U and
V are non standard, hence U# = V~ = V# = U # and thus U, V E a5 U
U ’116 (see (E) and 

By Proposition 4.3 (iii) and our assumption, the annihilator ideals of
the elements in U and V are not principal over or respectively,
otherwise U or V belong to hence if U (or V) belongs to ‘U,s , then it
belongs to ~6, a contradiction. Thus the only possibility is that both U
and V belong to U5. But this means that I and L are isomorphic to U# _
- V# (by (E)) contradicting the hypothesis 10 L.

The second part of (ii) follows by Proposition 4.3 (ii).
To prove sufficiency we argue as in the prove of the sufficient condi-

tion of Theorem 4.4, i.e. we use Proposition 2.4 (iii).
Clearly we have to consider only the case in which one between U or

V does not belong to ‘U,66. Assume V does not belong to ’1166’ but U does
(hence V # ~ U#) and let u E U, v E V be such that L = Ann v, I =
= Ann u.
We must show that, if L  I, then V/Iv is standard. We first notice

that V cannot be strongly non standard, since otherwise we would have
(by (A) and (B)) Ann V = V # &#x3E; U# = I #, and thus for every pair of ele-
ments u E U, v E V, Ann u  Ann v. By the hypothesis I # = U# ;
~ V# and by the fact that I is not isomorphic to RUII we obtain that IV # _
= I (using Lemma 1.3 in case I # = V#) which amounts to 0 or

equivalently to Iv &#x3E; V ~, hence the conclusion follows by (H). 0
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5. Summary of the preceding results and examples.

The results proved up to now answer completely to our mean ques-
tion (see the introduction), but we preceeded by steps considering dif-
ferent cases, hence we think it convenient to summarize in a Theorem
all the results obtained.

THEOREM 5.1. Let M be the direct sum ® Ui, where Ui is a unise-
rial module for eaxh i E I. 

ieI

M has the property that every element is contained in a pure unise-
riaL submodule if and only if for every E I the summands Ui ,
Ui satisfy one of the following conditions:

(A) There is an epimorphism of Ui onto Uj whose kernel is con-
tained in Ui (or the same holds changing the roles of i and j ).

(B) There is an embedding of Ui onto Uj whose image contains
(lj)# Uj (or the same holds changing the roles of i and j).

If t( Ui ) _ [J/I], [H/L] then 10 L, J =1= H and the foL-
lowing are satisfied:

(i) I : L = J : H.

(ii) If Ui is non standard and Uj is standard, then:
(a) if (Uj)# &#x3E; Ui belongs to ‘U,66,

(b) If (lj)# = (Ui)# and the annihilator ideals of the ele-
ments of Uj are principal over RL#, Ui belongs to U2 U U3 U ~6.

(iii) If Ui and Uj are non standard, then:
(a) at least one between Ui and Uj belongs to ~6’ and

a (U~)#. 
(b) if Ui belongs to ~.t,s6 and Uj does not, then (Ui)# ~

Moreover if one of the preceding conditions holds, then the type of
an element in M is the minimum of the types of its components.

We give now examples of direct sum of uniserial modules satisfying
the preceding Theorem. n

We emphasize that, by Proposition 2.5, the direct sum (D Ui satis-
fies ( * ) if and only if Ui ED lj does, for every pair j. 

i=1 I

Thus we give here examples of uniserial modules U and V such that
U 61 V satisfies ( * ). Theorems 3.3 and 3.6 give already satisfactory rela-
tions between U and V in case they are comparable uniserials. Hence
the interesting examples concern the remaining case, i.e. case (C) in
Theorem 5.1.

To give examples of non comparable uniserial modules we have to
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find fractional ideals I, L, J, H satisfying I: L = J : H and we would
like to find equivalent formulations for this condition. We can prove the
following.

LEMMA 5.2. Let U and V be non comparable uniserial modules of
types [J/I] and [H/L] respectively and assume they are non finitely
annihilated. The following are equivalent:

PROOF. Without loss off generality we can assume I # ~ L # (use
Lemma 4.1).

(I) - (it) Assume first I #  L # ; then there is an element L such
that s -1 L &#x3E; I #, hence we can assume L &#x3E; I #. By Lemma 1.4 we have
I = I : L = J : H. Thus HI ; J; moreover, if I then rH &#x3E; J, hence
H &#x3E; r -1 J and H ~ Lev U. By [BFS], Lemma 2.2 we obtain HI ~
~ (Lev U) I = J. We have so proved that HI = J, but JL = J since L &#x3E;

&#x3E; I # ~ J # hence HL = JL.
Let now I # = L # ; by Lemma 1.2, I # _ (I : L)# _ (J : H)# = J# l~

A H #. But U and V are non finitely annihilated, hence I # ~ J # and L # ~
~ H # ; thus we have = J~ = H # = L # and we can assume I # = P.
Using Lemma 1.5 (ii) we have I : L = I(R : L) and J : H = J(R : H).
(since L and J 0 H).

Multiplying I(R : L) by LH we obtain IH since (R : L)L is R or P, by
Lemma 1.3, and HP = H otherwise V is cyclic; multiplying J(R : H) by
HL we obtain JL, since J and H cannot be principal and thus

(R:H)H=P and JP=J.

(ü) =&#x3E; (i) First assume I #  L # and let, as above, L &#x3E; I # then
I : L = I.

We prove that J : H = I. Notice that J = JL, since L &#x3E; I # ~ J # ;
hence J = HI, by hypothesis, consequently we have I ~ J : H.

For the converse inclusion, we show that, if r g I, then r g J : H. As-
sume, by way of contradiction that rH ~ J, then J = IH ~ rH ; J im-
plies rH = J, contrary to the hypothesis J 0 H.

Let now I # = L #. The equality JL = HI together with Lemma 1.1
and the hypothesis U and V non finitely annihilated, give J~ = H #
(~ I # = L~). Without loss of generality we can assume I # = L # _
= P.

Multiplying JL by R : L, we obtain J. In fact (R : L)L is P or R, by
Lemma 1.3. Now JP = J, since P = I # ~ J# (see [BFS], Lemma 1.2),
thus we have J = HI(R : L), hence J : H ; I(R : L) = I : L (by Lemma
1.5 (ii)).
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It remains to prove that J : H ~ I : L = I(R : L). Assume, by way of
contradiction that there is then J ~ rH ~

~ I(R : L) H = J but this contradicts the hypothesis J 0 H.
We list now some examples.

EXAMPLE 1. Let U and V be non standard uniserial modules of

types [J/I] and [H/L] respectively with 10 10 7~.
If I = sJ and L &#x3E; I #, s -1 R &#x3E; H &#x3E; s -1 J #, then UED V satisfies

(*).
In fact in our hypothesis L # &#x3E; I # and J# &#x3E; H #, hence 10 L and

J H. It is clear that JL = J and IH = hence, by Lemma 5.2,
condition (i) of Theorem 4.5 is satisfied. By our assumptions on I and J,
U E and U# = I #  V~ = H #, hence also condition (ii) of the same
Theorem is satisfied.

EXAMPLE 2. Let U and V be non standard uniserial modules as in

Example 1. If L &#x3E; I # , 1 # = H # and J = IH, then U ® V satisfies
(*).

In fact, clearly 10 L, since L # &#x3E; I #. Assume J = IH = rH; multi-
plying both sides of the equality by RH#: H it is easy to see that we ob-
tain the contradiction I = R,# in case H = RH# or I = I # in case

H 0 RH#. Hence J 0 H.
Now J # = I # hence U E U66 (see (E), and (G) in Section 4), U# _

= I # = H# = V# and JL = J = IH. Thus the conditions of Theorem 4.5
are all satisfied.

EXAMPLE 3. Let U and V be uniserial modules of types [J/I ] and
[H/L] respectively with U non standard, V standard.

If L #  I, s -1 R &#x3E; J &#x3E; s -1 L # and H = s -1 L, then U ® V satisfies
(*).

In fact in this situation we have: H # = L #  J #  I #, hence 10 L
and J 0 H. Moreover L : I = L = H : J (by Lemma 1.4) and equivalent-
ly I : L = J : H. We also have V# = L #  U # = J # thus, applying Theo-
rem 4.4 the claim is proved.

We notice that the relations between the fractional ideals defined in

Examples 1 and 3 are symmetric.

EXAMPLE 4. Let U and V be uniserial modules of types [J/I ] and
[H/L] respectively with U non standard, V standard. Let I, L, J, H
satisfy the same hypothesis as in Example 1 or in Example 2. The
U 61 V satisfies ( * ).

In fact, in both situations we have 10 L and J 0 H, as shown
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in Examples 1 and 2. It is routine to check that I : L = J : H; moreover
U E U66’ hence Theorem 4.4 yields the conclusion.

EXAMPLE 5. Let U and V be standard uniserial modules of types
[J/I ] and [H/L] respectively with I, L, J, H satisfying the hypothesis
of one of the preceding examples, then U 61 V satisfies ( * ).

In fact, by Theorem 4.2, the only thing to be verified is that I: L =
= J : H; but this true as already noticed above.

6. Transitivity and full transitivity.

Using the notations of [F], we recall that if G is a p group and x E G,
then h*(x) denotes the generalized height of x, namely h*(x) =,7 if x E

G; the indicator H(x) of an element x of order p n denotes the
sequence (h * (x), h * (px), ... , h * (p n x) = (0). In [K], Kaplansky intro-
duced the notion of fully transitive and of transitive group as follows. A
reduced p group G is fully transitive if for any two elements x and y in
G with H(x) ~ H(y) there is an endomorphism of G sending x to y. G is
transitive if whenever the indicators of the above elements are equal
there is an automorphism of G sending one element to the other
(see [F]).
We would like to generalize the notion of fully transitivity and the

one of transitivity to modules over valuation domains. Obviously a suit-
able definition of the indicator of an element is needed.

The analogous question for torsion free abelian groups has been
studied by Metelli. In [M] an appropriate definition of height of an ele-
ment in a torsion free group is considered and it is proved that the class
of separable torsion free groups is fully transitive with respect to this
height.

In [FS1] the height and the indicator of an element are defined: in
particular given an element x in a module M with height ideal J, the
height of x is J/R if x is contained in a standard uniserial module of
type [J/Ann x], otherwise it is denoted by (J/R) - and it is called non
limit height. Thus if the element x is contained in some non standard
uniserial submodule of M of type [J/Ann x], the above notion of height
does not distinguish between non isomorphic uniserials of the same
type. Hence we think that a finer definition is needed, but the problem
presents difficult aspects and we leave it to future investigations.

We can observe that the situation becomes much simpler for the di-
rect sums of uniserial modules that we are considering in this paper. In
fact in these direct sums every elements is contained in a pure uniserial
submodule which is unique up to isomorphism and is a summand, as it
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has been showed in Section 2. Moreover any two summands of the same

type are isomorphic, as shown by Proposition 3.8.
Hence in order to measure the divisibility of an element, it is

enough to consider its height and its annihilator, namely its type.
Thus the notion of fully transitivity or the one of transitivity can be

easily generalized as follows.

DEFINITION. Let M be a direct sum of uniserial modules satisfying
( * ). M is fully transitive (transitive) if and only if for any two elements
x and y in M with t(x) ~ t(y) (t(x) = t(y)) there is an endomorphism (au-
tomorphism) of M sending x to y.

We can thus prove.

THEOREM 6.1. Let M = a direct sum of uniserials mod-
iEI

ules satisfying ( * ). T hen M is both fully transitive and transitive.

PROOF. Let x = xl + X2 + ... + xn and y y, + y2 + ... + yn be two
elements of M such that t(x) ~ t(y) (or t(x) = t(y)). We have to find an
endomorphism (or an automorphism) of M sending x to y. By hypothe-
sis there exist pure uniserial submodules U and. V of M containing x
and y respectively; moreover, by Lemmas 2.1 and 2.2, we may assume
that U and V are isomorphic to the summands U1 and Uj respectively,
via the corresponding projections 7r1 and 

Then we have that t(x) = t(x1 ), t(y) = and If 1 = j
then obviously, there is an endomorphism 9 of Ul sending x, to yj; if
i # j, such a q exists by Proposition 2.4. Hence ~ = o 7r1 is a homo-

morphism from U to V sending x to y and obviously ~ is extendible to
an endomorphism of M, since U is a summand. If = then

clearly p and ~ are isomorphisms; moreover it is easy to show that ~ is
extendible to an automorphism of M since U and V are summands of M
isomorphic, via projections, to the summands Ul and 

We consider now a direct sum of uniserial modules satisfying the
condition:

(a) for any two elements x and y in M with t(x) ~ t(y) there is an
endomorphism of M sending x to y.

Theorem 6.1 states that ( * ) implies condition (a), and we show now,
with an example, that they are not equivalent.

EXAMPLE. Let R be the discrete valuation ring Zp and M = Z(p) 61
61 ~(~3). M does not satisfy ( * ). In fact it is the sum of two uniserials of
type and respectively, and every epimorphism from
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Z(p 3) onto Z(p) has kernel Z(p~), hence M does not satisfy Theorem
3.3, since (Z(p3»)C = Z(p).

An easy computation shows that, given two element x and y in M
such that t(r) 5 t( y), the indicator of x is less or equal to the indicator
of y. Thus M satisfies (a) since it is separable (see [F]).
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