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STOGHASTIG BEHAVIOR
OF AN INTERMITTENTLY USED SYSTEM (*)

by Toshio NAKAGAWA (1), Amrit L. GOEL (2)
and Shunji OSAKI (3)

Abstract. — This paper discusses the stochastic behavior of an intermittently used System. Of
interest are (i) the distribution ofthe disappointment time, (ii) the expected number of disappointments
during afinite interval, and (iii) the pointwise avaiiability. This paper dérives the above three measures
applying a Markov renewal process. A few examples are also presented.

1. INTRODUCTION

In gênerai, a System can be classified into one of two types according to
whether it is always used or it is intermittently used. In this paper we are
interested in an intermittently used System. That is, a System which alternatively
operative or inoperative, but is used intermittently. Many examples of such
a System occur in traffic and scheduling studies as well as in reliability studies.

Gaver [4] introduced the so-called « disappointment time », the time to
System failure during a usage period or to occurrence of a need during a
system inoperative period, whichever occurs first. He derived the Laplace-
Stieltjes (LS) transform and the mean ofthe disappointmept time distribution.
Osaki [5] discussed the disappointment time for an intermittently used System
introducing préventive maintenance policies. Srinivasan [7] studied the
disappointment time for a two-unit standby redundant System which is
used intermittently. Earlier contributions have been mainly made to the
behavior ofthe first disappointment time. Another useful measure in reliability
theory is the avaiiability.

(*) Reçu juillet 1974.
(1) Department of Mathematics, Meijo University, Nagoya, Japan.
(2) Department of Industrial Engineering and Opérations Research, Syracuse University,

Syracuse, New York.
(3) Department of Industrial Engineering, Hiroshima University, Hiroshima, Japan.
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In this paper we discuss the availability of an intermittently used System,
Le. the stochastic behavior of the System including the behavior aftef the
disappointment time. Consider a one-unit System subject to failure and repair,
where an operative period means the time to failure and an inoperative period
means the repair time duration. A need occurs randomly and the holding time
for each need is also random, which is independent of the behavior of the
unit. The disappointment occurs (a) when the unit fails during a usage period
or (b) when the unit is needed during its repair period, whichever occurs first.
We further assume that if the unit fails during a usage period, it is again used
immediately after completion of the repair. We also assume that if the unit
is needed during its repair period, it begins to be used immediatly after comple-
tion of the repair. These assumptions seem to be plausible in practice. Suppose
that the unit begins to be operative and a need does not occur at time 0. Then
we are interested in the following :

(i) The distribution of the disappointment time.
(ii) The expected number of disappointments during a finite interval.
(iii) The pointwise unavailability, i.e., the probability that the system

is inoperative during a usage period, or a need occurs during a system ino-
perative period.

We dérive the above measures using mass functions of a Markov renewal
process and renewal-type équations. Our method mentioned in this paper
has a wide applicability in opérations research as well as in reliability theory.
We also discuss a similar model in which the behavior of a need obeys an
equilibrium alternating renewal process. A few examples are also presented.

2. MODEL AND ANALYSIS

Consider a one-unit system subject to failure and repair. The time to failure
has an arbitrary distribution F(i) and the repair time of the failed unit has an
arbitrary distribution G(t). Both the mean failure and repair times are assumed
to be finite and are denoted by l/a and l/P, respectively. We assume that
each switchover is perfect and each switchover time is instantaneous. We also
assume that the unit is as good as new upon repair.

Let us talk about the behavior of the needs for the unit. We assume that
occurrence and the holding time of a need are both random with parameters
X and |i, respectively. That is, a need occurs with the exponential distribution
1 — exp(— Xt) and the holding time of a need has the exponential distribution
1 — exp(— \it). Define state 1 when the unit is needed and state 0 when the
unit is not needed. Then the behavior of the needs assumes 0 and 1 alternatively.
Let Hu(t) dénote the probability that the unit is in state j at time t, given that
it was in state i at time 0 {ij = 0, 1). From Barlow and Hunter [1], we have

Revue Française d'Automatique, Informatique et Recherche Opérationnelle



STOCHASTIC BEHAVIOR OF AN INTERMITTENTLY USED SYSTEM 103

exp[ -(X + ii)t], (1)

Hio(t) = d h r " r+i i e x p [ "

It is evident that the behavior of an intermittently used system can be des-
cribed by the interaction between two alternating renewal processes in which
the régénération points are the time instants at which failure occurs and at
which the repair is completed. It is also noted that the behavior of the needs
has the memoryless properties because of the exponential assumptions.
Therefore, we define the following régénération points :

State 0 : The unit begins to be operative while it is not needed.
State 1 : The unit begins to be repaired while it is not needed.
State 2 : The unit begins to be operative while it is needed.
State 3 : The unit begins to be repaired while it is needed.
Note that the disappointment time happens either when the process

makes a transition into state 3, or when a need occurs while the unit is under
repair (from state 2).

The states defined above are regarded as those of a Markov renewal
process. From the theory of Markov renewal processes [6], the following
mass fonctions of the Markov renewal process are derived :

fioi(')= f Hooi*) MX*) (5)
Jo

Ôo3(0 = f H01(t)dF(i), (6)
J o

öio(0 = f e-1(dG(O, (7)
J o

012(0= [ (1 -e -" )dG(0 , (8)
J o

Ö2i(0 = f #io(0df(0, (9)
J o

023(0 = f tf„(0d/(0, (10)
Jo

032(0 = G(0, (11)
n°juin 1975, V-2
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and Qij(t) = 0 for otherwise. The mass fonction dénotes the probability
that after making a transition into state i9 the process next makes a transition
into state j9 in an amount of time less than or equal to t, in a Markov renewal
process (see Pyke [6]). Let g^is) dénote the LS transform of the mass function
Qij(t). Then the LS transforms q^s) in (5)-(ll) are

= gis + X) , (14)

= 0fc) - ff(*+• X) , (15)

"t" (4.

= gis), (18)

where

ƒ(*)

and

* ) s | e-'dC(O-
/•oo

Jo

In gênerai, the small letter functions dénote the LS transforms of the corres-
ponding capital ones throughout this paper. It is evident that

Z <7i/oo) = 1 (i = 0, 1, 2, 3). (19)
o

3. DISTRIBUTION OF THE DISAPPOINTMENT TIME

Using the mass functions ôi/0» w e dérive the distribution of the disap-
pointment time, given that the process starts in state 0 at time 0. Let Of(0
dénote the distribution of the disappointement time starting in state / at
time 0.

Consider that the process starts in state 1. Then the disappointment
time occurs in the following two : (i) A need occurs while the unit is under
repair, (ii) The process makes a transition into state 0 and after that the process
obeys O0(/). These two events are mutually exclusive. Thus we have
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(20)

where G(t) = 1 — G(t). If the process starts in state 0, then we have

*o(') = ÖosC) + f ®i(t - u) dQ01(u). (21)

®i(0 = f G(u) k e"*" du + f 4>0(t - u) d6io(«) .
Jo Jo

Taking the LS transforms on both sides in (20) and (21) and solving with
respect to q>0(j), we have

where
/•oo

e"* G(t) X e"" At = — ^ r [1 - g(s + X)]. (23)-r
Substituting (12)-(14) into (22), we have

\l - - g - / W - - ^

(24)

The mean of the disappointment time is given by

1 1 ,.

Jo

(25>

1 f00

where - = ? àF{t\ the mean time to failure of the unit. Note that (24)
a Jo

and (25) are coincident with (17) and (18) in Gaver [4], respectively.

4. EXPECTED NUMBER OF DISAPPOINTMENTS

Consider the expected number of the disappointments during the interval
(0, t] when the process starts in state 0 at time 0. Let M£f) dénote the expected
number of the disappointment during (0, t] when the process starts in state
i (i = 0, 1, 2) at time 0. Recall that the disappointment occurs either when
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the process makes a transition into state 3, or when a need occurs while the
unit is under repair. Thus we have

M1(t) = G(t) (1 - e-x0 + f M0(t - u

f [1
J o

+ f [1 + M2(t - u)] dfi12(n) . (26)
J o

The first term of the right-hand side represents the probability that the
disappoint time has occurred up to time t because of occurrence of a need,
and the second and third terms represent the expected numbers of disappoint-
ments after the process makes transitions into states 0 and 2 (this causes one
disappointment), respectively. In a similar fashion,

M2(t) = [ Oit - u) dQ23(u) + f Mt(t - u) dQ21(u) +
J 0 v 0

+ f [1 + M2(t - Ü)] d[Ô23 * Ô32(")] , (27)
Jo

M0{t) = f G(t - u) dQ0M + f Mt(t - u) dQ0M +
Jo J o

•f'
J o

+ [1 + M2(t - ii)] dfÔoa * CaaWl > (28)
]o

where an asterisk dénotes the Stieltjes convolution, i.e.

a * b{t) = f b{t - u) da(u)
Jo' o

for any a(t) and b{t).
Taking the LS transforms in (26) and (27), and substituting them into (28),

we have

= [qol(s) q12(s) q23(s) + ?03Cy) [1 - ql2(s) q21(s)] +

+ d(s) { qol(s) [1 - ?23C?) q32(s)] + qo3(s) q32(s) q2l(s) }]

(29)
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or

/{ [l-f(s)g(s)] [l-g(s+X)f(s+\+\i)] } . (30)

The expected number of disappointments per unit of time in the steady-
state exists and is independent of an initial state since both the mean failure
and repair times are finite. That is,

M = lim

- flfW f(k
(31)

5. AVAILABBLITY

Consider the probability that the process is under disappointment at
time f, Le., the unit fails (and is under repair) during a usage period, or a
need occurs during a unit repair period. Let Pt(t) dénote the probability that
the process is under disappointment at time t, given that the process started
in state i (i = 0, 1, 2) at time 0. The probability P0(t) is the so-called pointwise
unavailability and

P0(t)(=l~P0(t))

the pointwise availability if the process starts in state 0 at time 0. Further the
probability

= lim I f P0(u) du

is the so-called limiting interval (or steady-state) unavailability and
P(= 1 — P) the limiting interval availability (see Barlow and Proschan [2,
p. 5]).

By the similar arguments in (26), (27) and (28), we have

P0(t) = f G(t - ü) dQoM + [ P& - u) dÖoi(«) +
J o J o

+ f P2{t - u) d[<2o3 * Q32(u)] , (32)
J O

n° juin 1975, V-2



108 T. NAKAGAWA, A. L. GOEL, S. OSAKI

- r
PiiO = G(0 0 - z~xt) + Poi* ~u) dQl0(u) +

Jo
+ f P2it-u)dQl2iu), (33)

J 0

P2(t) = I G(t - u) dQ23(u) + f Pt{t - u)dQ2l{u) +
J o J o

+ f P2(/-«)d[Ô23*Ô32(w)]. (34)
J 0

Taking the LS transforms in (32), (33) and (34), and arranging them, we
have

, (35)
where

- ƒ '
Jo

(36)

From (12)-(18), we have

- gjs)] f(s)
_ (s) _

Po(s) " - gis)fis)

(37)

The limiting probability

P = lim i f i>0(0 dï

exists and independent of the initial state 0 since both the mean failure and
repair times are finite.

Then we have

( 3 8 )
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and

5 ^T^'xhLV-'V + M
V " (39>

which is the steady-state availability. It can be seen that the first term of the
right-hand side in (39) is the steady-state availability of the unit and the second
term represents the gain of the availability caused by that the unit is used
intermittently.

6. EXAMPLES

Consider the two examples that both the time to failure and the repair
time are distributed exponentially, and that the time to failure is distributed
exponentially and the repair time is exponential or constant.

EXAMPLE 1

F(t) = 1 - exp(- at) and G(t) == 1 - exp(- p0< Then the mean of
the disappointment time is

1
•«o — ~o X hx(X + \i + a + p)

which is derived from (25). The expected number of disappointments per unit
of time in the steady-state is given by

,v^KVv + n + a -f p)
" (a + P) [X,2 + X(\i + a + p) + p]

which comes from (31). From (39) the steady-state availability is

p_ P
a + p (a + p) [X2 + X(\i + a + p) + p.p] *

EXAMPLE 2

F(t) = 1 - exp(- at) and G(f) = 0 for t < 0 and G(t) = 1 for t > 9.
Then we have

m 1 A. + u

M =

X a[X + (^ + a)(l - e"^8)]
a[X + Qi + a) (1 - e'xe)]

(1 + aG) [X + |i + a(l - e"*6)] '
p_ 1 ,

1 + aO ' Hl + aG) [X + n(l - e"xe)]

n» juin 1975, V-2
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7. CONCLUDING REMARKS

We have successfully obtained the stochastic behavior of an intermittently
used System under the assumption that the behavior of the needs obeys an
ordinary altemating renewal process with both exponential distributions.

We conclude with a similar model under the assumption that the behavior
of the needs obeys an equilibrium altemating renewal process (see Cox [3,
p. 85]). In this case we have

^oo(0 == ^io(0 = 5 (40)

and

^oi(0 = ^ n ( 0 = r ^ , (41)

which are independent of time /. Thus the 1-5 transforms of Qi/t) are given by

= q2i(s) = T - T T : / (* ) . (42)

qo3(s) = q23(s) = j ^ f ( s ) , .(43)

and qio(s), q12{s), and q32(
s) are equal to (14), (15) and (18), respectively.

From (24) the LS transform of the disappointment time distribution is

(44)

and from (25) the mean disappointment time is

I _ 1

T° = l + ° ' u + >1 • ( 4 5 )

f
From (29) the LS transform of the expected number of disappointments

during (051] is

( 4 6 >

and the expected number of disappointments per unit of time in the steady-
state is

Revue Française d'Automatique, Informatique et Recherche Opérationnelle



STOCHASTIC BEHAVIOR OF AN INTERMITTENTLY USED SYSTEM 111

. (47)

The LS transform of the pointwise unavailability is

= fis) ï

which comes from (35). Also the steady-state unavailability is

l + i
a p

< 4 9 )

It is finally noted that (40) and (41) are still valid if we assume arbitrary

distributions of occurrence and holding times of a need. Of course, - and -^ are

the means of occurrence and holding times, respectively, if they exist and are
finite (see Cox [3, p. 85]).

As an example of this model, assume that all the distributions are expo-
nential. Then

EXAMPLE 3

F{i) s 1 - exp(- «0 and G(i) = 1 - exp(- PO- From (44), (46) and
(47), we have the inverse LS transforms in the following :

(X + ti) (Yi -

( )
Yi Y2

t l
P)
, 11

( 1 -(X + p)2 (X - a)
and

+ \i)(X- a)

X
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where yt and y2 are the roots of the équation
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