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## A SURVEY

# Oscar E. LaNFORD III ${ }^{\text {F }}$ <br> Institut des Hautes Etudes Scientifiques <br> 91 - BURES-sur-YVETTE - FRANCE 

[^0]In this exposticion, I attempt to sumarize the main resilts, an: the most interestirg methods, of an epproach to the study of specific intrerartions ir. quantum field theory. This subject is largely historicaily motivaces, ce I begin with a few historical remarks. Wen people first begal to study gartum theld theory, they had in mind theories with specific interactions (the electromagnetic field interacting witi various thiazs), which were to be treated by esseatially the same methods are were used in non-xelativistic quantura mechanics. This procedure led, after some very conilicated manipulations, to lainnite series (the renormalized perturbation series) which were supposed to repsesent physical quantities, and the first fivg cerms of the series geve remarikably good agreement with experiment in quantum electrodynamics. This agreement is probably the best justification for thinking that ifeld theory has something to do with nature. Unfortuacteiy, the sezies are very complicated, so that it is feasible to compute oniy a very few terms; besides, not much is known about their convergence. biense, for strong-interaction physics, the series are not of such use, and, in the early 1950 's, research took a different direction the investigation of the general properifes that a satisfactory theory, if. in enists, should have. This led to such things as the Wightman axioas son the stujy of anaiyticity prcperties of scattering amplitudes. The work I. ©f golrg to describe returns to the oxiginal direction of investigation : One writes jown specific interactions between fields and rries co treat tiem in analogy with ordinary quentum mechanics. Inatead of maripuiating formaily with power sericis expansions, however, one uses

Hilbert space methods. The central problem is to construct the Hamiltonian as a self-adjoint operator on a Hilbert space. In the end, one hopes to arrive at a theory which fits into one or another of the general theoretiGil frame works for relativistic quantum mechanics which have been developped in the past twenty years (wightman fields, rings of local ibservables, etc.) and thus to obtain a non-trivial model for these systems of axions. However that may come out, the subject has considerable interest in its own right, both from a physical point of view because it is closely tied to renormalized perturbation theory, and from a mathematical point of view because it leads into an area of concrete operator theory with as much structure as the theory of differentiation operators.

With these remarks to serve as an introduction, I want next to explain the formal procedure one would like to use to construct interacting fields with a specific interaction, and to show why the construction proceAure doesrit work. For purposes of illustration, we will consider a selfinteracting boson field; this theory is hot the most interesting one paysically, but it has the advantage of giving rise to the simplest Formias. Aithough one is evidenty most interested in a cheory in four-di. mensional space-time, theories tend to become mare tractable as the nuaber of space dimensions is reduced. (Divergent integrals become convergent.) Kence, one frequentiy studies theories in 2 or 3 dimensional spacemtime. We will use $v$ to denote the number of dimensions of space.

We start with a free scalar boson field at time zero :

$$
\phi(x)=\frac{1}{\sqrt{2}(2 \pi)^{v / 2}} \int \frac{d k}{\sqrt{\mu(k)}} e^{i k^{0} x}\left[a(k)+a^{*}(-k)\right]
$$

Here, $x, k$ denote space variables only, since we are considering the field at time zero. The creation and annihilation operators have the non-relativistic normalization

$$
\left[a(k), a^{*}(l)\right]=\delta(k-l),
$$

and

$$
\mu(k)=\sqrt{\mu_{0}^{2}+k^{2}}, \mu_{0} \text { the mass of the boson. }
$$

There is a corresponding free Hamiltonian :

$$
H_{0}=\int d k \quad \mu(k) a^{*}(k) a(k),
$$

and we want to consider a total Hamiltonian :

$$
\begin{aligned}
& \mathrm{H}=\mathrm{H}_{0}+\mathrm{V} \\
& \mathrm{~V}=\lambda \int \mathrm{dx}: \emptyset^{4}:(\mathrm{x})
\end{aligned}
$$

where $\lambda$ is the "coupling constant" and : means Wick ordering. (Wick ordering is the operation on formal expressions for operators in terms of creation and annihilation operators which puts all the annihiRation operators to the right of the creation operators; if there are fermion operators present, the resulting expression is also multiplied by $(-1)$ to the number of interchanges of pairs of fermion creation and
annihilation operators necessary to carry out this rearrangement, ) Written out in terms of creation ard annihilation operators :

$$
\begin{aligned}
& +6 a^{*}\left(k_{1}\right) a^{*}\left(k_{2}\right) a\left(-k_{3}\right) a\left(-k_{4}\right)+\ldots j
\end{aligned}
$$

Interacting fields are to be constructed by propagating the free fiefs at time zero with the total Hamiltonian :

$$
\phi^{H}(x, t)=e^{i H t} \phi(x) e^{-i H i}
$$

and the "physical vacuum" $y_{0}$ should be the lowest eigenstate of it . The Wightman functions for the interacting fields ore then given by

$$
\left({\underset{\sim}{0}}^{\psi_{0}} \phi^{H}\left(x_{1}, t_{i}\right) \ldots \phi^{4}\left(x_{1}, t_{z}\right){\underset{\sim}{0}}_{0}^{\psi_{0}}\right),
$$

and from these Wightnan functicas cue should de able to compute such physical quatriti?s as scattering amplitudes, vas um polarization, etc.

In deriving the perturbation series for vacuum expectation values, one res the above formal procedure and treats $V$ as a perturbation or $H_{0}$ In point of fact, however, $V$ is not call not gall in any reasonable cease but is so large that it is not an operator ax all. To see how this ones about, we remark as a rile of thumb that a formal expression

$$
\int f\left(k_{1}, \ldots, k_{n}\right) a^{*}\left(k_{1}\right) \ldots a^{*}\left(k_{n}\right) d k_{1} \ldots d k_{n},
$$

with a symmetric kernel $f$, cannot define an operator on Fock space unless $f$ is square-integrable. This is true because Fock space is a space of symmetric tensors over the one-particle space $L^{2}(d k)$, and $\int f\left(k_{1}, \ldots, k_{n}\right) a^{*}\left(k_{1}\right) \ldots a^{*}\left(k_{n}\right) d k_{1} \ldots d k_{n}$ acts by tensoring with $f\left(k_{1}, \ldots, k_{n}\right)$ and symmetrizing; it is very hard to see how this action can give anything square-integrable unless $f$ is square-integrable itself. (Conversely, if $f$ is square-integrable, it is well-known that $\int f\left(k_{1}, \ldots, k_{n}\right) a^{*}\left(k_{1}\right) \ldots a^{*}\left(k_{n}\right) d k_{1} \ldots d k_{n}$ gives a densely defined operacor.)

Now the kernel expressing $V$ in terms of $a^{\prime} s$ and $a^{*}$ 's contains a $\delta$-function and therefore cannot be square-integrable. It is worth knowing that this particular difficulty, unlike some others we shall see later, is very persistent and cannot be eluded by operator-theoretic tricks. To see this, observe that the $\delta$-function in the kernel is a reflection of the fact that $V$ is defined to be translation-invariant. Thus, a self-adjoint operator on Fock space which is constructed by any reasonable interpretation Of the formal expression for $H_{0}+V$ should comute with translations, and so should the one-parameter group of unitary operators which it generates. This one-parameter group should therefore map the subspace of translation invaixant vectors onto itself; since this subspace is one-dimenstonal and is spanned by the no-particle state, the no-particle state must be an eigenvector for $H_{0}+V$. But this contradicts the formal expression for
$H_{0}+V$, which is a sum of terms annihilating the no-particle state plus a term carrying the no-particle stata to a four-particle state.

Conclusion : It is impossible to give a reasonable definition for $H_{0}+V$ as a self-adjoint operator on Fock space.

Some changes must therefore be made in the formal expression for $V$. We can either :
a. Put the whole theory "in a box with periodic boundary conditions", i.e., replace physical space $\mathbb{R}^{\nu}$ by the torus $T^{\nu}$. or
b. Put a space cut-off in $V$, i.e., write

$$
v=\lambda \int d x h(x): \phi^{4}:(x)
$$

where $h$ is non-negative and goes to zero at infinity. Both methods have their merits; for definiteness, we will consider the second.

Then

$$
V=\frac{\lambda}{4(2 \pi)^{\nu}} \cdot \int \frac{d k_{1} \ldots d k_{4}}{\left[\mu\left(k_{1}\right) \ldots \mu\left(k_{4}\right)\right]^{1 / 2}} \quad \tilde{h}\left(k_{1}+\ldots+k_{4}\right)\left[a^{*}\left(k_{1}\right) \ldots a^{*}\left(k_{4}\right)+\ldots\right]
$$

We have thus to ask whether the kernel :

$$
\frac{\tilde{h}\left(k_{1}+\ldots+k_{4}\right)}{\left[\mu\left(k_{1}\right) \ldots \mu\left(k_{4}\right)\right]^{1 / 2}}
$$

is square-integrable. Here we get a first glimpse of the advantages or considering space-time of dimension 2 : The kernel is square-integrable if
$\nu=1$ (provided $\approx \sim$ decreases ressonably rapidly at infinity) but not in hiser aimensions. $(\mu(k) \approx|k|$ for lasge $|k|$.) Thus, as it turns ont: $V$ needs only a space cut-off to make sense in two-dimensumal space-time. In more dimensions, we have to do something about the contex.. butions from large values of $k$, i.e., from high energies. What wo wall do is simply to remove them by introducing an "ultraviolet sut-off" ; let

Then $V(\sigma)$ and $H_{0}+V(\sigma)$ are easily interpreted as densely defined symmetaic operators on Fock space, and we are in a position to begin doing operatox theory.

At this point a straightforward, if ambitious, long-range procreat suggests itself : Use $H_{o}+V(\sigma)$ co construct interacting fields and whe piaysical vacuum, and hence construct the Wightman functions for the freany with cut-offs. Then study these wightman functions the cut-ofes aye rew moved and, hopefully, prove that they have a limit. The cholce rif wighrman functions as the right quantities to study is motivated mostly by watack fhar ther construction is in principle straightforward and that there is an sxicence from perturbation theory that they don't have limits as the cut-ofis nite removed. The study of the removal of the cut-ofeit in thin conex: has unfortunately not progressed very far, but there exfec at latast
fairly complete investigations of the theories with cut-offs, contained In the chases of Jaffe and myself [1], [2].

## We consijer two specific interations :

a. Frem seif-interzctinn (Jaffe). Let $P(\xi)$ be a polynomial in one vaxiable when is mon-negative or the real axis, and tike (formally) :

nfe amalysis zequinas both a box or space cut-off, and an ultra-violet cucoff, eren in two-dimensionai space-time where there are no ulra-violet diverancis. In fact, the cut-off must be strong enough sn that $V$ can be
 then rerinces to studying the differential operator

$$
-\Delta+E
$$

f a non-negative friynomial, in a large but finite number 0 variables. anc the refood ot attack is to use the theory of partial differential equan t.ans.
5. Wabw irteractaon (Lanford). Feze, there are cwo fields interacting Nith each other, a Dirac field $\psi$ and a scalar field $\phi$. The interaction 2s fiven formally by :

$$
V=\lambda \int_{i x}^{\int} \dot{f^{+}}(x) \psi(x): \phi(x)
$$

Y read both a space rut-off or box and an witcawlolet cut-c fi. (ir fit 3
theory, there are ultra-violet divergences even in two-dimensional space-time.) With these cut-offs, $V$ becomes a small operator with respect to $H_{o}$, and the investigation of the theory with cut-offs is based on perturbation techniques.

Although attention has been directed primarily at these two interactions, it is possible to combine the techniques used to give fairly complete results for any cut-off interaction between fields provided that 1. The total Hamiltonian is formally semi-bounded
2. There are no zero-mass particles.

The problem splits into three parts :
a. The Hamiltonian. In both theories the Hamiltonian, defined on a natural domain, is a semi-bounded essentially self-adjoint operator. b. Interacting fields. We want to define, for appropriate test-functions $f(x, t) \quad$,

$$
\int f(x, t) \emptyset^{H}(x, t) d x d t=\int d t e^{i H t}\left[\int d x f(x, t) \phi(x)\right] e^{-1 H t}
$$

For this definition to make sense, we have to be sure that $e^{-1} \mathrm{Ht}$ does not disturb the domain of unbounded operators of the form :

$$
\int d x g(x) \phi(x)
$$

too much. In both theories, this problem has been controlled; any polynomial in operators of the form $\int f(x, t) \emptyset^{H}(x, t) d x d t, f$ continuous and rapidly
decreasing at infinity, is densely defined.
c. The vacuum. We want there to be an eigenvector of the total Hamiltonian (the vacuum) with eigenvalue at the bottom of the spectrum of $H$. Moreover, we want the corresponding eigenvalue to have multiplicity one (uniqueness of the vacuum), and we want the eigenvector to belong to the domain of any polynomial in the smeared interacting fields. All these things are true for the boson self-interaction theory; they become true for the Yukawa interaction after a finite massmormalization, i.e. after a finite change in the masses of the particles.

These results combine to permit the construction of vacuum expectation values of the interacting fields as tempered numerical distributions.

So much for the theory with cut-offa. I now turn to the more interesting question of the existence of limits as the cut-offs are removed. Here, one adopts the pragmatic position of seeking the simplest context to study any given limit. For the limit as the volume goes to infinity, or as the space cut-off goes to a constant, Guenin [3] proposed to study the time-evolution of bounded local observables. This inverstigation is simpler in at least two respects than the study of Wightman functions : a. Because one deals with bounded observables, rather than with unbounded smeared fields, domain difficulties are not present.
b. The difficult problem of the existence of a vacuum state is completely separated from other considerations.

The formal idea is the following : If $A$ is a bounded operator which is a function of the fields and their canonical conjugates at time zero smeared with test functions having support in some fixed bounded region $\theta$, and if

$$
H_{h}=H_{0}+\int d x h(x) \not H_{I}(x)
$$

where $\psi_{I}(x)$, the interaction density, is a local quantity, ie., a function of the fields at the point $x$, then

$$
e^{i H_{h} t} A e^{-i H_{h} t}
$$

is independent of $h$ provided $h$ is one on the set of all points from which light signals can be sent into $\theta$ in time $|t|$. Hence, trivially,

$$
\lim _{h \rightarrow 1} . e^{i H_{h} t} A e^{-i H_{h} t}
$$

exists. If we let $G(O)$ denote the vol Neumann algebra of all operators $A$ and $O$ the norm closure of the union of the $X(\theta)$ 's, then a one-parameter group of time-evolution automorphisms $\tau_{t}$ of $Q$ may be defined by

$$
T_{t}(A)=\lim _{h \rightarrow 1} e^{i H_{h} t} A e^{-i H_{h} t}
$$

The key point in all this is the fact that $e^{i H_{h} t} A e^{-i H_{h} t}$ becomes independent of $h$ as soon as $h$ is equal to one on a large enough set. This assertion may be supported by a formal perturbation theory argument (see [3]), but more recently an essentially rigorous argument has been given for boson self-interactions in two-dimensional space-time. It is due to Segal [4] and goes as follows : Let

$$
v_{h}=\int h(x): P(\emptyset):(x) d x
$$

where $P$ is a nonnegative polynomial. It is known that $H_{0}$ and $V_{h}$ are self-adjoint operators and that their sum $H_{o}+V_{h}=H_{h}$ is densely defined. At this point, we come to the only place where the argument is not complete : We have to assume that $H_{h}$ is essentially self-adjoint for each $h{ }^{*}$ ). Then the Trotter product formula (see [5] and the references given there) gives :

$$
e^{i H_{h} t}=\underset{n \longrightarrow \infty}{\text { strong limit }\left(e^{i H_{0} t / n} e^{i V_{h} t / n}\right)}
$$

For any bounded operator $A$, we have therefore :

$$
e^{i H_{h} t} A e^{-i H_{h} t}=\lim _{n \rightarrow \infty}\left(e^{i H_{0} t / n} e^{i V_{h} t / n}\right) A\left(e^{-i V_{h} t / n} e^{-i H_{0} t / n}\right)
$$

i) It has very recentlygentown by Glim and Jaffa that this is true, and even that $H_{h}$ is self-adjoint. See [14].

We now make two elementary remarks :
i. If $B \in Q((\alpha, \beta))$, then $e^{i H_{o}^{\top}} B e^{-1 E_{0}^{\top}} \in Q((\alpha-|\tau|, \beta+|\tau|))$
2. If $B \in(Y(\alpha, \beta))$, and if $\alpha^{\prime}<\alpha, \beta^{\prime}>\beta$, then

$$
e^{i V_{h} t^{t}} B e^{-i V_{h} t} \text { belongs to } O_{h}\left(\left(\alpha^{\prime}, \beta^{\prime}\right)\right) \text { and depends only on }
$$ the values of $h$ on ( $\alpha^{\prime}, \beta^{\prime}$ ).

Applying each of these remarks $n$ times, then taking the limit $n \rightarrow \infty$, shows that, if $a \in Q((a, b))$,

$$
e^{i H_{h} t} A e^{-i H_{h} t}
$$

depends only on the values of $h$ on a neighborhood to $[a-|t|, b+|t|]$ and belongs to $\mathcal{M}((\alpha, \beta))$ for any $\alpha<a-|t|, \beta>b+|t|$.

Besides the existence of the infinite-volume limit for zatomoipires, there is a result, due to Safe and Powers [6], on the infinfte-voiume limit of the vacuum state. The idea is as follows : Let $f, g$ be two smooth fund. Lions of compact. support. For any cubical region $\wedge$ whose interior contains che supports of $f$ and $g$, construct the cutoff. $\emptyset^{4}$ Hamiltonian in the box $\wedge$ with periodic boundary conditions; let $\Omega_{\Lambda}$ be the corresponding vacuum state, and let

$$
w_{\Lambda}(f, g)=\left(\Omega_{\wedge}, e^{\left.i(\phi(f)+\pi(g))_{\Omega_{\Lambda}}\right)}\right.
$$

(where $\pi$ denotes the field canonically conjugate to $\emptyset$ ).

If we take a sequence $\Lambda_{n}$ of cubes which eventually contains any bounded set, elementary compactness arguments show that there exists a subnet ${ }^{n} \alpha$ such that

$$
w(f, g)=\lim _{\alpha} \omega_{\Lambda_{n}}(f, g)
$$

exists for all $f, g$. Then $\omega$ defines a translation-invariant state of the Weyl algebra for the infinite-volume fields $\emptyset$ and $\pi$ at time zero and is a reasonable candidate for the physical vacuum state. What Jaffe and Powers show is that $\omega(f, g)$ is continuous in $(f, g)$ on finite-dimensional subspaces and that therefore the state defined on the Weyl algebra is regular , i.e., gives rise to a representation of the canonical commutation relations. Although the proof in [6] applies only to the $\emptyset^{4}$ interaction, the result may be extended to almost any physically reasonable interaction with ultraviolet cut-off. It could also be extended to boson self-interactions in two-dimensional space-time without an ultraviolet sut-off, if it could be shown for these theorles that, for all values of the coupling constant, the vacuum energy in a box of volume $V$ decreases at most linearly with $V$ as $V$ goes to infinity.

I come now to the most substantial contribution which has been made to the solution of the problem of the removal of cut-offs: Glimn's work on the definition of the total Hamiltonian without ultraviolet cutoffs. Glimm starts with a formal expression for the total Hamiltonian, containing
infinite counterterms which are supposed to cancel the worst-beleved parts of the interaction. The spirit of the investigation is to make these cancellations explicit and thus to construct (on an appropriate concrete Hilbert space) a self-adjoint operator which can reasonably be interpreted as the total Hamiltonian without ultraviolet cut-offs. A space cut-off is always present in the interaction; moreover, problems concerning interacting fields and the vacuum state are at present untouched.

Glimm has studied two specific interactions : The Yukawa interaction in two-dimensional space-time and the $\phi^{4}$ interaction in three dimensions. Although the same underlying formal ideas are used in the two cases, the technical details are quite different. The Yukawa interaction is by far the simpler, and I shall not discuss the methods of proof for the $\emptyset^{4}$ interaction. However, to begin, I give a summary of the resulta that have been obtained for both interactions.

First, the Yukawa theory. The problem is to define.

$$
H_{r e n}=H_{0}+\int h(x): \psi^{+}(x) \psi(x): \phi(x) d x+\frac{\varepsilon_{m}^{2}}{2} \int^{2} h^{2}(x): \phi^{2}:(x) d x+c \mathbb{4}
$$

where $\delta \mathrm{m}^{2}$ and $c$ are infinite; i.e., are given as divergent integrals. (The term $\frac{\delta m^{2}}{2} \int h^{2}(x): \phi^{2}:(x) d x$ is a mass renormalization counterterm, and the constant $c$ is to be thought of as adjusting the energy of the ground
state.) The procedure followed is first to introduce a cut-off $\sigma$ in the interaction and the counterterms; this gives a well-defined operator

$$
H_{r e n}(\sigma)=H_{0}+\int h(x): \psi_{\sigma}^{+}(x) \psi_{\sigma}(x): \emptyset_{\sigma}(x) d x+\frac{\delta m^{2}(\sigma)}{2} \int h^{2}(x): \emptyset_{\sigma}^{2}:(x) d x+c(\sigma) \hat{i}
$$

where the quantities $\delta m^{2}(\sigma)$ and $c(\sigma)$ are finite numbers obtained by putting a corresponding cut-off in the divergent integrals defining $\delta m^{2}$ and $c$. Next, one constructs a family of unbounded operators $T(\sigma)$ on a dense domain $\mathscr{S}(T)$, and a limiting operator $T$ such that

$$
\lim _{\sigma \rightarrow \infty} \mathrm{T}(\sigma) \Psi=\mathrm{T} \Psi
$$

for all $\Psi \in \mathscr{S}(T)$, and such that $T \mathfrak{F}(T)$ is dense in Fock space. The operator $T$ is called a "dressing transformation" ; its function is to take analytically well-behaved vectors into vectors which have a chance of being in the domain of the singular operator $H_{r e n}$. The first major result is the following : There is a symmetric bilinear form $H_{r e n}$ on $T \mathscr{D}^{\prime}(T)$ such that.

$$
\lim _{\sigma \rightarrow \infty}\left(H_{r e n}(\sigma) T(\sigma) Y, T(\sigma) \Phi\right)=\left(H_{r \in n} T \Psi, T \Phi\right)
$$

for all $\Psi, \Phi \in \mathscr{X}(T)$. This is essentially the content of [7].

The second step is to pass from the bilinear form to an operato:.

In [8], Glimm shows that, if an appropriate finite change is made in the mass renormalization (i.e., if a fixed finite constant is added to $\delta_{m}{ }^{2}(\sigma)$ for all $\sigma$ ), then the bilinear form $H_{r e n}$ is semi-bounded and closeable and therefore corresponds to a self-adjoint operator by Friedrichs extension techniques. The finite change that must be made in the mass renormalization is annoying, especially since it seems to go to infinity as the space cut-off goes to one. Fortunately, in [9] it is shown that this finite change was not really necessary; $H_{r e n}$ is semi-bounded and closeable whatever finite change has been made in the mass renormalization. (In the same reference it is shown that, if $P(\xi)$ is an even non-negative polynomial and if $h$ is non-negative, then in two-dimensionai space-time the total boson self-interaction Hamiltontan

$$
H_{0}+\int d x h(x): P(\phi):(x)
$$

is a semi-bounded operator on Fock space. This generalizes an earlier result of Nelson [10])

So much for the Yukawa interaction. In [11], Glimm makes a similar attack on the $\emptyset^{4}$ interaction in three-dimensional space-time. Here again, one wants to define :

$$
H_{r e n}=H_{0}+\lambda \int d x: \phi^{4}:(x) h(x)+\frac{\delta m^{2}}{2} \int: \phi^{2}:(x) h^{2}(x) d x+c \mathbb{1},
$$

where $\delta \mathrm{m}^{2}$ and $c$ are infinite. Again, one defines a cut-off Hamiltonian and a family $T(\sigma)$ of cut-off dressing transformations on a fixed domain $\mathbb{D}(T)$ in Fock space. This time, because the theory is "more divergen :"
than the Yukawa interaction in two dimensions, $\lim _{\sigma \rightarrow \infty} \mathrm{T}(\sigma) \Psi$ does not exist in Fcck space.

However, if $\Phi, \Psi$ belong to $\mathfrak{S}(T)$,

$$
\lim _{\sigma \rightarrow \infty} \frac{\left(T(\sigma) \Phi_{2}\right.}{\| T(\sigma)} \frac{T(\sigma) \Psi)}{\Phi_{0} \|^{2}}
$$

exists ( $\Phi_{0}$ is the Fock vacuum). This limit can be used to cefine a new Hilbere spece $\mathscr{H}_{\text {ren }}$, and a dressing transformation $T$ marping $\mathfrak{D}(T)$ to a dense subset of $\not \&$ ren can be defined by

$$
(T \Phi, T \Psi)_{\text {ren }}=\lim _{\sigma \rightarrow \rightarrow \infty} \frac{\left(T(\sigma) \Phi_{1} T(\sigma) \Psi\right)}{\left\|T(\sigma) \Phi_{0}\right\|^{2}}
$$

 such that

$$
\left(H_{\text {ren }} T \Phi, T \Psi\right)_{\text {ren }}=\lim _{\sigma \rightarrow \infty} \frac{\left(H_{\text {ren }}(\sigma) T(\sigma) \Phi, T(\sigma) \Psi\right)}{\left\|T(\sigma) \Phi_{0}\right\|^{2}}
$$



The appearance of a new Hilbert space on which the renormalized Hamiltonian acts is a phenomenon of considerable physical interest and deserves further investigation. Glimm constructs the Hilbert space $\mathscr{A}_{\text {ren }}$ in a fairly concrete, if extremely complicated, way. It would be useful to have a simpler realization of it as a function space, to see whether the creation and annihilation operators act on this funceion space (i.e., wather
the corresponaing formal operations give densely defined onerators satisfying the canonical commatation relations in Weyl forn) ands if so, to study the properties of the representation of the canonical cormatation relations so obtained. It would also be useful to know to whit extent the space $\hat{f t}$ ren is uniquely determined by the fact, that $H_{r e n}$ gives a densely defired operator on $i \neq$.

It is out of the question, in an exposition of reasonrible lencth, to cive detailed proofs for anyf the main results. Instcad, it seems more useful to try to give an idea of how the proofs worl: by illustratirg the main formal ard technical ideas used in the constmaction of the Kamiltonjan for the Yukawa interaction. To start, we will look at an analytically transparent example to show how the aressing-transformation technique can be used to define an npesator which, on first sicht, looks too singular to make any sense. The perator we want to define is:

$$
-i \frac{d}{d x}+M_{\delta}
$$

on $L^{2}(\partial x)$, where $M_{\delta}$ meane the operator of multiplication the the $s$ function.

To cerine this operator, we stant by "introducinc a cutares", i.a., by approximating the $\delta$-funation by a oontinuous positite fonethon a with irtegral one. Let

$$
h_{2}(x)=\exp \left(-i \int_{-\infty}^{x} f(t) \mathrm{c} t\right)
$$

and let $T_{f}=M_{h_{f}}$, the operator of multiplication by $h_{f}$. Then a simple calculation gives :

$$
\begin{aligned}
& {\left[-i \frac{d}{d x}+M_{f}\right] T_{f}=i M_{h_{f}^{\prime}}+T_{f}\left[-i \frac{d}{d x}+M_{f}\right]} \\
& \quad=T_{f}\left[-i \frac{d}{d x}-M_{f}+M_{f}\right]=T_{f}\left[-i \frac{d}{d x}\right] .
\end{aligned}
$$

If we now let $f \longrightarrow \delta$ in some reasonable sense, then the operators $T_{f}$ converge strongly to an operator which can call $T_{\delta}$, and we can define

$$
\left[-i \frac{d}{d x}+M_{\delta}\right] T_{\delta} \Psi=\lim _{f \rightarrow \delta}\left[-i \frac{d}{d x} \dot{ }+M_{f}\right] T_{f} \Psi=T_{\delta}\left[-i \frac{d}{d x}\right] \Psi
$$

for $\Psi$ in $T\left(-i \frac{d}{d x}\right)$.

Note that this procedure does not give a definition of $\mathrm{M}_{\delta}$ by itself. Instead, commuting the "free Hamiltonian" - $i \frac{d}{d x}$ past the dressing transformation $T_{\delta}$ gives something which cancels the singular "interaction Hamiltonian" $M_{\delta}$.

We next turn to a more realistic example. The interaction Hamiltonian for the Yukawa theory splits into a sum of eight texms: A term which creates a fermion, an antifermion, and a boson ; a term which creates a fermion and an antifermion and annihilates a boson : etc.

Let $Q_{1}$ be the pure-creation term :

$$
Q_{1}=\int d p d p^{\prime} d k \tilde{q}_{1}\left(p, p^{\prime}, k\right) a^{*}(k) b^{*}(p) b^{\prime \prime *}\left(p^{\prime}\right)
$$

( $b^{*}$ denotes a fermion creation operator, $b^{i *}$ an antifermion creation operator). This expression is only formal, ie., does not define an operator in any straight-forward way ; the kernel $\tilde{q}_{1}$ is not squareintegrable. We will show how to define

$$
H_{0}+Q_{1}+Q_{1}^{*}+\Delta+c \mathbb{1}
$$

where $\Delta$ is an (infinite) mass-renormalization counterterm and $c$ an (infinite) constant. We first look just at $H_{0}+Q_{1}$, and we proceed formally. Let

$$
\Gamma Q_{1}=\int d p d p^{\prime} d k \frac{\stackrel{\rightharpoonup}{q}_{1}\left(p, p^{\prime}, k\right)}{w(p)+w\left(p^{\prime}\right)+\mu(k)} a^{*}(k) b^{*}(p) b^{\prime *}\left(p^{\prime}\right)
$$

$\left(w(p)=\sqrt{\omega_{0}^{2}+p^{2}}, \omega_{0}\right.$ the fermion mass).
The kernel $\frac{\tilde{q}_{1}\left(p, p^{\prime}, k\right)}{\omega(p)+\omega\left(p^{\prime}\right)+\mu(k)} \quad$ is square-integrable, so $\Gamma_{Q_{1}}$, unlike
$Q_{1}$ itself, defines an operator on Frock space. Note, however, that

$$
\left[H_{0}, \Gamma Q_{1}\right]=Q_{1}
$$

Now

$$
\begin{aligned}
\left(\Gamma_{0}+Q_{1}\right) e^{-\Gamma Q_{Q_{1}}} & =e^{-\Gamma Q_{1}}\left\{H_{0}+Q_{1}+\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n}\left[\ldots\left[H_{0}, \Gamma Q_{Q_{1}}\right], \ldots, \Gamma Q_{1}\right]\right\} \\
& =e^{-\Gamma Q_{1}\left\{H_{0}+Q_{1}-Q_{1}\right\}}=e^{-\Gamma Q_{1}} H_{0}
\end{aligned}
$$

(We are making use of the fact that $Q_{1}$ commutes with $\Gamma Q_{1}$ since both are made up out of creation operators alone and each contains an even number of fermion operators.)

Formally, then, we should be able to define

$$
\left(H_{0}+Q_{1}\right) e^{-\Gamma_{Q_{1}}}=e^{-\Gamma_{Q_{1}} H_{0}}
$$

wherever the right-hand side makes sense. There remains mine prosier $r$ : constructing $e^{-\Gamma_{Q_{1}}}$; furthermore, to justify the above definitsot, we should check that

$$
\left(H_{0}+\theta_{1}(\sigma)\right) \cdot e^{-\Gamma Q_{1}(\sigma)}=e^{-\Gamma Q_{1}(\sigma)} H_{0}
$$

for ali values of the ultraviolet cutoff $\sigma$. The later identity follows easily from the argument we just gave if $e^{-\Gamma Q_{1}(\sigma)}$ can be defined by the power-series expansion for the exponential, line., if there is a sufficiently large set of vectors $\Psi$ such that

$$
\sum_{n} \frac{1}{n}-\left\|\left(\Gamma Q_{1}(\sigma)\right)^{n} \Psi\right\|<\infty
$$

Here, we need a technical lemma:

Iemma. There exists a constant $K$ such that, for any square-integrable kernel $\tilde{r}\left(p, p^{\prime}, k\right)$, the corresponding operator

$$
R=\int d p d p^{\prime} d k \tilde{r}\left(p, p^{\prime}, k\right) a^{*}(k) b^{*}(p) b^{\prime *}\left(p^{\prime}\right)
$$

satisfies :

$$
\|R \Psi\| \leq K \cdot\|\tilde{r}\|_{2} \cdot\|(N+1) \Psi\|
$$

for all $\Psi \in \mathbb{N}(N)$, where $N$ is the total particle number operator.
From this lemma, and the fact that $R$ increases the particle number by 3 , it follows easily that, for $\|\tilde{r}\|_{2}$ small enough,

$$
\sum_{n=1}^{\infty} \frac{1}{n!}\left\|R^{n_{Y}}\right\|<\infty
$$

for all $\Psi$ in ${ }^{2}$, the set of vectors with bounded total particle number. Unfortunately,

$$
\int\left|\frac{q_{1}\left(p, p^{\prime}, k\right)}{\omega(p)+\omega\left(p^{\prime}\right)+\mu(k)}\right|^{2} d p d p^{\prime} d k
$$

need not be small. To get around this difficulty, we use a technical device apparently first used by Nelson in [12]; we introduce a lower cut-off on the momenta. If, instead of $\Gamma Q_{1}$, we consider $\Gamma Q_{1}-\Gamma Q_{1}(p)$ with $\rho$ sufficiently large, we get an operator whose kernel has $L^{2}$ norm which is as small as we Like. Thus, by makine $P$
larce enough, we can guarantee that

$$
\frac{\Sigma}{n} \frac{1}{n!}\left\|\left(\Gamma_{Q_{1}}-\Gamma_{Q_{1}}(p)\right)^{n} \Psi\right\|<\infty \quad \text { for all } \Psi \text { in } \mathscr{D}_{0}
$$

and also that :

$$
e^{-\left(\Gamma_{Q_{1}}-\Gamma Q_{1}(p)\right)}\left\{\mathfrak{D}_{0} \cap \mathscr{D}\left(H_{0}^{2}\right)\right\}
$$

is dense in Fock space. Then, formally,

$$
\left(H_{0}+Q_{1}\right) e^{-\left(\Gamma_{Q_{1}}-\Gamma_{Q_{1}}(p)\right)}=e^{-\left(\Gamma Q_{1}-\Gamma_{Q_{1}}(p)\right)}\left(H_{0}+Q_{1}(p)\right)
$$

The richt-hand side is well-defined on $\mathcal{D}\left(H_{0}\right) \cap \mathbb{D}_{0}$, so $H_{0}+Q_{1}$
may be rigorously defined on the dense domain

$$
e^{-\left(\Gamma_{Q_{1}}-\Gamma_{Q_{1}}(\sigma)\right)}\left\{\Xi_{0} \cap \mathfrak{D}\left(H_{0}\right)\right\}
$$

by this formula. Similarly, for $\sigma>\rho$,

$$
\left(H_{0}+Q_{1}(\sigma)\right) e^{-\left(\Gamma Q_{1}(\sigma)-\Gamma Q_{1}(\rho)\right)}=e^{-\left(\Gamma Q_{1}(\sigma)-\Gamma Q_{1}(\rho)\right)}\left(H_{0}+Q_{1}(\rho)\right)
$$

so, letting

$$
T(\sigma)=e^{-\left(\Gamma Q_{1}(\sigma)-\Gamma Q_{1}(\rho)\right)}, T=e^{-\left(\Gamma Q_{1}-\Gamma Q_{1}(\rho)\right)}
$$

we $e^{e t}$

$$
\lim _{\sigma \rightarrow \infty} T(\sigma) \Psi=T \Psi \quad\left(\Psi \in \mathcal{D}_{0}\right)
$$

and

```
\(\lim _{\sigma \rightarrow \infty}\left(H_{0}+Q_{1}(\sigma)\right) T(\sigma) \Psi=\left(H_{0}+Q_{1}\right) T \Psi \quad\left(\Psi \in \mathscr{D} \cap \mathfrak{N}\left(H_{0}\right)\right)\).
```

Thus, $H_{0}+Q_{1}$ has been constructed as a densely-defined operator which is the limit, in a reasonable sense, of $H_{0}+Q_{1}(\sigma)$ as $\sigma$ goes to infinity. Note that no renormalization counterterms have been needed in this construction.

It remains to deal with $Q_{1}^{*}$ + mass renormalization. To simplify the formulas, we will assume that we don't need the lower momentum cut-off $\rho$. Because we have left out some terms in the interaction, we can't use the full mass renormalization counterterm, but only the number-conserving part, i.e.,

$$
\begin{aligned}
\Delta(\sigma)=\operatorname{const}(\sigma) \cdot & \int_{|k| \leq \sigma} \frac{d l: d l}{[\mu(k) \dot{\mu}(l)]^{1 / 2}} \\
& \tilde{h}^{2}(k-l) a^{*}(k) a(l) \\
& |l| \leq \sigma
\end{aligned}
$$

(The constant will be determined later and will go to infinity as $\sigma$ does.)

What we have to do is to study :

$$
\left(Q_{1}^{*}(\sigma)+\Delta(\sigma)+c(\sigma) \mathbb{1}\right) e^{-\Gamma Q_{Q_{1}}(\sigma)}
$$

as $\sigma \longrightarrow \infty$. The technique used is to commute the operator on the left through the exponential and to write the result in Wick orders i.e., with the annihilation operators on the right. This gives a nolynomial of bounded degree in the creation and annibilation operators, multiplied on the left by $e^{-\Gamma Q_{1}(\sigma)}$. If the operator defined by
the polynomial has a limit as $\sigma$ goes to infinity, so does

$$
\left(Q_{1}^{*}(\sigma)+\Delta(\sigma)+c(\sigma) \mathbb{1}\right) e^{-\Gamma_{Q_{1}}(\sigma)}
$$

Thus, the problem reduces to studying the finite number of kernels defining the polynomial, i.e., to questions of computation. The computations are forbiddingly complicated if approached in a straichtforward way ; fortunately, there is a formal device, due to Friedrichs [13], which greatiy simplifies the grouping of terms.

To see how this formal device works, we have to recall how the oneration of Wick-ordering a product of two polynomials in creation and annihilation operators coes. Let $P, R$ be two such polynomials ; we will suppose $R$ to be made up out of creation operators only and $P$ to be Wick-ordered. To get P.R expressed as a Wick-ordered polynomial, the annihilation operators in $P$ must be commated throuch $R$, using the commatation relations. Fach time an annihilation operator is commuted past a creation operator, one obtains a new term with a $\delta$-function in the corresponding variables. Such a term we will refer to as a contraction. Each contracted term must itself be written in Wick order ; this gives new terms with more variables contracted. The net result is that $P . R=R . P+$ the sum of all possible contractions between P and R, Wick ordered.

The operator that we actually want to analyze is of the form :

$$
P e^{-R}=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} P \cdot R^{n}
$$

For each $n$, we define the connected product $P<R^{n}$ to be the sum of all contractions between $P$ and $R^{n}$. in which at least one variable in each factor $R$ is contracted. Note that $P-R^{n}=0$ if $n$ is greater than the number of annihilation operators in $P$. The formula of Friedrichs now says :

$$
P \cdot e^{-R}=e^{-R}\left[P+\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n!}: P \propto \not R^{n}:\right]
$$

(For a proof of this formula, see [7], \{3. 3.)

Thus we cet :

$$
\begin{align*}
\left(Q_{1}^{*}(\sigma)\right. & +\Delta(\sigma)+c(\sigma) \mathbb{1}) e^{-\Gamma_{Q_{1}}(\sigma)}=e^{-\Gamma_{Q_{1}}(\sigma)}\left\{Q_{1}{ }^{*}(\sigma)+\Delta(\sigma)+c(\sigma) \mathbb{1}\right. \\
& \ldots: Q_{1}^{*}(\sigma)-\alpha \Gamma_{Q_{1}}(\sigma):-\Delta(\sigma)-\Gamma_{Q_{1}}(\sigma):  \tag{*}\\
& \left.+\frac{1}{2}: Q_{1}^{*}(\sigma)-<\left(\Gamma_{Q_{1}}(\sigma)\right)^{2}:-\frac{1}{6}: Q_{1}^{*}(\sigma)-<\left(\Gamma_{Q_{1}}(\sigma)\right)^{3}:\right\}
\end{align*}
$$

When written out in detail, i.e., indicating the different mays the contractions may be made, the expression in braces becomes even more complicated. We will not discuss all the terms, but will look at a few representative ones to show what tricks are used for handing theme

Before doing this, it will be useful to make a few remaris about the problem of finding dense domains for formal polynomials in the creation and annihilation operators. We have already discussed what happens for pure creation operators : An expression like

$$
R=\int \tilde{r}\left(k_{1}, \ldots, k_{n}\right) a^{*}\left(k_{1}\right) \ldots a^{*}\left(k_{n}\right) d k_{1} \ldots d k_{n}
$$

makes sense as an operator if and only if $\tilde{I}$ is square-interrable. Moreover, if $\vec{r}$ is square-integrable, then the domain of $R$ contains $\mathfrak{T}_{0}$ and, for $\Psi \in \mathfrak{T}_{0}, R \Psi$ varies continuously with $\tilde{r}$. The latter features persist if some of the creation operators are replaced by annihilation operators ; as long as we have to do with a suareintegrable kernel, everything is easily controlled. If there are annihilation operators present, however, the condition that the kernel be square - integrable can be weakened. For example, if $\tilde{T}$ is any Lebesgue-measurable complex-valued function, then

$$
\int \tilde{r}\left(k_{1}, \ldots, k_{n}\right) a\left(k_{1}\right) \ldots a\left(k_{n}\right) d k_{1} \ldots d k_{n}
$$

is in a natural way a densely-defined operator. (It is easily defined on those vectors $\Psi$ which have bounded free energy and which are such that $\tilde{r}\left(k_{1}, \ldots, k_{n}\right)$ is essentially bounded on

$$
\left\{\left(k_{1}, \ldots, k_{n}\right): a\left(k_{1}\right) \ldots a\left(k_{n}\right) \psi \neq 0 .\right\}
$$

One can also easily make more precise statements : $I_{\hat{f}} \frac{\tilde{r}\left(k_{1}, \ldots, k_{n}\right)}{\mu\left(k_{n-1}\right)}$
is square-intecrable, then

$$
R=\int \tilde{r}\left(k_{q}, \ldots, k_{n}\right) a\left(k_{1}\right) \cdots a\left(k_{n}\right) d k_{1} \ldots d k_{n}
$$

is defined on any $\Psi$ in $T_{0} \cap D\left(H_{0}^{2}\right)$; and $R \Psi$ varies continuously with the kernel $\tilde{\mathrm{T}}$ in the obvious sense. This remains true if some or all of the annihilation operators $a\left(k_{1}\right) \ldots a\left(k_{n-2}\right)$ are replaced by creation cperators. Finally, although we have discussed only boson operators, the same remarks hold for fermion operators or for mixed expressions.

Returning to the consideration of the expression in braces in (*) , we apply first the remark just made to show that, if $\psi \in \mathbb{D}_{0} \cap \mathfrak{D}\left(H_{0}^{2}\right)$,

$$
\lim _{\sigma \rightarrow \infty} Q_{1}{ }^{*}(\sigma) \Psi
$$

exists since the kernel $\frac{\overline{\tilde{q}_{1}\left(p, p^{\prime}, k\right)}}{\omega(p) \omega\left(p^{\prime}\right)}$ is square-intecrable.
Second, we write out: $Q_{1}{ }^{i+}(\sigma) \longrightarrow Q_{1}(\sigma)$ : in terms of the various ways the contractions can be made :
$: Q_{1}{ }^{i r}(\sigma)+\Gamma_{Q_{1}}(\sigma):=: Q_{1,0}{ }^{H}(\sigma)-\Gamma_{Q_{1}}(\sigma):+: Q_{1}{ }^{3}(\sigma) \underset{0,1}{0} \Gamma_{Q_{1}}(\sigma):$

$$
+: Q_{1}^{*}(\sigma) \underset{2,0}{-\quad \Gamma} Q_{1}(\sigma):+: Q_{1}^{*}(\sigma) \underset{2,1}{\operatorname{on}} \Gamma Q_{1}(\sigma):
$$

(Here $\underset{j, j}{ }$ means the sum of all terms with exactly ifermion contractions and $a$ boson contractions.) The terms $: Q_{1} \#(\sigma) \underset{1,0}{-1} \Gamma_{1}(\sigma):$ and $: Q_{1} *(\sigma)-\frac{0,1}{0,1} \Gamma_{Q_{1}}(\sigma):$ are ali rizht for the same sort of reasons as $Q_{1}{ }^{*}(\sigma)$; they have enouch fermion anninilation variables free to take advantage of the fact that they
are being applied to vectors in $S\left(H_{0}^{2}\right)$. The term $Q_{1} "(\sigma)-\frac{0}{2,1} \Gamma_{Q_{1}}(\sigma)$ is just a number, which goes to infinity as $\sigma$ does ; we adjust $c(\sigma)$ to cancel it.

The term $Q_{1}{ }^{*}(\sigma) \frac{-}{2,0} \Gamma Q_{1}(\sigma)$ is more interesting; it has to be cancelled by the infinite mass renormalization.

$$
\begin{aligned}
& : Q_{1}^{*}(\sigma) \underset{2,0}{a} \Gamma_{Q_{1}}(\sigma):=\int_{|p| \leqslant \sigma} \quad d p d p^{\prime} d k d \ell \quad \frac{\tilde{q}_{1}\left(p, p^{\prime}, k\right) \overline{q_{1}\left(p, p^{\prime}, \ell\right)}}{\omega(p)+\omega\left(p^{\prime}\right)+\mu(k)} \\
& |p| \leq \sigma \quad|\ell| \leq \sigma \\
& a^{*}(k) a(\ell) .
\end{aligned}
$$

We now need an explicit formula for $\tilde{q}_{1}$ :

$$
\tilde{\mathrm{q}}_{1}\left(p, p^{\prime}, k\right)=\tilde{h}\left(p+p^{\prime}+k\right) \frac{S\left(p, p^{\prime}\right)}{\mu(k)^{1 / 2}}
$$

where $S\left(p, p^{\prime}\right)$ is real and bounded. Hence :

$$
\begin{aligned}
& : Q_{1} \#(\sigma) \frac{\sigma}{2,0} \Gamma_{Q_{1}}(\sigma):=\int_{\substack{|k| \leq \sigma \\
|l| \leq \sigma}} d k d t \frac{a^{*}(k) a(\ell)}{\mu(k)^{1 / 2} \mu(\ell)^{1 / 2}} \int_{|p| \leq \sigma}^{|p \cdot| \leq \sigma} \\
& d p d p^{\prime} \tilde{h}\left(p+p^{\prime}+k\right){ }_{h}^{\prime \prime}\left(-p-p{ }^{\prime}-\ell\right) \frac{\left(S\left(p, p^{\prime}\right)\right)^{2}}{\omega(p)+N\left(p^{\prime}\right)+l^{\prime}(k)}
\end{aligned}
$$

$$
=\int_{\substack{|k| \leq \sigma \\|l| \leq \sigma}} d k d \ell \frac{a^{*}(k) a(l)}{\mu(k)^{i / 2} Z_{\mu(l)}^{1 / 2}}\left\{\frac{1}{2} \int_{I_{\sigma}} d s d t \frac{\tilde{h}(s+k) \tilde{h}(-s-i)\left(s\left(\frac{s+t}{2}, \frac{s-t)}{2}\right)^{2}\right.}{\omega\left(\frac{s+t}{2}\right)+\omega\left(\frac{s-t}{2}\right)+\mu(k)}\right\}
$$

(We have changed variables from ( $p, p^{\prime}$ ) to $s=p+p^{\prime} ; t=p-p^{\prime} ; \dot{I}_{\sigma}$ denotes the region of integration in the new variables.) For any fixed $s, k$, the interval over $t$ diverges logarithmically as $\sigma \longrightarrow \infty$. The above expression is to be subtracted from:

$$
\Delta(\sigma)=\int_{\substack{|k|^{\leq} \sigma \\|l|^{\leq} \sigma}} d k d \ell \frac{a^{*}(k) a(l)}{\mu(k)^{1 / 2} 2_{\mu}(l)^{1 / 2}}\left\{\text { const }(\sigma) \int d s \tilde{h}(s+i k) \tilde{h}(-s-l)\right\}
$$

If we take

$$
\operatorname{const}(\sigma)=\int_{|t| \leq \sigma} a t \frac{[s(t,-t)]^{2}}{2 \omega(t)+\mu_{0}}
$$

we get exact cancellation between these two expressions for $s=0$, $x=0$. It turns out that, with this choice for $\operatorname{const}(\sigma)$, the verne? of

$$
-: Q_{1}{ }^{i}(\sigma) \xrightarrow[2,0]{\longrightarrow} \Gamma_{Q_{1}}(\sigma):+\Delta(\sigma)
$$

converges in $L^{2}$ as $\sigma$ goes to infinity, so

$$
\lim _{\sigma \longrightarrow \infty}\left\{-: Q_{1}^{*} \underset{2,0}{-0} \Gamma_{Q_{1}}(\sigma):+\Delta(\sigma)\right\} \Psi
$$

exists for every $\Psi$ in $\mathfrak{D}_{0}$.

It will be left to the reader to investigate the behavior of the remaining terms in (*) . To conclude, we summarize Glimm's treatment of the total Yukawa Hamiltonian. First, the interaction $V$ is split into a pair creation and annihilation part $V_{1}$, and the remainder $V_{2}$ which is made up of terms corresponding to the emission and absorption of bosons by fermions. We have shown how to deal with half of $V_{1}$. The whole of $V_{1}$ can be handled by similar techniques, using a more complicated dressing transformation and the full mass renormalization counterterm. This gives :

$$
H_{0}+V_{1}+\text { counterterms }
$$

as a symmetric operator (not just as a bilinear form) on the (dense) range of the dressing transformation. The remainder $V_{2}$ of the interaction, without counterterms, is then shown to define a bilinear form on the range of the dressing transformation.
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