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Abstract : We consider a discrete-Markov chain on a locally compact metric 
space (X,d) obtained by randomly iterating maps T»,i G JPV, such that the 
probability Pi(x) of choosing a map Ti at each step depends on the current 
position x. Under suitable hypotheses on the T t 's and the p t-'s, it is shown 
that this process converges exponentionally fast in distribution to a unique 
invariant probability measure ; when the p t ' s are constant on X it is possible 
to control the exponential rate of convergence.We apply this result in order 
to obtain a strong law of large numbers and a central limit theorem for this 
chain. 

R é s u m é : On considère une chaîne de Markov à temps discret sur un espace 
métrique localement compact (Xy d) obtenue par itération aléatoire de fonc
tions T»,i 6 l V , la probabilité p%{x) de choisir la transformation T{ dépendant 
seulement de la position courante x. Sous des hypothèses assez générales por
tant sur les applications T t et p,-, on montre que ce processus converge en 
loi à vitesse exponentielle vers une unique mesure de probabilité invariante ; 
lorsque les poids pi sont constants sur X , il est possible de contrôler le taux 
de convergence exponentielle. Nous appliquons ce résultat pour obtenir une 
loi forte des grands nombres et un théorème limite centrale pour cette chaîne. 
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1 Introduction 

Let X be a locally compact space with a countable basis ; X is then metrizable and one can 
choose a metric donX compatible with the topology such that (X, d) is a separable com
plete metric space in which sets of finite diameter are relatively compact. Let (2i)i>o be a 
collection of Borel measurable functions from X into X and (pt')*>o be a non-negative Borel 

+00 

measurable partition of unity on X (that is Vz € IV, Vz € X p,(x) > 0 and ]T) pi(x) = 1] 

We consider the following discrete-time Markov process on X : for a given x € X and 
Borel subset B c X , the transition probability from x to B is defined by 

+00 

P(x,B) = YlLB(Ti(x))Pi(x) 
t=0 

where 1B denotes the characteristic function of B. 
Closely connected with this transition probability is the Markov operator (also denoted 
P) defined for complex-valued Borel measurable functions / on X by 

t +00 

Pf{*) = L MP(*> dy) = £ f(Ti(x))Pi{x). 

We now state these things in probabilistic notations : let ft = NN = {{in)n>i ' 
in € IV} and T be the d-algebra on ft with respect to which each coordinate function 
Xkyk>l: 

Xk: ft - 4 I V 

(in)n>i *-* ik 

is measurable. Let n > 1, be the a-algebra on ft generated by the variables Xi, • • •, Xn. 
For x € X , let JP* be the probability measure defined by 

| f{u>)Px{dw) = £ / ( W ! ^ W ^ ^ " ^ ^ . . ^ ^ ) , 
(u/i,...,w„)€iV 

if / denotes a function on ft depending on the n first coordinates. 
For all x 6 X, define a sequence of X-valued random variables on ft by ZQ(X,U) = x 
and Z n(x,u>) = Txn(a;) 0 • • • 0 Tjfj^ja? for n > 1. One can easily see that (Z n (x , - ) )n>o 
is a X-valued Markov chain under Px with initial distribution concentrated at x and 
transition probability P . 

In this paper, we only treat the case where the T t 's are locally Lipschitz functions 
and the p,'s are continuous on X ; these conditions together will guarantee that P maps 
Cfe(X, C ) into itself, where Cb(X, C ) denotes the space of complex-valued bounded and 
continuous functions on X. 
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When the p(s are constant on X, the sequence (Txnmml o* • 9oTxx)n>o is a random walk on 
the semi-group (C(X, X)y o) of continuous functions from X into X. Several authors have 
treated such systems : Dubin and Freedman [6], Hutchison[20], Diaconis and Shashahami 
[8], Elton, Barnsley [3] ... (with some success to make computer pictures). Of course, 
there are many close connections with the products of random matrices( see by example 
Furstenberg and Kesten [11], Guivarc'h and Raugi [16] ...) and also with the theory of 
random recurrent equations (cf Le Page [25], Goldie [12], Letac [26] . . .) . 

Variable p'{s were considered by Doeblin and Fortet (1937 [6]), Ionescu Tulcea and 
Marinescu [22], Karlin (with motivations in learning models [24]) and, more recently 
Barnsley, Elton, Demko and Gerónimo [2]. Note that there are closed connections with 
the symbolic dynamic and the Ruelle-Perron-Frobenius operators theory (see [2], [14], [15] 
• • • and the example 3 in the section 6 of this paper). One can observé that the sequence 
(Txn-i 0 # • * 0 Txt)n>o is not a Markov chain on (C(X,X), o) when the p t ' s are variables. 

Others articles treat some particular iterated function systems : Random walk on Md 

generated by affine maps (Berger and Mete Soner [4]), random walk on ( J R + ) d with elastic 
collisions on the axes (Leguesdron [26], Peigné [30] , Fayolles, Malyshev and Menshikov 
[10]...). 

One of the main problems concerning these Markov processes is on the existence and 
attractiveness of a JP- invariant probability measure v on X and, in case the answer is 
affirmative, on the rate of convergence of the sequence ( P n ) n > o to v as n goes to infinity. 

The Elton and coauthors' argument is based on the following fact : under an assump
tion on the TVs called "average-contractiveness" and a "Dini condition" on the p\s (that 

mAt) 
is, the moduli of uniform continuity (pi of the p\s are such that t —* is integrable 
over ]0,¿] for some 6 > 0), they prove that the sequence (Pnf)n>o is equicontinuous on X 
for any continuous complex-valued function with compact support on X. An application 
of Ascoli's theorem completes the proof. Note that they do require that the probability 
of strict contraction between any two points is bounded away from zero, in order to prove 
the attractiveness of the measure v ; that means, in some sense, that there is a kind of 
independance in the choice of the 7¿'s (see the proof of lemma 2.7 in [2]). 

Unfortunately, it seems to be impossible to determine the rate of convergence of the 
sequence (Pn(x, .)) n>o to the invariant mesure v using their method. Our main focus is 
to obtain such a speed and our argument relies on the fact that , when the p t ' s are Holder 
continuous, P operates on a suitable space L C C(X) constituted by certain Lipschitz 
functions on X : 

L = L.j = ife C(X): U / 1 1 = l / l + m(f) < + 0 0 } 
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where x0 is a fixed element in X and a and /? are strictly positive reals. This space was 
first introduced by Le Page in ([25]) in order to study the asymptotic behavior of the limit 
distribution of a random recurrent equation. 

We have the following theorem 

T h e o r e m 1 

Suppose that the following assumptions are satisfied 

d(Tiy,Tiz) , x 

HL sup g Pi(x) < + 0 0 

iT0 1 + d{y, XQ) 

H2. s u p g «T%**\ m(Pi) < +oo with m(p,) = sup 

H8 (p). There exist fc0 € IV* and p € [0,1[ such that 
\/x, y, z € X 

£ d ( r ^ o . . . o r i l y , r ^ o . . . o T f c « ) p ^ ( r ^ o . . . o r < I * ) . . . f t l ( « ) < pd(y,«). 

For a// x and y in X, there exist sequences of integers (in)neN* and (Jn)neN* s u c h 
that 

Jrn^ d(Tin o ... o T t l x , Tjn o . •. o Thy) (1 + d(Tjn o . . . o Th*, x0)) = 0 

with pin(Tin^ o • • • o25,*) • • -pMPiniTj^ o • • • o T i i y ) • -.ph{y) > 0 Vn > 1. 

ITien, one can choose a and ft in M** such that 

i) P operates on the space L 

ii) there exist on L a positive bounded operator v and a bounded operator Q with 
spectral radius p(Q) = lim | | Q n | | 1 / r n strictly less than one such that 

P = v + Q 

with v2 = v and i/Q = Qv = 0. 

In particulary one can identify v with an attractive and P- invariant probability mea

sure on X having a moment of order one (that is J d(xo,x)i/(dx) < +oo) and one can 

find 6 €]0,1[, C > 0 and nQ 6 N* such that 

V/ € L,Vz e Xyn > n0 \Pnf(x) - u{f)\ < C 6n \\f\\. 
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Remarks and coments 

1. The hypothesis HO implies that the transformations T^i > 0, are Lipschitz func
tions on X. 

2. The hypotheses # 0 , Hi and H2 hold when (Ti) t > 0 and (p t)t>o are finite collections 
of Lipschitz functions on (X,d). 

3. If X is compact, the metric d is bounded and the norm ||.||^ is equivalent to the 
norm ||.||oo ; the hypothesis HI is always fullfilled and H2 becomes equivalent to the fact 
that the p'p are Lipschitz functions on (X, d). So, this theorem appears as a generalisation 
of the survey of iterated functions systems on a compact space. 

4. Note that under the hypotheses HO, HI and H2y there exist reals r and R such 
that 

V / € Z | | P / | | < r | | / | | + * | / | ; 
thus, under these hypotheses, P operates on L. Iterating this inequality, one obtains 

V / € L , V n > l | | P V I I < r n | | / | | + i 2 n | / | ; 

where ( r n ) n >o and (Rn)n>o are sequences in M**. Furthermore, if we suppose that H3 is 
also satisfied, one can choose ( r n ) n > 0 such that lim inf ( r n ) ^ n < 1. 

— n—•-j-cx) 

5. The hypothesis HZ is sometime called "uniform average contractivity before fco 
steps" ; using probabilistic notations, it may be stated as follows 
There exist p € [0,1[ and ko 6 W* such that 

Vx,y,z e X Ex[d(Zko(y,.)yZko{z,.))] < p d(y,z). 

Iterating this formula, we are led to the next inequality 
Vx,y,z € X,Vn G W,V/ € {0 , . . - , fc o - 1} 

JEx[d(Znko+t(y,.), Znk0+i(z,. ))}<Cpnd(y,z) 

with C = sup sup JEX[^^1^'^' ^i{z, < j n V j r t u e Q f hypothesis HO ; con-
o</<fc0-i*,v,*€x d{y,z) 

sequently, we have 

M m s u p ( s u p B J ^ ^ l l ^ ) ) ] ) ' ' " < x. 

6. Note tha t condition HZ does not require that one of the transformations T t is a 
contraction in (X, d) ; by example let us consider the following iterated function system 
on (iR 2 , ||.||) (where ||.|| is the euclidean norm on JR 2) : 

V ( x , y ) € f f i 2 T 1 (x ,y) = ( ^ , | ) , r 2 ( x , y ) = ( p ^ ) and P l = p 2 = 1/2. 
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We have m{Tx) = m(T2) = 5/4 but hypothesis HS(p) holds with p < 15/16 and fc0 = 2 
since 

£ m^W,- = j(2(j) 2 + 2(i f)) = 
»¿€{1,2} 

7. In many papers (see by example [2], [3], [4]), the "uniform average contractivity 
condition" is stated as follows : 
There exist ko € IN* and q > 0 such that 

sup j r — r )*] < 1; 

y^z 

this condition seems to be more general than ours, but in fact, introducing the new 
distance 6 on X defined by 8(xyy) = d(x,y)a with a = m / { l , g } , one can see that H3 is 
satisfied on (X,6). 

8. From the remark 5, it follows 

+00 

V x , y , * € X Ex[£d{Zn(y>.), Zn(z,.))}<+oo 
n=0 

and so, for iP r — almost all u € ft, the trajectories (Z n(y,a>)) n>o and (Z n (z ,a ; ) ) n >o are 
proximal on X , that is 

lim d(Z„(y,a;),Z n(^(i;)) = 0. 

We will see that in fact the following stronger result holds 

lim d(Zn(y,u),Zn(z,u>))(l+d{x0,Zn(y,u)) = 0 Px(doj)-a.s. 
n—••+•00 

Unfortunately, this property is not sufficient in order to compare the trajectories (Zn(y, u>))n> 
and (Zn{z,wf))n>o when the processes (Zn(y,.))n>o and (Zn(z,.))n>o are defined respec
tively on the spaces (ft, Py) and (ft,JP^). Hypothesis Hi will allow us to make this 
comparison. 

9. Using the preceding remark, one can see that for all y,z £ X, there exists sequences 
of integers ( i n ) n > i such that 

^J{Tino-..oTily,Tino.-.oTixz){l^d{xQ,Tino...oTily^ = 0. 

Then, one can easily see that Hi is satisfied when HO, HI and HZ hold and Vx € X, Vi € 
JV pi(x) > 0. 

10. We will prove that # 1 and H3[p] lead to the following result 

_ {VZd{xQ,Zn(x,.)), 

as^S U«U1 < + o o ; 
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in particular, for any x £ X and JP x-almost all u G ft we shall have 

liminf d(xo,Zn(x,co)) < + 0 0 . 
n-*+oo 

Thanks to this property, we shall not need to require the probability of strict contraction 
between any two points be bounded away from zero (as in [2]) in order to prove the 
attractiveness of the measure v ; the hypothesis HA will be sufficient. 

The paper is organized as follows. In section 2, under the hypotheses HQ, HI, H2 and 
H3(p) we prove that one can chose a and /3 such that P operates on La^ and satisfies 
the following Doeblin-Fortet inequality DF(r) : 

Vn > 1,V/ 6 L \\Pnf\\ < pn\\f\\ + ¿2*1/1 , 
where (Rn)n>o and (pn)n>o are sequences in JR*+ such that l iminf ( /9 n )

1 / ' n = r < pa € [0,1[. 

Thus, using a result due to H.Hennion ([19]) which sharpens the Ionescu-Tulcea and 
Marinescu theorem ([22]) one can describe the spectrum of P on L. In section 3, assuming 
that the p^s are strictly positive constants, we take a as closed as 1 as we want and we 
control the eigenvalues A of P on L of modulus > pa. In section 4, we suppose that 
the assumption HA is satisfied and we study the eigenfunctions of P on L associated to 
eigenvalues A, |A| = 1. Section 5 is concerned with asymptotic behavior of the Markov 
chain (Zn(x, .)) n>o on (Q,1PX) and section 6 deals with examples. 

2 The spectral decomposition of the operator P 

Let C(X, C ) be the space of complex-valued continuous functions on X and let <p and ip 
be increasing and continuous functions from JR + into JR + such that 

<p(0) = 0,^(1) = 0(0) = 1 and Jrn^ i>(t) = Krn^ ̂  = + 0 0 . 

We now consider the two following functions \P and $ defined by 

Vx,y £ X V(x) = ^(d(x0, x)) and $(x, y) = (p(d(x, y)) 

where xo is a fixed point in X. 
We introduce the space L = = {/ € C(X, C ) : | | / | | = | / | + m(f) < + 0 0 } , with 

One can easily see that (L, || • ||) is a complex Banach space and that every bounded subset 
of (L, || • ||) is relatively compact in (L, | • |). 
The following statement holds 
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Propos i t ion 2.1 Assume that 

Fi. sup sup E.[ * ( ^ , ) ) 1 < + 0 0 
n€JV x,y<zX « (y) 

FP „in pîm*)\Pi(*)-Pi(y)\. ,00 F"- » S t(.)»(.,f) < + 0° 

F8(r),hmg{rJ1* = r<l wtth r n = ^ Es[ ^ g ) ^ y ) 1 

Then, P operates on the space L, its spectral radius p(P) = | | P n | | 1 / n is 1 and we 

have the following Doeblin-Fortet inequality DF(r) : 

V n > l , V / € L IIF7H < ^nil/11 + Rn\f\ 

where the Rn,n > 1, are positive constants. 
Thus, r is greater than the essential spectral radius pe(P) of P on L, that is, for any 
r' > r, there exist subspaces F and H in L satisfying the following conditions 

i) L = F®H,P(F)cF,P(H)cH. 

ii) 1 < dimF < +oo and the spectrum CT(PF) of the restriction Pp of P on F consists 
of eigenvalues of modulus > r'. 

iii) H is closed and the spectral radius P(PH) = Wni | |P5| | 1 ^ n is strictly less than r\ 

Proof : Fix / 6 L^, n > 1 and x, y 6 X ; we have 

\Pnf(x) - Pnf(y) I < I ^ x, y) + Jf(ni x, y) 

with 

/ / (» ,* , I f ) = E o • - - o ̂ x ) - o • • - o ̂ ^ i p ^ C ^ w o - • • o ̂ o r ) -.-p^Ca:) 

< rn m(f) # (y ) 

and 

J/(n,*,y) < E | / ( r i n o . . . o T . i y ) | 

x o • • • o Thx) • • • Pil(x) - vJFi^ o • • • o TilV) • • • ftl(y)I 
< l/l E № o - o r ; i ! / ) | 

»1 ,—,tn 
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x K ( l U o - o V ) . >-Pil(x) - PiSTi^ o • • • o Thy) • • -Pil(y)\ 
n 

where we denote 

Jf(n,k,x,y) = £ * ( r ( . o . . . o T f t y K ( r ^ o . . . o r f t * ) . » ^ 1 ( r J t o . " o r ( l * ) 

xIP . - .C^. , 0 . . . 0 V ) -p,*^., o • • • o rftif)| 
x p . * - i № . - 8

0 - * * 0 ^ 1 » ) - - - P i 1 ( y ) 

Using the hypotheses Fl, F2 and FS(r), we are led to the following overestimation 

0 • • • 03,y)Mfl»-« 0 • • • or<,») - M^. , Q • • • Q r^y)! 
¥ ( 2 ^ o • • • o 75, y ) * ^ . , o • • • 0 T^Ti^ o . . • o T i t y) 

x * ^ . , 0 . . . 0 TilX, Tih_t o • • • o T,1y)W(2; j f e_1 o - o ^ y ) 
0 - 0 V ) " - ^ ( T f e 0 • • • o i ; . i ) p i w ( r i t . s o •. • o Thy) • • . W l ( y ) 

< ABn.k rk-t * ( s , y ) tf(y) 

with ft = sup ^ « ^ ] , * > 1, and A = sup g < + c o . 

Finally, one obtains 

m ( P n / ) < rnm(f) + A f > * - i £ » . * | / | ; 

thus, P operates on the space L and we have the expected inequality DF(r). The end of 
the proposition follows from the H.Hennion's theorem [19] • 

Now, we prove that , under the hypotheses H0,H\,H2 and # 3 , for a suitable choice 
of the functions <p and if), the conditions F l , F2 and F 3 of the preceding proposition are 
fullfilled ; namely, let a and /3 be two positive constants and let us put 

V t € J R + <p(t) = <pa(t) = ta and = t/>0(t) = 1 + tp. 

We get a < 8 aso that lim = + 0 0 and we note Lae the space L associated to the 

functions <pa and if>p. 
We have the following 

T h e o r e m 2.2 Suppose that hypotheses HO, HI, H2 and HS(p) are fullfilled. 
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Then, one can choose a and ß in ]0, l /2[ such that the conditions F 1 , F 2 and F3(r) 
of the preceding proposition hold on the space L = Laß, with r < pa ; consequently, the 
essential spectral radius of the operator P on Laß is lesser than pa. 

In particular, the set G of eigenvalues of P of modulus 1 is finite, the eigenspaces 
L\ = {/ € L : Pf = A / } , A € G, are finite dimensional and there are bounded projections 
U\ from L to L\ such that 

( \ J A € ö 

l*) \ Vl = Ux, UxUß = 0if \fp 
UxQ = QUx = 0 

where Q is a bounded operator on L whose spectral radius p(Q) is strictly less than 1. 

In order to prove this theorem, we will need the following 

L e m m a 2.3 Under the hypotheses HO, HI and HZ, we have 
sup Ex[d(x0,Zn(x0,.))] < +oo 
n>0 

Proof : It follows from the inequalities 

Ex[d{x0,Zn(x0,.))] = Y! d(xQyTin o . . . oT i t xo )pi n (Tin- i o . . . o Tixx) • • • Wl(«) 

< E E d№» 0 • • • 0 Tik+1x0,Tin o . . . o Tikx0) 

< E S U P ( E a ^ o - o V c ^ o - o V o ) 
* = i v e * ¿*_i,-,«n 

P . » ( í l - 1 0 ' - ° ^ ) - P ¡ . ( ! ' ) ) 

< ^ E/>fc 

with />* = sup E[d(Zk(V'-)>ZÚz>ü] and £ = snpEx[d(Z1(x0l.)Jx0)]. Under the hy-
d{y,z) x e x 

+00 

potheses HO and H3(p), the sum is finite since 
Jfc=o 

Vn € IV, Vrn € {0, • • •, k0 - 1} /> n * 0 +m < pm Pn with / ) m < +oo. 



11 

• 

Proof of the t h e o r e m 2.2 : From the above lemma, one obtains 
Vx,y € X,Vn > 0 

Ex[d(x0,Zn{y,.,))] < E[d(x0,Zn{x0,.))] + Ex[d{Zn(x0,.)yZn(y,.))] 
n 

< B Y^Pk + Pn d(x0,y) 

which implies sup sup EJd[X°'^V''}h < + 0 0 (condition F l ) . 

n>Ox,y€X l+d{x0,y) 
The condition F2 follows immediately from the inequalities 
^ ^ r ^ l p ^ - p , ^ ) ! ^ n „ t*(Zn(y,.)\ ^ , 
V T , .1,—r—-—- < 2 sup EJ • _ , \ 1 < + 0 0 when w) > 1 

and 

S »wt(«,») - a S < + ° ° w h e n «*•9) - 1 

In the same way, if we assume that 2a < 1 and 2/3 < 1, we obtain 
Vx,y,z € X,Vn > 0 

£l,[#(Z l l (y, .) ,^ 1 (*, .))«(^(y, .))] < iE? x [$(Z n ( j , , . ) ,Z„(^.) ) 2 ] 1 / 2 iE;x№(^n(y, . ) ) 2 ] 1 / 2 

< « . [ ^ ( y , . ) , ^ * , . ) ) ] " ^ ( 1 + EM*o,Zn(yt.))f) 
< C(Pnrd(y,zr(l + d(x0,yf) 

with h m s u p ( C ( / 9 n ) 0 , ) 1 / n < pa < 1. • 
n—••foo 

3 A particular case : Iterated function systems 
with place indépendant probability 

Throughout this section, we will suppose that the functions 6 IV are constant on X. 
Thus, the iterated function system (Tnpi)teiv may be considered as a random walk on 
the space C(X, X) of continuous functions from X into X. This is a very particular case 
of iterated function system in which hypothesis H2 is obviously satisfied ; furthermore, 
in this simpler case, it suffices to consider the following space : 

L*={feC(X,C ) : «/Ha = l/l + maif) < + 0 0 } 
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w i t h |/| = s u p r | L and m a ( / ) = s u p l f { $ - { i y ) l 

where x0 is a fixed element in X and a e]0,1[. When a < 1, every bounded subset of 
(La, ||.||) is relatively compact in ( L a , | , | ) . 
We have the following result 

T h e o r e m 3.1 Let (Ti,pi) t e jv be an iterated function system on X such thatpi is constant 
on X for every i G IV ; assume the three following assumptions 

10. There exists C € JR*+ such that 

Vx,yeX £ d^T^pi < Cd(xyy) 
t€lV 

11. There exists p €]0,1[ and k0 G IV such that 

Vx,yeX £ d{Ti^o.^oTilx,Ti^o^.oTily)pi^^^pil < p d(x,y) 

+00 

/ 2 . J ^ ^ C ^ o ^ o J P i < +oo 
t=0 

Then, P operates on the space La and there exist on La a positive bounded operator 
v and a bounded operator Q with spectral radius lesser than pa such that 

P = v + Q 

with vQ = Qv = 0 and v2 = v. 

In particular, one can identify v with an attractive and P-invariant probability measure 
on X such that J d(xo, x)v{dx) < +oo ; furthermore, for any Lipschitz function f 6 L\ 

\f(x)\ 
such that sup 1 y* < +oo for some /?0 < 1, we have 

l i m s u p | P n / - K / ) | 1 / n < MII/lli + ll/IU) 

Proof : Fix a < 1 ; using similar arguments to the ones in the proof of theorem 2.2,one 
obtains 

SUpJE [ ^ ^ l ^ i f l l l l ] < -J-QQ 
xex 1 + d(xQ, x) 
n>0 
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and 
V / € £*,Vn > 0 m(Pnf) < pn m(f) with lim (pn)1/n = pa. 

Thus, P operates on La and, following [19], one can see that the essential spectral radius 
of P on La is lesser than pa. 

Furthermore, if / A , A € C , is an eigenfunction of P on La corresponding to the 
eigenvalue A, |A| > p a , we have 

m(Pnf) = \\\m(f)<Pnm(f), 

which implies m(f) = 0 since lim pn = 0. Thus, the only eigenfunctions of P on La 

corresponding to the eigenvalue A, |A| > pa

y are the constants ; using the definition of the 
essential spectral radius of P on I a , we conclude that there exists a positive bounded 
operator v on La such that the spectral radius of Q = P — u is lesser than pa. 

\f(x)\ 
Now, fix / € Li such that sup J ' < +oo ; we have 

V a > / ? o m a ( / ) < mx{f) + mp{f). 

Thus, for any a € [/30,1[, / lies in La and we have 

fimsup|Pn/-*/(/)|1/n < l imsup \\Pnf - v(f)\\l/n 

< />all/IU 
< P « ( I I / I I I + I I / I U ) . 

We obtain the expected result letting a —• 1. • 

4 General case : Proof of the theorem 1 

Assume that the system (Ti ,p t ) t € jv satisfies conditions H0>H17H2 and # 3 ; by theorem 
2.2, we have the Doeblin-Fortet inequality : 

V / € Lafi m(Pnf) < pnm(f) + Rn \f\ with lim inf pLJN < pa, 
n—*+oo 

for a suitable choice of a and 0 in JR* +. Unfortunately, when the pi,i G W, are not 
constant on X , we have Rn ^ 0 and we cannot apply the method of the preceding section 
in order to control the eigenvalues A, |A| > pa. Generaly, we are unable to describe all of 
these eigenvalues ; nevertheless, when the hypothesis Hi is fullfilled, one can describe the 
spectrum of P on the unit circle C = { A € C , | A | = 1}. More precisely 
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Propos i t ion 4.1 Assume hypotheses HO, HI, H2, H3 and HA. Then, the only bounded 
eigenfunctions of P on L corresponding to eigenvalues A of modulus one are the constants. 

Admitting for the moment this result which will be proved later, one can establish 
theorem 1 : 

Proof of t h e o r e m 1. Assume hypotheses HQ,Hl,H2,H3 and # 4 ; by theorem 2.2, P 
may be decompose as follows on L 

P = ] T A t / A + Q (*) 

where U\ is the bounded projection from L to the eigenspace L\ = {/ € L : Pf = A/} 
and where Q is a bounded operator on L with spectral radius strictly lesser than 1. In 
order to prove our theorem, it is sufficient to show that U\ = 0 when A ^ 1 and to identify 
Ui with a probability measure on X. 

I n-l 

Fix A € G - {1} and let M\n = - Y] \~kPk, n > 1. By the decomposition (*), we 

obtain 

JmJMx,n-Ux\\ = 0 

where ||AfA,n — U\\\ denotes the norm of the operator M\in — U\ on (L, | | . | | ) . 

In particular, for any / € L and x € X , we have 

lim MXtnf(x) = Uxf(x). 
If / is bounded, the same holds good for U\f since | | M A , n / | | o o < | | / | | o o 5 thus, according 
to proposition 4.1, one obtains U\f = 0. 
If / is not bounded, we consider the truncated function fc defined by 

(f{x) i f | / ( x ) | < c 

l \№\ l t | / ( * } | - c 

where c > 0 is an arbitrary constant. Note that fc €"L and | | / c | | < | | / | | . Since fc is 
bounded, we have U\fc = 0 and so 

V* € X,Vn > 1 | M A , n / c ( x ) | = \MKnfc{x) - Uxfc(x)\ < (1 + d{x0,xY)\\MKn - Ux\\\\f\\. 

In another hand, by the Lebesgue theorem, one obtains 

V * € X , V n > l lira M A , n / c ( x ) = Mx,nf(x), 

which implies 
\Mx,nf(x)\ < (l+d(xo,x)0)\\Mx>n-Ux\\\\f\\. 
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Letting n —> + 0 0 , one concludes U\f = 0. 

When A = 1, we show by a similar argument that for any / € the function U\f 
is constant on X ; the equality Z7i 1 = 1 allows us to extend U\ to the space of bounded 
continuous functions on X and therefore to identify U\ with a P-invariant probability 

measure v on X ; since s u p E X [ ^ X ° ' < + 0 0 , we have / d(x 0 ,x)u(dx) < +00. 
*€* 1 + a(a?o,x) Jx 
n>0 

This completes the proof of the theorem. • 

P r o o f of proposi t ion 4 .1 . 

a) Survey of b o u n d e d P -harmonic functions in L 
First, we study the bounded P-harmonic functions in L, that is bounded functions 

h € L such that Ph = h. We shall need the two following lemmas : 

L e m m a 4.2 Let x be in X and let h be a bounded P-harmonic function on X. Then, 
the random process (h(Zn(x, *))n>o defined on (ft, .T7, JR*) is a bounded martingale with 
respect to (•FrOn^o- This process converges Px-almost surely and in JL9(ft, J F * ) ^ > 1, 
and we have 

Vn > 0 h(x) = Ex[h(Zn(x,.))] = Ex[ Km- h(Zk(x, •))]. 

Further, for all q > 1, z l 5 . . . , iq € IN and Px-almost every u we have 

JjmJ(h(Zn(x,u))-h(Tiq • • • ThZn{x,u)))2xp,,(T^o- • -oT^x^)) • - = 0 

Proof. Since (Zn(x, -))n>o is a Markov chain with transition probability P on X and h a 
bounded P-harmonic function, we have 

V n > 0 fiI[A(ZB+1(i,-))/^] = n ( Z n ( a ; ) . ) ) = A ( Z n ( i ) - ) ) . 

Then, (h(Zn(x, ))n>o is a bounded martingale on Q and the first statement of the lemma 
is an easy consequence of the theory of martingales [27]. 
In order to prove the second statement, we use an idea due to A, Raugi in ([32]). Let 

un(x) = Ex[(h(Zn(x, •)) - M W * . •)))*]. 

where q is a fixed integer ; we have 

un(x) = Ex[h(Zn+q(x, -))2] + Ex[h(Zn(x, -)) 2 ] - 2Ex[h(Zn+q(x, -))h(Zn(x,.))] 

= Ex[h(Zn+q(x, .))*] - JS . [A(Z. (« , -)) 2 ] 
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Hence, by cancellation, for any N > 0 

X>„(*) = £ j B . [ M W » . - ) ) 8 l - E « . [ M ^ ( * . - ) n 
n=l n = l n= l 

< 2g||fc||co. 

This yields 

+00 

n=0 

= X>,[ E ( M T i . - - - r ^ ( * , 0 ) - * ( 3 » ( ^ ^ 
n=0 ti—t 9€lV 

= E {Mr<, - - -r* i^(* .0 ) -^(* ,0 ) )W r v^- - -^«^(*»0) - - - f t (^(* . ' 
n>Ot'i,...,tf€JV 

So, E E , (*№, • -TMx, •)') - •)))Vr<_» • • •T^Z.C*, •)) • • 'Pi^Znix, 0) 
n>0 t'i f... tt 9€JV 

is Pa.-a.s finite and the second statement of the lemma follows immediately. • 

L e m m a 4.3 Assume that hypotheses HOyHl and HZ'are satisfied. Then, for all x € X 
and !Px-almost all w € H we have 

liminf dixo. Zn(x.u)) < + 0 0 . 
n-*+oo 

Proof . It follows immediately from the lemma 2.3 • 

Therefore, we may establish the following result 

Assume hypotheses HO, HI, H2> H3 and H4 ; then the bounded P-harmonic functions 
of P in L are constant on X 

Let h G L be a bounded P-harmonic function. According to lemmas 4.2 and 4.3 for 
any x 6 X there exists flx C £2, JPx(ttx) = 1, such that for all uj € 0>x 

i) the sequence (h(Zn(x,u>)))n>o converges 

ii) Ijmmtd(xo, Zn(x,u>)) < + 0 0 

Hi) V? > l , V t i ? , . . ? i f f G If 

JmJh(Zn(x,u)) - ^ o ^ o T ^ ^ o ; ) ) ) 2 

P . - , ^ - " ! ^ = 0 
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Fix x € X and u> € ft* ; by ii), there exists a sequence of integers (<p(n,u>))n>o such that 
(Z<p(n,w)(x,u>))n>o converges to a point xw. 

Since the functions /t,Tj, and p*,* > 0, are continuous on X7 one obtains from in) 

( M s ^ - M ^ o . - . o r ^ ) ) 2 • • • T i l x w ) = o. 

In the same way, fixing another point y € X and io' € flj,, we have 

V < ? > l , V j 1 ) . . . , j , € l V 

( % ^ ) - M r i , o . . - o r i l i ^ ) ) 2 p i , ( 3 } , . 1 . . . ^ ) . - - p i l ( y w . ) = 0, 

where yw» is a cluster point of the sequence (Z n (y ,u / ) ) n >o. 

Now, under the hypothesis HA one can choose two sequences (i,),>o and (jq)g>o such that 

> l j m o d № t o • • • o T i t o • • • o T ^ ) (1 + d(x0,Tjq o • • • o ^ j , ^ ) ) = 0 

with p ^ T , , . , o . - o T ^ ) - - - P . i ( * « ) P i t ( 3 i f - i 0 *• * 0 TjiV^')• • 'Pii(yw) > 0 Vg > 1. 

Then, for every q > 1, we have 

IM*«) ~ = HTi, • • - ^O - • • • r^oi 
< \\h\\d(Tiq • • • r ^ , r « , • • • r ^ n i + <*(*0,r,, • • • r ^ ) " ) 

Letting q —* H-oo, we obtain h(xu) — h(ywi). 
We conclude using the following equalities 

Vz € X h(x) = Ex[ lim fc(Zn(x,u;))] 

and 
Vu; G ft* hlxj) = lim A(Z n (x,a;)) . 

n—*H-oo 

• 
b) S u r v e y of t h e e igenva lues A of P on |A| = 1, A ̂  1 

In order to describe the bounded eigenfunctions of P corresponding to eigenvalues A, |A| = 
1, A ^ 1, we use a standard method ( [34]) which bring us round to consider the "space-
time" Markov chain on X x N with transition operator P defined by 

V(ar, n) e X x N PF(x, n) = £ n + l)pi(x). 
t'=0 

The key argument which allows us to prove proposition 4.1 is contained in the next 
lemma, which may be established by an easy modification of the proof of Lemma 4.2 : 
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L e m m a 4.4 Let (a;, k) be in X x N and let g e L be a bounded P-harmonic function 
on X x N. Then, the random process (g(Zn(x, •),/: + n))n>0 defined on (Q, T,lPx) is a 
bounded martingale with respect to ( ^ n ) n > o - This process converges Px-almost surely and 
in Ejq{SlyPx),q > 1, and we have 

Vn > 0 g(x, k) = Ex\g(Zn(x, •)> n + k)] = Ex[ lim g(Zn(x, n + k)]. 
n—•4-00 

Further, for all q > 1, ¿1,... , i g € W and JPx-almost every w we have 

]im (g(Zn(x,u>),n + k) - (/(T., • • • ThZn{x,uj),n + + 9))
2 

Let A be a complex number of modulus one and let us consider the subspace 7i c(A) 
of L, made of by bounded eigenfunctions of P corresponding to the eigenvalue A. If 
h e WC(A), the function g defined on X x IN by g(x>k) = \~kh(x) is JP-harmonic. Using 
lemma 2.4 and an easy modification of the proof in part a), we may establish, for any point 
x € X, the existence of 0* C fi,JP»(ft») = 1 such that Wu € ft^Vq > 1,V«i,... , t f € IV 

(M*u,) - A~*/i(rt, o • - ^ = 0. 

Thus, using a similar argument to the one in the above proof, one can prove that the 
function h is constant on X that is 

Hc(\) = {0} if A ^ 1 and Hc(l) = iR. 

5 Application : Asymptotic behavior of the Markov 
chain (Zn(x, . ) ) n > o on X 

We now apply the theorem 1 in order to study the asymptotic behavior of the Markov 
chain ( Z n ( x , .))n>o on X ; in particular, we will establish a strong law of large numbers 
(SLLN) and a central limit theorem (CUT) for this chain. 

T h e o r e m 5.1 Suppose that hypotheses # 0 , # 1 , # 2 , # 3 and Hi hold and let us not v 
the unique P-invariant probability measure on X. 

j n - l 

For any x € X and any bounded and Lipschitz function f on X, the sequence (— ]T] /(Z*(or,.))), 
n *=o 

converges almost surely to the constant v{f) (SLLN) ; in particular, the Markov chain 
(Zn(x, .)) n>o is recurrent on each open set O C X such that v(0) > 0. 
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J n - l 

Furthermore, the distribution of the normalized sums —7= ]P f(Zk(x,.)), n > 1 , tends 
V nfc=o 

¿0 normal law Af(v(f),cr2(f)) with 

n - + o o n 

i/ie ftmtt law Af(i/(f),cr2(f)) is not degenerated (that is <r2(f) ^ 0) whenever there does 
not exist a function h such that 

Vi G iV f = h - hoTi v-a.s 

Proof : Fix a bounded and Lipschitz function / on X. Let us first note that it is 
possible to choose the reals a and /? such that conditions F\,F2 and F3 of proposition 
2.1 hold on the spaces L^^^ and L^^a^a, Thus P operates on theses spaces and 
the spectral radius (on theses different spaces) of the operator Q = P — v is strictly less 
then 1. One can easily see that / lies in these different spaces, and so 

f = »(f) + 9-Pg 

with = £ Pk(f - «/(/)) = £ € I,**. 

Observe tha t # 2 G L^^^i , which implies Vfc > 0 G L2(Q,PX) ; then, for 
n - l 

any x e X, the sequence ( £ * * ( x > 0 ) n > o with Xk(x,.) = 0(Z*(:c,.)) - Pg{Zk^x(xJ.)) 

is a zero-mean martingale on (f^jFjJP*) whose increments Xk(x, > 0, have finite 
variance. Thus, using the strong law of large numbers for martingales ([18]), we have 

x n - l 

lim -Y]J*:*(x,.) = 0 Px-a.s. 

On the other side, we have 

g PrfZ.fr,.))] < g - l p » + y (*) < + o o , 

so that lim P9^Zn^x' ^ = 0 i P x - a.s. Finally, we obtain 
n-»+oo n 

J S U - I : ^ * ( * . - ) ) - W * ( * . . ) ) = J j ^ - g *.(*,.) + — — 

= 0 Px-a.s. 
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I n - l 
that is lim - V* f(Zk(x,.)) = v(f) Px - a.s. 

Thus, we have the strong law of large numbers for the Markov chain ( Z n ( x , .))n>o ; in 
particular, if O is an open set in X such that v(0) > 0, choosing an increasing sequence 
of functions fn € L , n > 0, which converges to the indicator function l o of 0 , one can 
prove that the chain (Zn(xy .))n>o is recurrent on O. 

In order to establish the last assertion of this theorem, it is sufficient to show that the 
n - l 

zero-mean martingale Xk(x, -))n>o satisfies the following conditions 

4 t ^ № - i l i 

» ) V e > 0 ^ £ « . [ A 2 l W > « u ] ^ 0 
n 

where cr* = ]T) JE^A*] and means convergence in probability on (Q,PX) ([18]). 
l 

We have 

£ E *UGK (̂*, .)))2/^*-i] = \; E .))-(^)a(^*-i(«, •))• 

Since </4 € Lv+V*rft, the variables #(Zk(x, .)) , A; > 0, lie in € E4(ily JPX) and one can apply 
the preceding strong law of large numbers 

limL ^ E4(g(Zk(x^)) ^ Pg(Zk^(x^)))2/^i] = v{g2) - v{{Pgf) Px-a.s. 

By Lebesgue's theorem, we also obtain 

Thus, condition i) is satisfied whenever u(g2) — i/((Pflf)2) > 0. 
On the other side, we have 

Ve > 0 E.[\Xk(xt . ) | l ^ > n ^ ] ] < -j^Ex[X2

k(x,.)] 

so that 

\ £ Ex[Xll[xl>nti <4-E JS?.[Jf{(» f.)]. 

1 n 

Since the sequence (— ̂  2Er[Afc(:r, .)]) n>i * s bounded, condition it) follows immediately 
7 1 *=i 
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At last, we have cr 2 ( / ) = 0 if and only if 

g2(x) = (Pg)2(x) v(dx)-a.s 

Pg(x) = g(y) v(dx) — a.s, P(x, rfy) — a.s 

4=» P</(:r) = g(Tix)VieN,v(dx)-a.s. 

Thus, we have 
( T 2 ( / ) = 0 Vi € I V , / = g - fir o 2; */ - a .6 

• 

R e m a r k : It is also possible to obtain such results using the Fourier transform method, 
which relies on the spectral study of some "Fourier operator" associated to P ([25], [14]). 
This method is much more complicated but also powerfull than the one in this paper ; 
the above theorem is just an illustration of the spectral decomposition of P . 

6 Examples 

1. Under hypotheses # 1 , # 2 , JÏ3 and # 4 , the Markov chain (Zn(x, .)) n>o is recurrent on 
each open set O C X such that i/(0) > 0. 
Observe that this result is wrong when 0 is a general Borel set in X ; let us consider the 
following simple example on X = JR : 

vxzm ^ = 1 , r 2 ( s ) = ^ i 

and Pi(x) = p2(x) = i. 
When x G Q , the sequences (Zn(xy .))n>o>v 6 ft live in Q and, when x € JR — Q , the 
sequences ( Z n ( x , -))n>o>u> € ft live in JR — Q . 
Note tha t this iterated function system on [0,1] has been studied by many people ; in 
particular, one can cite J.P. Conze and A. Raugi [5] and L. Hervé [17] with beautiful 
applications to wavelets. 

2. Let us consider the particular case where the TVs are affine maps on Md with linear 
part Ai, that is : 

Vx G Md Ti(x) = AiX + Bi 

with Biyi € IV, fixed vectors in Md. Theses product of affine maps were studied by 
many people ; see in particular Grincevicius [13], Le Page [25], Berger and Soner [4]. Let 
us choose a particular norm ||.|| on Md ; it is not difficult to see that the hypotheses 
# 0 , HI, H2 and # 3 may be simplified as follows : 
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H'O. sap ^\\Ai\\pi{x) < +00 
xeRd i=o 

+00 

H' l . sup E | | B f - | | p t - ( * ) = < + o o 
xend 1=0 

+00 +00 

H'2. £ ||A.-|| m(ft) < + 0 0 and £ ||J9t-|| m(Pi) < + 0 0 
t=0 t'SO 

H'3. "Uniform average contractivity before ko steps" 
There exists ko > 1 such that 

sup J2 Ĥ *o • *' A<> I K ( T ^ - i o — 0 Ti,«) • • • ps, (*) < 1 

11411 = sup J!M. 
«€»»-{0} IF II 

3.Expanding m a p and associated adjoint operator 

Let X C M and T : X -+ X be piecewise differentiate with m/a^jH^'OOl > 1 ; let 
i € IV} be continuous branches of the inverse of T and make T, constant outside its 

natural definition domain in such a way that 7} : X —* X is continuous. Let us note 
/x(dar) = (p(x)dx the probability measure on X with density </? with respect to Lebesgue 
measure on JR ; we have the following result [2] 

Let fi be invariant for T (that is fi(B) = /i(T~ 1(J3)) for all Borel set B C X) and 
(p > 0. Then fi is invariant for the iterated function system (7*,Pt)t>o frith place dependant 
probabilities pi defined by 

y(j;-(«))|i?(x)| 

The operator P associated to the iterated function system (Ti,p t) f>o is the adjoint of T 
with respect to the measure /z, that is 

V/, </ € E?{X,fi) j Pf(x)g(x)fi(dx) = / f(x)g o r(*)p(«fc). 

In some sense, it plays the role of " J 1 " 1 " and defines, as we saw, a Markov operator on X 
; it is very usefull in many domains, in particular in symbolic dynamic where it allows to 
establish mixing property, ergodicity • • • of certain dynamic systems ([14], [15]). 

By example, one can consider the continuous fraction transformation 

V*€]0,1] r(*) = i - [ i ] , 
X X 
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with the usual ^ inva r i an t probability measure 

A short calculation gives 

Vi > 1 TAx) = "7— -— and pAx) = ^ lr^— r . 
w i + x m ' (i + x)(i + l + x) 

Let us in troduce the space of Lipschitz functions on [0,1] : 

L = {/ € C[Q, 1 ] : ll/H = m(/) + ||/|U < + 0 0 } 

\f(X) _ f(y)\ 
with m(f) = sup p - ^ . From routine calculation [14], we get the following in-

*,vex p — y | 

equality 

V / € l m ( P / ) < | | / | + 2 | | / | | 0 0 . 

( i t follows from the inequalities : 

M * ) - < I* - y|(P.-(») + JS - ( ¿ ^ ^ 2 ) 

+00 

E M * ) - M v ) l ' < 2 | * - v l 
1=1 

pi(^) + E ^ < j ( i - f t ( * ) ) + w ( * ) - f f t ( « ) + j < | ) 

Thus, one can easily see that the hypotheses H0yHljH2 and # 4 are fullfilled, and so, 
conclusions of theorem 1 hold. 

One can also consider the following simple extension of the continuous fraction trans
formation [15] 

V » , y € ] 0 , l ] x ] 0 , l ] r(x,y) = (— 

1 dxdy 
where the T-invariant probability measure ix is fildxdy) = - 7 — - 7 TTvT-

7 Remark 

The ergodic theorem for iterated function systems was first proved by J.Elton in [9]. 
The key argument of his proof was that , under suitable conditions, for all x,y € X , 
the probability measure JP X is absolutely continuous with respect to JPy ; this result is 
interesting in itself and we have the following proposition which sharpens the Elton's 
result : 
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P r o p o s i t i o n 7.1 Assume hypotheses Hl,H2yH3 and H4. Suppose also that 

sup m(log(pi)) < +00. 

Then, for any x,y € X, the probability measures Px and Py are equivalent on ft. 

We will need the two following lemmas 

L e m m a 7.2 Assume that HI holds ; then, for all r €]/>; 1[, all x and y in X and 
\{PX + Py)-almost all u> 6 ft, we have 

l i m

 d{TXn(v) 0 " ' 0 TXl(u)X, TXn(u>) o • * • 0 TXl(u,)y) _ Q 

Proof . Assume HI ; we have 

[ rnd(x,y) J r 

and so 

X\n>0 rnd(x,y) J 

Thus 

E d(TXn 0 * - - o TXlx,TXn o - • * o r X l í / ) _ 
< + o o Fx-p.s. 

n>0 r 

The lemma follows immediately. • 

L e m m a 7.3 Let (ft, T, JP) be a probability space and (^ r

n )n>o <* filtration such that the 
a-algebra generated by U n . F n ¿5 «T7. Leí Q 6e a probability measure on ft suc/i íAaí Vn > 
0 VA e Tn Q (A) = Xn(uj)P(du;) where Xnin > 0 is a positive random variable on 
SI, measurable with respect to Tn. Let (Tp)P>Q be a sequence of stopping times relatively 
to the filtration (Fn)n>o such that 

i) lim Tp(u) = + 0 0 Q (dio)-p.s 

ii) for allp>0, the sequence (XnATp)n>o converges P-a.s and in Ll{P) to the r.v. Xtp. 

Then, the sequence (Xn)n>o converges P-a.s and in Ll(P) to a random variable Xoo and 
we have Q = X^Pfthat is 

VA G T Q (A) = J XcoMFidu). 
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Proof . Using a standart method ([27]), one can show that (Xn)n>o is a positive martingale 
with respect to (^n ) n >o ; therefore, this martingale converges iP-a.s to a positive random 
variable JKoo, and we have, using Fatou's lemma lEplXoo] < 1. 
Furthermore 

®p[Xtp] = E ^ ^ ^ l ^ l + ^ F ^ o o l ^ + o o ] ] 
A?>0 

= EQ[rp = i] + W [ T p = + o o | ] 

ife>0 
= q [ r p <+oo] + JB F[Xoolpv»+oo]l. 

Using the hypotheses i) and ii), we have 
EP[XTp] = \\m^Ep{XTp*k] = 1 and ^ r n ^ Q [Tp < + 0 0 ] = 0 

and so 

1 = ^ E p I X ^ t ^ ] ] < EpIXoJ. 

In another hand, by Fatou's lemma, we obtain 

Vn > 0,VA € r n J Xw{uj)dP{fa) < Uminf J Xn{w)dP{w) = Q (A). 

Finally, Q and XooP are two probability measures on (I such tha t for any n > 0 and 
any A € Tn, Q (A) > / ^ ( w J d F ^ ) ; thus Q = A ^ P . • 

P r o o f of p r o p o s i t i o n 7 .1 . Let us observe that the restriction Px\n of JPX on the 
space of functions from 17 into JR which depends only on the n first coordinates is defined 
by 

//(w)J\,,„(«M = £ / ( ( * • • • w n ) p W n ( T W n _ 1 o • • • o Twix) • • -p^x). 
( w , , - , w „ ) 6 J V » 

Thus 

F x , n ( d w ) = A«,» ,n(w)JP v .» (^) 

with 

= 11 — 0 . . . o r „)' 
The sequence (ft* fy fn("))n>o is a positive matingale on ( 0 , i P y ) and so it converges 2P y-a.s 
to a r.v. hXiy(-). Since supm{lnpi) < +oo, there exists c > 0 such that 

*e JV 

V* € l V V i , j / e I ^ < exp(c d(x,y)) ; 
M y ) 



26 

so, we have Vn > 0 hXtVtn(u) < exp(c(££=i d(TWk_x o • •. TWlx, TWkmml o • • • TWly))). 
Let us introduce the stopping time Tp relatively to the filtration (F^foo defined by 

Tp = inf {n > p : d(TXn„ o-..oTXlx, T X n + 1 o • • • o TXly) > rn+1} 

with inf 0 = +oo ; following lemma 6.2 we have lim Tp(w) = +oo JPx(du>)-p.s. 

For any n > p and P y - a lmos t all to 6 H, we have 

p nATp(u>) 

**4r,nATp(w)M < e x p ( c £ d ( r ^ ( u / ) o . - . T ^ J2 r*) 

P r P + l 
< exp(c ] T d(TXh(w) o • • • Tjf l ( a ,)X, Txfc(a;) o • • • T ^ H » ) + C T 3 T ) ; 

thus, using Lebesgue's theorem, one can show that the sequence (^ ,y t nATp)n>o converges 
P y - a . s and in El(Py) to the random variable hXìVìTp. 

Applying lemma 6.3, one can therefore prove that the sequence (^x,y,n)n>o converges 
JP y-a.s and in iL 1 (JP y ) to the random variable hxy and Px = hXiyPyy where fc^y is defined 
by 

v w € n U ^ ) = n f c ( w ) ^ - l H O ' ' ' 0 ^ H 1 -
„ i i Px.(«)(Ijf,_,(w) o • • • o T x l ( w ) y ) 

• 
A c k n o w l e d g e m e n t s . I would like to thank Albert Raugi for helpfull discussions and 

for pointing out his work and Max Bauer for suggestions about redaction of this article. 

References 

[1] ANORLD L. , CRAUEL H. Iterated function systems and multiplicative ergodic theory. 
preprint. 

[2] BARNSLEY M . F . , DEMKO S . G . , ELTON J . M . , GERONIMO J . S . Invariant measures 

for Markov processes arising from iterated function systems with place-dependent 
probabilities. Ann. de l 'Institut Henri Poincaré, vol. 24, n° 3 , (1988), p . 367-394. 

[3] BARNSLEY M . F . , ELTON J . M . A new class of Markov processes for image encoding. 
Adv. Appl. Prob. 20, (1988), p . 14-32. 

[4] BERGER M.A. , METE SONER M. Random walks generated by affine Mappings. 
Journal of theorical probability, vol. 1, n° 3, (1988). 

[5] CONZE J . P . , RAUGI A. Fonctions harmoniques pour un opérateur de transition et 
applications. Bulletin soc. Math. France, 118, (1990), p . 273-310. 



27 

[6] DOEBLIN W . ? FORTET R. Sur des chaînes a liasons complètes, Bull. Soc. Math, de 
France , Vol 65, (1937), p. 132-148. 

[7] DUBINS L. , FREEDMAN D. Invariant probabilities for certains Markov processes . 
Ann. Math. Stat. 37, (196), p. 837-848 

[8] DlACONES P . , SHAHSHAHANI M. Product of random matrices and computer im
age génération. Random Matrices and their applications. 50, Cont. Math A.M.S., 
Providence, R.I (1986) 

[9] ELTON J .H. An ergodic theorem for iterated maps. Ergod. Th. and Dynam Syst., n° 
7, (1987), p. 481-488. 

[10] FAYOLLES G., MALYSHEV V.A, MENSHIKOV M.V Random walks in a quater plane 
with zéro drifts. I Ergodicity and null récurrence. Ann. Inst. Henri Poincaré, Vol. 28, 
n° 2, (1992), p. 179-194. 

[11] FURSTENBERG H., KESTEN H. Products of random matrices. Ann. Math. Statis., 
n° 31, (1960), p. 457-469. 

[12] GOLDIE C. Implicit renewal theory and tails of solutions of random équations. The 
Annals of Applied Probability, Vol 1, n° 1, (1991), p. 126-166. 

[13] GRINCEVICIUS A.K. A central limit theorem for the group of linear transforma
tion of the real axis Soviet Math. Doklady , Vol 15, n° 6, (1974), p. 1512-1515. 

[14] GuiVARC'H Y., HARDY J. Théorèmes limites pour une classe de chaînes de Markov 
et applications aux difféomorphismes d'Anosov. Ann. Inst. Henri Poincaré, Vol. 24, 
n° 1, (1988), p. 73-98. 

[15] GuiVARC'H Y . , L E JAN Y . Asymptotic winding of the géodésie flow on modular 
surfaces and continuous fractions. Ann. scient. Ec. Norm. Sup., 4 È M E série, t. 26 , 

1993 , p. 23-50 . 

[16] GuiVARC'H Y . , RAUGI A. Frontières de Furstenberg, propriétés de contraction et 
théorèmes de convergence. Zeït fur Wahr., n° 6 9 , (1985) , p. 187-242. 

[17] HERVÉ L . Etude d'opérateurs quasi-compacts positifs. Applications aux opérareurs 
de transfert. To appear in Ann. Inst. Henri Poincaré, 

[18] HALL P . , H E Y D E C.C. Martingale limit theory and its applications. New York Aca
démie Press(1980) 

[19] H E N N I O N H . Décomposition spectrale des opérateurs de Doeblin-Fortet. Proceeding 
of the A.M.S,n° 69, (1993), p. 627-634 

[20] HUTCHINSON J. . Fractals and self-similarity. Indiana U. J. of Math., 30, (1981), p. 
713-747. 



28 

[21] I O N E S C U T U L C E A C. On a class of operators occuring in the theory of chains of 
infinité order. Can. J. Math, Vol 11, 1959, p.112-121 

[22] I O N E S C U C , M A R I N E S C U G.. Sur certaines chaînes à liaisons complètes. C.R.A.S., 
227, (1948), p. 667-669 

[23] JAMISON B. Asymptotic behaviour of successive itérâtes of continuous fonctions 
under a Markov operator. J. of Math. Analysis and Applications, t. 9, (1964), p. 
203-214. 

[24] KARLÏN S . Some random walks Arising in Leaming models. Pac. J . of Math, , 3 , 

( 1 9 5 3 , p. 725-756. 

[25] L E PAGE E . Théorèmes de renouvellement pour les produits de matrices aléatoires. 
Equations aux différences aléatoires. Séminaires de Rennes 

[26] LEGUESDRON J .P . Marche aléatoire sur le semi-groupe des contractions de HO*. 
Cas de la marche aléatoire sur JR+ avec chocs élastiques en zéro. Ann. Inst. Henri 
Poincaré, Vol. 25, n° 4, (1989), p. 483-502. 

[27] NEVEU J . Bases mathématiques du calcul des probabilités. Masson et Cie, 1964. 

[28] NORMAN M.F. Markov processes and learning models. Académie Press, 1972. 

[29] NUMMELIN E. General irréductible Markov chains and non-negative operators. Cam
bridge U. Press, Cambridge (1985). 

[30] PEIGNÉ M. Marches de Markov sur le semi-groupe des contractions de Md. Ann. 
Inst. Henri Poincaré, Vol. 28, n° 1, (1992), p. 63-94. 

[31] RAUGI A. Théorie spectrale d'un opérateur de transition sur un espace compact. 
Ann. Inst. Henri Poincaré, Vol. 28, n° 2, (1992), p. 281-309. 

[32] RAUGI A. Fonctions harmoniques et théorèmes limites pour les marches aléatoires 
sur les groupes. Bull. Soc. Math, de France , Vol 54, (1977) 

[33] ROSENBLATT M- Equicontinuous Markov operators. Theor. Prob. and its Appl., vol. 
9, (1969), p. 180-197. 

[34] REVUZ D. Markov chains. North Holland Pub. Comp., 1975 




