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(Vol. 20, no 1,1986, p. 25 à 46)

EXTERNAL APPROXIMATION
OF BIFURCATION PROBLEMS (*)

by Ewa DEMIRSKA (X)

Communicated by J. Descloux

Abstract. — This paper deals with an external approximation of bifurcation problems. It is a
continuation of the articles Descloux, Rappaz [5], [6].

Résumé. — Le sujet est Vapproximation extérieure du problème de la bifurcation. Cet article peut
être regardé comme la continuation des articles Descloux, Rappaz [5], [6].

I. INTRODUCTION

In their two papers [5, 6] Descloux and Rappaz consider the approximation
of the solution branches of the nonlinear équation

(1) F(x) = 0

by the solution branches of the équations

(2)

There X, Y are real Banach spaces ; F : X -> Y is a nonlinear operator approxi-
mated by the family of nonlinear operators Fh : Xh -> Yh ; { Xh }h, { Yh }h

are families of fînite dimensional subspaces of X and Y respectively. The
équation F(x) = 0 is considered in the neighbourhood of the point x* satis-
fying : F(x*) = 0, JF ' ^* ) is a Fredholm operator of index 1.

First Descloux and Rappaz prove existence of a solution branch of (2)
and its convergence to a solution branch of (1) in the neighbourhood of a
regular point x*. Next the case of a critical point is discussed. It is of special
interest because it covers a great many known types of bifurcation points
— for example double limit points, simple and double bifurcation points.

(•) Received in January 1985.
l1) Institute of Mathematics, Politechnika Warszawska, Plac Jednosci Robotniczej 1, Warsaw»
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26 E. DEMIRSKA

In the case of a critical point the authors assume additionally that the ope-
rators Fh defined on the finite-dimensional subspaces Xh of the space X
— have prolongations Fh onto the whole space X. Then they prove conver-
gence results similar to those obtained for the case of a regular point.

The aim of our work is to release from this assumption of the existence
of the prolongations Fh of the operators Fh. This paper, however, remains
in strong connection to the articles [5, 6] by Descloux and Rappaz.

Throughout this paper we suppose that the approximating operators Fh

operate between some real Banach spaces Xh and Yh connected with X and Y
by restriction operators rh : X -> Xh and sh : Y -• Yh. To make it clear, we
do not assume that Xh, Yh are finite-dimensional. However, the case when
Xh, Yh are finite-dimensional is the most interesting from the practical point
of view for in practice infinité dimensional problems are usually approximated
by the finite-dimensional ones. By our assumptions the theory of an interior
and external approximation can be used (see Temam [11] or Aubin [1]).

In Chapter II some preliminaries are given.
At the beginning of Chapter III all the assumptions are precisely formulated.

Then by means of Lyapunov-Schmidt method we introducé bifurcation func-
tions ƒ fh in such a way that they operate from Rn+1 into Rn (n = codim
Range Ff(x*)) and possess properties which will justify the application of the
results proved in [5, 6]. The main results are formulated in Theorems 1, 3, 4.
Theorem 2 dealing with bifurcation équations is a quotation from [6].

In Chapter IV we present an example illustrating the theory of Chapter III.
Similar problems to ours were examined by for example Moore, Spence [7]

or Weiss [12]. Moore, Spence [7] were the first to take up the question of an
external approximation of bifurcation problems in so gênerai a form, although
they dealt only with the case of a regular point. Their work can be put into the
framework of ours.

H. PRELIMINARIES

In our work families of approximating operators and spaces will be indexed
by a parameter h e (0, Ao]. Where it does not cause misunderstanding, the
letter « h » will be omitted. For example instead of denoting an open bail in
a normed space Xh — by a symbol BXh(x

h
0, 5), we will simply write B(XQ, 8),

Our main tools will be the generalized implicit function theorem and a
corollary from it giving an important error estimate in the versions presented
by Descloux, Rappaz in [6] pp. 323-324. In [6] these results were applied for a
family of operators Gh : X x Y -> Z, each considered in the neighbourhood
of a point (x0, y0) e X x Y; where X, Y, Z were Banach spaces. These theo-
rems, however, can be applied in a more gênerai context. And we will apply
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APPROXIMATION OF BIFURCATION PROBLEMS 2 7

them for a family of operators Gh : Xh x Yh-> Zh, each considérée in the
neighbourhood of a point (x£, yo)sXh x Yh ; where Xh, Yh, Zh will be Banach
spaces for each h.

At the end we quote a well known resuit on a uniform convergence :

THEOREM II : Let X be a Banach space ; D c X — be a precompact set ;
{Xh}h^hobe a family ofnormed spaces. Let the mappingsfh : D -> Xhip : D - • U+

fulfil the conditions :

1) ||Ji(x)||»-»Pto VxeD,
2) 3L > 0 VA ^ Ao Vx, j e Z ) : || / fc(x) - fh(y) \h<L\\x-y\\.

Then the convergence in 1) is uniform on the set D.

m. MAIN RESULTS

Let X, Y be real Banach spaces approximated by the families { Xh }, { Yh }
ef^eal Baaa^ spaoes. Let a^online^ ^ ^ a t o r F : X ^ Y be^ap^oximated
by nonlinear operators Fh : Xh -> Yh. Let us formulate :

Exact Problem : Find the solution set of the équation :

(1) F(x) = 0

in a neighbourhood of a point x* which is regular or critical.

Approximate Problem : Find the solution set of the équation :

(2) Fh(xh) = 0

in a neighbourhood of a certain point xj. Examine how the solutions of (2)
approximate the solutions of (1).

We will deal with these problems assuming :

(Al) The operators F and Fh for h ^ h0 are of class Cp; p ^ 2.
(A2) x* is regular or critical with codim Range F'(x) = n ^ 0 (i.e.

JF(x*) = 0, Range F'(x*) is a closed subspace of Y, dim Ker F'(x*) =
n + 1, codim Range F'(x*) = n).

If we dénote :

(3) Xt = Ker F'(x*) Y2 = Range F'(x*),

vol. 20, n° 1,1986



28 E. DEMIRSKA

the assumption (A2) implies existence of two closed subspaces X2 <= X
and Yx <= Y such that dim Y± = n and the following décompositions hold :

(4) X = X1@X2,

(5) Y - yx e y2 .

Next we assume that the spaces X and Xfc are connected by restriction ope-
rators rh e L(X, Xh), while the spaces Y and Yh — by restriction operators
sh e L(Y, Yh). Let the following décompositions be true :

(6) Xh = Xlh © X2h Xlh = Xlh X2h = X2h V/* < Ao,

(7) Yh = y1Jk e y2h F l h = ylfc y2ft = Y2h vh^h0.

Let us introducé further définitions :

(8) P : X -> X2, Ph : Xh -> X2/I are projections associated with the décom-

positions (4) and (6) respectively (i.e. P2 = P, PZ = X2, (I - P) X = Xj),

(9) Ô : Y -> y2, Qfc : Yh -> Y2h are projections associated with the décom-

positions (5) and (7) respectively,
(10) { x0, xu ..., xn } is a basis of Xx = Ker F'(x*X
(11) { yl9 ..., ̂ n } is a basis of Ylt

Let linear operators S : Un+1-^X1=(I~P) X,Sh ; lRw+1^X lh = (/-Ph)X f t

map a = ]a0, al9..., a j x e [Rn+1 into Sa and Sft a respectively where :

(12) Sa - £ afx£ Sfc a = (/ - Ph)rhSa.
i = 0

Let linear operators E : [Rw-> yx = ( / - g ) Y, Eh : Rn-> ylj( = ( / - Qh) Yh map
a = [a1?..., a j x e IR" into Ea and £fc a respectively where :

(13) £a = £ a, y4 £fc a = (/ - & ) s, £a .

Now we are prepared to introducé further assumptions by which the main
results of this paper will be proved :

M2 AN Modélisation mathématique et Analyse numérique
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APPROXIMATION OF BIFURCATION PROBLEMS 29

(BI) II x * - r h x * | |„^0

(B2) B M ^ O 3 8 > O : V O < * < / ? VxfceB(xî,8)

(B3) Qh F^(x^) \Xlh are isomorphisms of X2h onto Y2h with inverses
uniformly bounded

(B4) 3r > 0 : Vx e £(x*, r) V0 ^ fc < p - 1

^ , ^ , . . , ^ 1 -fixed

(̂  ,..., E ) - F{k)(r x)(r ^ , ..., r ^ ) II -• 0

(B5) 3M2 ^ 0 : || rh \\h ̂  M2 V/i

0 : II Pit Ut < A t Vh^h0

(B7) V X G X ! ( r , P - P , r , ) x ||fc-, 0

(B8) Sh are isomorphisms of Un+1 onto f̂lft with inverses uniformly
bounded.

(B9) 3M4 ^ 0 : \\ sh \\h ^ M4 VA ̂  Ao

(B10) 3M5 ^ 0 : || efc lift ^ M5 VA < Ao

(B12) Eh are isomorphisms of R" onto Ylh with inverses uniformly bounded.

Remark ïll A :

a) (B2)-(B4) characterize the approximation of the operator F,
(B5)-(B8) — the approximation of the space X and the décomposition

X = Xx ® X29 (B9)-(B12) — the approximation of Y and the décomposition
F = Y1 0 72 .

(B4)? (B7), (Bll) are called conditions of consistency ; (B3) is a condition
of stability and it is justified by the fact that F'(x*) |Xa is an isomorphism of
X2 onto Y2 (see [5, 6]).

b) There may arise difficulties with the choice of the spaces X l h , Xlhy Ylh,
Ylh. Sometimes there is some indication that a certain point x£ G Xh is a bifur-
cation point for the operator Fh. But it is still a question and we want to prove
it. Then we suggest that the very natural choice : Xlh = Ker i^(x*), Y2h =

vol. 20, n° 1, 1986



30 E. DEMIRSKA

Range F^(x*) be tried at first. So that X2h and Ylh eould be defined» we think
that for some types of problems spectral projections could be used. In order
to check (B3), (B6), (B7), (B10), (BH), one should then use the theory of external
approximation of linear eigenvalue problems — see for example Chatelin [2],
Deseloux, Nassif, Rappaz [4], Reginska [8]. All this will be illustrated in the
example in Chapter IV.

c) Assumptions (B8) and (BI2) may seem strange. It will turn out later
that (B12) will enable us to introducé bifurcation functions ƒ fh : Un+1 ~* Rw

in a sensible way. (B8) is an equivalent of (B12) for X and its usefulness will
be pointed to at the very end of our considérations.

d) The existence and uniform boundedness of £A~1 in (B12) can be concluded
from (B9)-(B11), when it is known from other considérations that dim Ylh = n
and :

1) a stable and convergent external approximation { 7, #"y, (%5 Yh, sh,
qh } h ^ h o is given (for the définition see Temam [11]) or instead of 1) :

or instead of 1) :
2) Norms in Yt and Yh are «matched», i.e. |j shy \\h -• \\ y \\nc VyeYx.

The symbol | | . ||wc dénotes any norm in Yx. This norm need not be induced
from Y.

For the proof of d\ see [3]. An analogous result is true for the operators
S*"1 from(B8).

Now we will apply the Lyapunov-Schmidt method. Exact Problem (1) is
replaced equivalently by a problem of solving the two équations :

(14') f QF(x) = 0

(14W) 1 (/ - Ô) F(x) = 0 (see (5)5 (9)),

each one in the neighbourhood of x*.
Analogously Approxknate Problem (2) is replaced, equivalently by a pro-

blem of solving the two équations :

(15") | (I-Qh)Fh(xh)^Q (see (7), (9)),

each one in the neighbourhood of xj.

Relations between the solutions of the infmite-dimensional problems QF(x) = 0,
QhFh(Xh) = ù

Let us introducé nonlinear operators G : Un+1 x X2 -• Y2, Gh : U
n+i x

M2 AN Modélisation mathématique et Analyse numérique
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APPROXIMATION OF BIFURCATION PROBLEMS 31

X2h -> Y2h such that : Va e 1R"+ x

(16) G(a, v) = QF{x* + Sa + v) Vv s X2 (see (10), (12)),

(17) G^ vh) = Qh Fh(xS + Sh a + »„) Vifc e * 2 „ (see (12)).

It is obvious that (14') is equivalent to solvin£ the équation :

(18) G(a, v) = 0 in a neighbourhood of 0 e r + 1 x I 2 .

If the operator Sh is invertible, then (15') becomes equivalent to solving
the équation :

(19) Gh(asuh) = 0 in a neighbourhood of 0eUn+1 x X2h.

Now we will fînd relations between the solutions of (18) and (19).

THEOREM III. 1 : Lef (A1)-(A2), (B1)-(B7), (B9)-(B11) hold.

à) Then there exist constants hu %u a > 0, a unique map

V . i>(U, L)1) Cl H —• A 2

such that :

(20) G(o, v(a)) - 0 || v(a) || < a Va e B(0, ̂ )

and for any h < hra unique map vh : B(0, ̂ x) <= Rn+1 -»• X2h swcA ^ a t :

(21) G,(a, »fc(a)) = 0 || vh(a) \\h < a Va e B(0, ̂ ) .

Moreover v, vn are ofclass Cp with all the derivatives of orders 0, 1, ...,/? «m-
formly bounded with respect to a eB(0, ÇA), h ^ hx.

b) For any k = 0, 1,...,/? — 1 ÖHC/ «nj h ^ hx thefollowing estimate is true
(see (10)) :

(22) || r, i;w(a) - »f >(o) || < Const H^a) Va 6 B(0, ̂ ) ,

where

(23) Hh
k(a) = || rh x* - xf II + f || {Ph rh - rh P) x, || +

i = 0

t \\\(Phrh-rhP)v«\o)
1 = 0

— lFh(rh(x* + Sa + v(a))) - sh F(x* + Sa

vol. 20,n°l, 1986



32 E. DEMIRSKA

Moreover for any k = O, 1,..., p — 1 :

(24) sup Hk(a)^0 sup || rh I O

c) For any function X : (— t0, t0) -» B(0,2^) W/H'CÂ /s o/ c/ass C and has
all its derivatives uniformly bounded ; t0 > 0 ; r < p — 1, /or anj' 0 ^ A: < r
and arry h ^ h1, the following is true (see (10)) :

(25)

where

(26) l

r —i

^h(K t)

i

<X(,

= 0

dl

dt

0)-

{

dk

C o n s t Hk(X, t) V | t | < f 0 ,

\\(Phrh-rhP)Xi\\ +

„, d'

where x* + SX(t) + v(X{t)) should be inserted into (.)•
Moreover for any k = 0, 1, ..., r < p — 1 :

(27) sup
| t | < t 0

0 sup o.

Proo/ : Part a) is an immédiate coroliary from the generalized impücit
function theorem (see Theorem 2.1 in [6], p. 323).

Part b) : Since v : .8(0, ^ ) - • X2 = PX, then ^ ( a ) = Pi;(k)(cr) VA: Va
and

(28) ||

(rh P-Ph rh) V* Ph rh v*

From Part d) v is continuous and v(0) = 0. Then if ^ > 0 is chosen suffi-
ciently small, from the uniform boundedness of rh and Ph, it will follow that :

Va G B(0, ^ ) VA ^ h, || Ph rh v(a) || < a so Ph rh v(a) e BXJQ, a),

where a is given by Part d). Now we can apply Theorem 2.2 from [6] with

0* : = vh>
 sh : = A rh v- The estimate :

P»ràt>
w(a)-t;î»(q)|| < Const

1=0

M2 AN Modélisation mathématique et Analyse numérique
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APPROXIMATION OF BIFURCATION PROBLEMS 33

after some transformations together with (28) reduces to (22), (23). Hence
and from Theorem II we obtain (24).

Part c) is proved in the same way as Part b).

Remark III. 2 : (B8) is not an assumption of Theorem 1. Obtaining complete
information about the solutions of Gh(o, vh) = 0 in the neighbourhood of 0,
we will not obtain complete information about the solutions of Qh Fh(xh) = 0
in the neighbourhood of x£, if the operators Sh are not invertible.

Définition and properties of bifurcation fonctions

Now we will introducé bifurcation functions f fh :B(Q, ̂ ) c Un+1 -» Rn

both for Exact and Approximate Problems. We will show that ƒ, fh are of
class Cp with all the derivatives uniformly bounded with respect to h < h2

and a G B(03 £2) and that fh with ail its derivatives of orders 0, 1, ...,/> — 1
converges to ƒ uniformly on a bail B(0, ̂ 2).

Let the mappings v, vh and the constants ^i,h1 > 0 be given by Theorem 1.
Let us insert v and vh into (14") and (15") respectively. Let us defîne functions

0 : B(0,

by the formulae :

(29) g(a) = (/ - Q) F(x* + Sa + v(a))

(30) gh(a) = (/ -. Qh) Fjpt + Sho + vh(a)).

The fact that v(Q) = 0, the continuity of v and the uniform discrete conver-
gence of vh to v (see (24)) make it possible to choose 0 < h2 ^ hx and
0 < ^2 ^ ^

(31) xt + Sho + vh(u) e B(xt S) VA < h2 V || a || < %2 ,

where 8 is such as in the assumption (B2). From (31), from (B2) and other
assumptions, from the fact that v> vh are of class Cp with ail its derivatives
uniformly bounded (see Part a) of Theorem 1), it follows that g, gh are also
of class Cp with all the derivatives uniformly bounded, Le. :

(32) 1 ékKo) ||, || gf (a) || ^ Const V*=0,.. , / , VA ̂  h2 V || o | | < Ça .

Let us assume (B12) and define bifurcation functions

/, Jh .

vol. 20, nP 1, 1986
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by the formulae :

(33)

(34)

E. DEMHtSKA

f(a) = E-ig(

M<y) = Eh-
lgh

(see (11), (13), (29), (30) and then (14"), (15")).
We will be interested in solving the bifurcation équations :

(35) /(o)-0,

(36) ƒ»(*) = 0 .

Of œurse f, fh are of class C. Now we will be able to justify the assumption
(B12) of the uniform boundedness of the operators E^1. Thanks to it and
(32) :

(37) | |/«(ff)| | , | | j2»>(a)| |<Const Vfc=0, ...,/> V/J < h2 V || a

From (B12), (13) and the equalities :

we get also :

(38) || ffKa) - fik)(a) \\ ̂  Const || 9?>(o) - (/
^ Const || F f (x* + Sho + vh(G)) - sh(J - Q) F<k>(x* + Sa + v{a)) \\ .

Making further transformations in (38) and using the estimâtes (22), (23)
given by Theorem 1, we will prove :

(39) || ƒ„<*>(<*) ~ ƒ ( k V) || < Const fl*(a)

where H^(a) is given by (23).
From (24) it will follow that :

(40) sup I jï»(or) - ƒ W(o) || - 0 Vfc - 0,1,..., p - 1 .
II I! $

Similarly we will prove that for any function X : (— tö910) -• 5(0, ̂ 2) which
is of class Cr and which has all the derivatives uniformly bounded, where

M2 AN Modélisation mathématique et Analyse numérique
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APPROXIMATION OF BIFURCATION PROBLEMS 3 5

t0 > 0 ; 0 ^ r < p — 1, the following is true :

<4i) I ?
V& = 0 , . . . , r Vh^h2 V | t | < t09

where J ï ^ ( ^ r) is given by (26).

Bifurcation équations ƒ(<?) = 0, fh(a) = 0. Final results

Let us assume that ƒ, fh are not necessarily bifurcation functions dealt
with previously but that they are any functions operating between finite
dimensional spaces J£u ft such that dim fx — n, dim Xt — n + 1 ; n > 0.
Let us introducé the following assumptions :

(Cl)
<C2)

(C3)

(C4)

(C5)

ƒ, fh are of class C ;

"3qr^N '. 2 ^~q~^ p —.

3CT0 6 Xi '. <r0 # 0 ai

the relations : er e X
xeU such that CT =

J2»(O) = 0 VA: =

P

1,1
îd

"„
t a

0,

/ (4 )(0).

0

u , w n u e j (U;—u v/c—u,,..,^^—1.
JJ€ = Q

a*~1,a = 0 imply the existence of

1

If <70 fulfills (C3), then a0 is called a characteristic ray ; if in addition to
(C3) the condition (C4) holds» then a 0 is called a nondegenerate characteristic
ray.

Let us choose \|/0 G X? such that : *M<*o) ^ 0. Let us define the mappings
9, % : R x Jfj -+ R x f j :

(42) «(' , a) = ^ 0 ( a - < * < > ) , £

(43) ârfc(t, a ) =

Then we quote :

THEOREM I I L 2 : Let ƒ fh : B(05 Ç2) c Xx - * f t ; Ç2, A2 > 0 ; A ^ h2. Let

f y fhfaffl (C1)-(C5) and posess properties (37), (40). Then there exist constants

A3, t0, p > 0 and two unique maps o,oh :(— tQ, t0)

(44) 9(t,a(t)) = 0

(45) SM(t, ah(f)) = 0 I a f c ( t ) - a 0 | | < p

vol 20, n° 1, 1986



36 E. DEMIRSKA

The mappings er, ah are ofclass Cp~q with all the derivatives uniformly bonded
with respect both to \ t \ < t0 and h ^ h3. Moreover ^(0, CT0) = 0 and for
k = 0, ...,/> - q - 1 , h^h3 :

(46) sup
111 < f o

dk

dt
(t) - to(0]

k + q-1

< Const £
ï = 0

sup
UI <*0

: The proof of Theorem 4.2, p. 332 from [6] goes without any changes.
Although the assumptions there are formulated otherwise, it does not matter
because only (37), (40), (C1)-(C5) are used in the proof.

Let us come back to the situation where f fh : Un+1 -> Un are bifurcation
functions defined by (33), (34). Theorems 1 and 2 together with the estimate
(41) will allow us to state :

THEOREM III. 3 : Let (A1)-(A2), (B1)-(B7), (B9)-(B12) and (C1)-(C5) be
fulfïlled. Let the mappings x(.), **(•) be defined by the formulae :

(47) x(t) = x* + S(ta(t)) + v(to(t)) \t\<t0,

(48) xh(t) = xjf + Sh(tah(t)) + vh(tah(t)) \t\<t0 h^h3,

where the mappings a, oh, the numbers p, /z3? t0 > 0 are given by Theorem 2,
while the mappings v, vh — b y Theorem 1. Then x, xh are of class Cp~q with
all the derivatives uniformly bounded with respect to t and h,

(49)

(50)

(51)

F(x(t)) = 0

" iXXtXl)) — U

x(0) = x*

V | t |

V| t j

x'(0)

< to

<t0

= SCT0

VA

Moreover xh with all its derivatives of orders 0, --.,ƒ? — q — 1 converge to x
discreetly and uniformly on the interval \ t\ < t0. The speed ofthis convergence
is characterized by the estimate :

(52) sup || rh x<fc>(t) - x<k>(0 || ^ Const sup H ^ - \ \ t),
\t\<t0 I ' I < ' o

where X(t) = tc(t); H^^HX, t) is defined by (26).

Proof : We have introduced bifurcation functions f, fh in such a way that
they fulfil (37) and (40), so Theorem 2 is applicable. We have :

rh x(t) - x„(0 = [r„ x* - xjf] + [(rfc S -

\rh »(to(t)) - vh{

] = [rh x* - xt] + Wl(t) + W2
h(i) + Wl(t) + W4

h(t).
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APPROXIMATION OF BIFURCATION PROBLEMS 37

Minding that :

(see (10), (12)),

sup
111 < 'o

from (41), (46),

<Const £ || (rhP-Phrh)
i = O

Const sup Hi+q~x(ta(t)9t)
\t\ <t0

Const H£(to(t\ t)

from the estimate (25) of Theorem 1,

dk , k || dl

from the uniform boundedness of the derivatives of vh9 the estimate (52)
becomes obvious.

Remark UI.3 :

a) In (C2) : the condition q > 2 is automatically satisfied, since it follows
from Theorem 1 that t?(0) = 0, i/(0) = 0, /(0) = 0, /'(O) = 0. (Cl) is also
satisfied.

b) (C5) is rarely fulfïlled. One occasion when it holds is the so called « pri-
mary bifurcation ». In most cases, however, (C5) does not hold. Then the
existence and the uniform discrete convergence of xh(.) to x(.) can be shown
not on the whole interval 11 \ < £05butonlyonitspart(-£0, — 8,/e) u (ô^/e, £0),
where e > 0 is a certain constant while

(53)

In the case when (C5) does not hold, the same properties (37), (40) allow
us to repeat (without any changes) the proof of Theorem 4.4 and some of
the estimâtes in the proof of Theorem 4.5 from Descloux, Rappaz [5], pp. 39-49.
In the end the following estimate is obtained :

(54) sup || rh x(t) - xh(i) Const { Sft + sup
|tj <r0

where X{t) = ta(t); 8h is given by (53); H%-\X, t) - by (26).
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Now we will proceed to characterize the behaviour of all the solutions of
Exact and Approximate Problems. At first we will deal with bifurcation
équations. Let (A1)-(A2)> (B1)-(B12) hold. Let the bifurcation functions ƒ, fh

have properties (C2), (C5). Let all the characteristic rays of ƒ (Le. vectors
satisfying (C3)) be nondegenerate (i.e. (C4) holds in addition to (C3)). Then
if YJ dénotes the set of all the characteristic rays with norm 1, it is easy to
show that YJ IS finite, say Y = i ai> —> CTm }> II a i II = 1- By Theorem 2
applied m-times, there exist numbers h3i, th (3; > 0 such that to each at cor-
responds :

— an implicit function af : (— th tt) -> Un+1 for the operator ^ defined
by (42),

— for any h < h3i — an implicit function aih : (— th tt) -> Rn+1 for the
operator <&h defined by (43).

LEMMA III. 1 : There exist numbers £*, h* > 0 such that :

(55) A= { a e l l ( 0 , 5 * ) c Un+1 : f{a) = 0 } <= U { taf(0 : \t \ < tt }

andfor any h ^ h* :

(56) ^ = {a€ JB(0,|*):/ f t(a) = 0}<= Ü { tott(t) : \t | < t, } .

Proof : For i = 1,..., m we defme the cones :

(57) Ct= {<JEM«+1:\\ ^{ad o - *,(a) a, || < p, | ^(a) | } ,

where y\f{ have been introduced in (42)-(43). There are no characteristic rays
m

of ƒ in the closed set D = Un+1 — U Ct. Hence and from the compactness

of the sphère in Un+ x we conclude that a := —: inf II fiq)(ö).<jq II > 0.
By (40) we get that if h* is sufficiently small also :

(58) ah := ± inf || ff(0).o* \\ > ~ > 0 V / ^ A* .
q l oeD, || a || =1 ' Z

Now we will show that in the set B(0, £*) n D there are no solutions of the
équations ƒ (a) = 0 and fh(a) = 0 for any h < h* except a = 0 provided that
/z*, Ç* > 0 are sufficiently small. Let h < h*9 a e D n B(0, £*) - { 0 } be faed
but such that fh(a) = 0.
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Taking (C2) and (C5) into account we obtain by Taylor's expansion :

fM = ji II * HVh
(9)(0) (j^J + RM || RM I < ̂ -^ || a ||««

where JV is a œnstant bounding the derivatives of fh (see (37)). Hence and
from (58) :

"A || a ||« > 0 ,

if Ç* ^ || a || is sufficiently small. The same is true for ƒ.
We have proved that (see (55), (56)) :

A<z Ü {C£nB(0,Ç*):/(a) = 0} Ah ^ Ü {Cl

Now we will show that :

{ a G Q n B(0, ^*) : ƒ (a) = 0 } c { tat(t) :\t\<tt}9

{ a G Ct n 5(0, ^*) : /„(a) = 0 } c { ta t t(t) : | 11 < t£ }

Let h*i h*,<jeCin J3(0, ^*) be fixed but such that /h(a) = 0. The same
procedure may be repeated for ƒ In the définition (57) of C£ there is a sharp

\|/(CT) 1

inequality. Therefore if we define t •= . , . , then t ^ 0. For X := - a we

have : xj/̂ Ji - at) = 0 and due to (57) : || X - at \\ < p£. If ^* ^ || a || is
small enough then 111 < tt. Taking into account that : fh(tX) = 0, \)/£(À, — <Jt) — 0,
II A, — dj || < Pi, 111 < tj and h ^ h* ^ h3i, we conclude from Theorem 2 —
from the uniqueness statement — that X = oih(t\ a = toih(t).

Now let 4i» h l 9 a > 0 be given by Theorem 1 and let us diminish ^*s A*
from Lemma 1 so that : h* ^ Al9 Ç* ^ ^ . Then :

LEMMA III. 2 : There exist positive constant y > 0 such that :

(59) { x e I : F ( x ) = 0 A || X - X* || < y } c

c { x* + Sa + v(a) :f(a) = 0 A || a || < ^* }

and for any h ^ A* :

(60) { X„GX„ : Ffc(xfc) = 0 A || xfc - xf || < y} c

c {xj + Sfca + t>fc(a) :/fc(a) = 0 A || a || < ^* } .
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Proof : We choose y > 0 in such a way that :

(61) || Ph\\ y < a II Sh-
X{î - Ph) || y < Ç* VA ̂  A*.

Since />,,, Sft"
x (see (B8)) are uniformly bounded such a choice y of is possible.

Let h ^ A*, xh e Xh be fixed but such that Fh{xh) = 0, || xh - x% \\ < y. Denot-
ing zh := xh — x% and minding that Sh : Rn+1 -> Xlfc = (J - Ph) Xh are iso-
morphisms, we may write :

* * h h 2h ah = S ^ H / - Ph) h > v
2h - Ph zh.

From (61), and the fact that || zh || < y, it follows that :

From the uniqueness guarateed by Theorem 1, Part a) we obtain : v2h = vh(<yh\
xh = xi + 5ft a , 4- ^ K ) . Since /ft(afc) = ^ ^ ( J » ÔJ F f cW, Fh(xh) = 0,
then also fh(oh) = 0 and (60) is proved. The same is true for (59).

Remark III .4 : If we assumed in (B8) only invertibility of Sh and did not
assume their uniform boundedness, then (60) could be proved with y replaced
by yh > 0. However, the case : yh -> 0 could not be then excluded.

From Lemma 1 and 2 and Theorem 3 we have :

THEOREM III .4 : Let (A1)-(A2), (B1)-(B12) holà. Let the bifurcation func-
tions f, fh fuljîl (C2) and (C5). We also assume that all the characteristic rays
of f are nondegenerate. Then there exist an integer m and positive constants
h*, y, tu ..., tm > 0 such that :

( 6 2 ) { x e X : F ( x ) = 0 A | | x - x * | | < y } c = ( j { x t ( t ) : \ t \ < t t }

and for any h ^ h* :

(63) { xheXh : Fh(xh) = 0 A || X , - x*h || < y } c Ü {xjfy :\t\<ti).
1 = 1

The branches x{ and xih are of classe Cp~q ; furthermore for any i — 1,..., m
the function xih with ail its derivatives of orders fc = 05...,/? — q — 1 converge
uniformly and discreetly to the relevant derivatives ofxt ; the speed ofthis conver-
gence and parametrization of xt, xih have been characterized in Theorem 3.
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IV. EXAMPLE

Let us define a form a : H£{0, 1) x H£{Q, 1) -> R :

(1) a(w, u) =
Jo

where

(2) beC^O, 1], è > oc0 > 0, oc0 is a constant.

Let us also dénote :

r1

h v) = u{x) v\
Jo

(u, v) = u{x) v(x) dx Vu, VEHQ .
Jo

We will be interested in finding_ solutions JXjJu) e R X H# OÎ the équation i

(3) a(u, v) = X(up + u, t?) Vi? e Ho1 2 ^ p e N

in a neighbourhood of a point (À,o, 0)eR x HQ, where A,o ̂  0 is a simple
eigenvalue of the problem : a{u, v) = X(u, v) VVSHQ. By the Lax-Milgram
theorem there exists an operator TEL{HQ) such that : a(Tu, v) = (u, v)
Vu, veHQ. SO (3) becomes equivalent to :

(4) u = XT(up + u) XeU USHQ1 .

From the assumptions about Xo we get the existence of an eigenvector <p ̂  0
such that : cp = Xo Tcp. Let us define as in Chapter III :

F(X, M) = M - XT(up + M) x* = (ko, 0)

W 2 = Range F'(x*) = Range (ƒ - Xo T) Yx = span {cp } y0 = q>

Taking into account the following relations (in which ƒ dénotes the bifurcation
function for the operator F) :

DF{\ u) Oi, v) = v - XTipu*-1 v + v) - \xT(up + M),

D2 F(K u) {\iu v,) (ji2, v2) = - XT(p(p - 1) up~2
 Vl v2) -

- \i, T{pup'x v2 + v2) - \i2 Tipu*-1 vx + vx)9
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*2r. (0,0) = E'Hl- Q) F"(X0,0)x2
0 = E-1{I-Q) F"(X0, 0) (1,0)2 = O,

Ö<J1

(0,0) = E "*(ƒ - Q) F"(X0, 0)x0 xt

= E - 1 ^ - Ö)F"(^o»0) (1,0) (O,cp) = E~\l - Ö ) ( - Tcp) =

we see that (k0, 0) is a simple bifurcation point of F.
Our next step will be defîning the approximate problem. To this end let

us at fîrst define the external approximation { 7, <FY, œ, Yhi sh, qh }h of the
space Y as it has been done in Reginska [9, 10] :

(6) ^Y = L2 x Hi (ou = (w, w)

n + 1
where

I u„ \l = h .

i^+1 = O for every uh = (wj,)?=i e ^"

(8) shu = {u{ih))ï=l qhuh =

where

(9) q°h u h = t * £

% is a characteristic function of the interval (0,1) and 7c(.) is a hat function :
7t(x) = - | x | + 1 for | x | < 1, n(x) = 0 for | x | > 1. It may be shown that :

(10) || sh || < Const || qh \\ ̂  Const

(11) qhshu-+(ùu VWGHQ.

Now we will extend the form a to a form â : SFY x ^r -• R and introducé
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forms ah:Yhx Yh -• R in the following way :

Cl

(12) â(w, ÏÏ) = [u\ v\ + bu0 v0] Vw = (w0, ux), W = (t?05 vx) e tFY

Jo

(13) ah{uh9 vh) = â{qh uhy qh vh) VwA, vkeYh.

We will be interested in finding solutions (X, uh)eU x Yh of the équation :

(14) ah{uhi vh) = X{up
h H- uh9 vh\ Vvh e Yh,

where

The assumptions (2) imply the continuity and the coerciveness of the form ö.
Hencerfrom (i3)r(W)) and the f̂act that s^l uh = uh

the forms ah are uniformly coercive and uniformly continuous. By Lax-Mil-
gram theorem there exist operators TheL(Yh) such that ah(Thuh,v^) =

(15) ||Tfc|| <Const.

The approximate problem (14) becomes equivalent to :

(16) uh = XTh{ul + «*) * e (R wh e Yh = Un .

Making use of the gênerai results from [8], Reginska proves in [9] :

(PI) | | ( T f c s f c - * 7 > | | - > 0 \fveffi

(P2) If n0 = 7— is an isolated simple eigenvalue of T and B(\i0, 8) n a { T} =

{ ^o }J ̂  > °5 ̂ e n f°r ^ sufficiently small : .6(^0, 8) n a { ̂ h} = { V>H }•
Moreover the algebraic multiplicity of fift is also 1 and nh -> n0.

(P3) If T a p(T) is a compact set, then for h small enough : F <= p(Th)
and || (Th — X)~l || < M, where M is independent both of h and À, e T.

(P4) I f r = i n : | j i - n o | = 2> and .R, KA are spectral projections :

a?) n^-^L
then : || {Rh sh - sh R) v \\ -^ 0
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From (17) and (P3) it follows immediately that :

(18) || Rh || < Const.

Let us introducé further définitions as in Chapter III (see (5)) :

' Xh = M x Yh rh(X, ü) = (X, sh u)

(19) « FfXK uh) = «il - ^Th(u^ + uh) xt = {Xh9 0) Xh = —

By these définitions :

(20) Qh F!liX^ = K ^ " T"} X2a = { 0 } x 72 h

^2h = QH Yh = Range F^(x*) Xlh = (I - P,) X„ = Ker F^ocjf).

Coming back for a while to (5) we notice that also Q — I — R, P(X,u) =

Then using (P1)-(P4), (15), (18) and (20) we check easily that all the assump-
tions of Theorem III.4 are fulfilled For example :

— (B8), (B12) follow from (10), (11) and Remark III. 1, d).
— (B3) follows from (20), (P2), (P3) and the formulae :

[& Fiixf) I^J"1 = (0, - »h[(Th - n„) \YJ-") =

— (C5) follows immediately from (20).
— The set of all the characteristic rays of the bifurcation function ƒ of the

norm 1 consists of exactly 2 éléments and they are nondegenerate — since
(XQ, 0) is a simple bifurcation point of F.

It follows from Theorem III. 4 that there exist a constant y > 0 such that
the set of all the solutions of (4) contained in the bail B{(X09 0), y)aUx H£
consists of exactly two solution branches x1(.), ^ ( O which turn out to be
of class C °°. The set of all the solutions of (16) contained in the bail Bh((kh, 0), y)c
R x R " consists of exactly two solution branches x lh(.), x%h{.) which are of
class C °°. The solution branches xlh(.\ x2h{.) with ail their derivatives converge
uniformly and discreetly to the relevant derivatives of the solution branches
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Remark IV. 1 : Let us consider a more gênerai case when :

— the form a corresponds to a self-adjoint differential operator of the
order 2 m, m ̂  1,

— the external approximation of Y-— H™(0, 1) is the generalization of the
approximation (6)-(9) of HQ (look for the partial piece-wise-polynomial

approximation of H™ in Aubin [1] p. 338), — n0 = —̂ is of fînite multiplicity

not necessarily 1.

If n0 does not split into more than 1 eigenvalue of the approximate problem
(a restrictive assumption !), then it follows from Reginska [8, 9] that (Bl)-
(B12) and (C5) are fulfîlled. Thus the conclusions of Theorem III.4 hold also
in this case.

If, however, \i0 splits into jij,..., nj a n d w e s e t xî : = ( — > ® I»
yVh )

choice suggested in Remark HI. 1, è) is^ot good since then dim Y^ < dim Yt,
dim XXh < dim X±. The choice Ylh = (/ - Qh) Yh, Y2h = Qh Yh, Xlh =
(I - Ph) Xhi Yh = Ph Xh, where the projections Qh, Ph are defined by means
of spectral projections in exactly the same manner as in (17), (19) — renders
that (B1)-(B12) are fulfïlled, (C5) is not Thus only the conclusions of Remark
III.36) hold.
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