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BOUNDS ON THE RATE-DISTORTION FUNGTION
FOR GEOMETRIG MEASURE OF DISTORTION

by B. D. SHARMA, Y. D. MATHUR and J. MITTER (*)

Abstract. — Earlier the auihors have defined the Geometrie Measure of Distortion
aD& where a(> 0) stands for the cost for distorsion per letter for correct transmission. In
this paper we calcuîate the Rate Distortion Function R(aD%). In Section 5, the Symmetrie
Measure of Distortion is defined and bounds are obtained on R(aDo) and aD%*

1. INTRODUCTION

In a communication process, let J xt i^"1 be the set of symbols trans-
l ii = O

mitted and J Yj \m l be the set of symbols received such that for correct
transmission xt corresponds to yt for every L For an independent letter source,
we shall dénote by pu the probal3ility of transmitting x{; and by qs(u the pro-
bability of receiving ys when xt is sent. The average mutual information is
given by

I(P;Q) == Y Y^^log (v^— ) (1.1;

For convenience, the logarithms are considered to the base e. For a trans-
mission with a fidelity criterion [3], the authors [4] have introduced the geo-
metrie measure of distortion given by

™\ (1.2)

u

where ptj is the distortion (cost) of transmitting Xj and receiving ys so that

Pij > a if 17^7 and pit = a where a > 0 (1.3)
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The rate distortion function of the source relative to the given distortion
measure is then defined as

*(aDS) = min/(P;Ô), (1.4)

where the minimization is done with respect to qsri under the condition that

aDG < J>%. (1.5)

Gallager [2]; Berger [1] and others have investigated noisy channel coding
theorems with the Shannon's measure of distortion geven by

i J

in which dl7 > 0 if i =£j and dn = 0 (1.7)

In this paper, we shall investigate the values of R^D^) and prove theorems
on the symmetrie measure of distortion with the geometrie fidelity criterion.

It is rather obvious that R^D^) is non négative and a non increasing
function of aD% for minimization in (1.4) is done over a constraint set which
is enlarged as aD% is increased.

2. CÀLCULATTON OF R(aDg)

Theorem 2,1 The set { qm } which gives R(aD%) i.e. min I(P; Q) subject
to the constraint aDG ^ aD% is given by

qm - ^ • PÏj^0 for all ij (2.1)

where £ ciP^Da - 1 for all j and qs == YaPi • 9jn-

Proof : We have to minimize (1.1) under the conditions

aZ>G = e x p | E Z ^ r

and ^] qjn = 1 for all i.
J

Consider the function

0 - I(P; Q) + X*aDG + E ^ - E ^ (2- 3)
i J

where À and f̂  are Lagrange's constants.

For a suitable choice let u, = —A-log—. (2.4)
Pi
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Replacing the set /* = \ & \N'X by c = ƒ ct l * " 1 (2.3) becomes
l J * = 0 I J i=0>

jy— l M—l f \ ( \

# = Z Z />rfc/< l o S v ^ log- +A.exp(ZS/>ü-1°S/>v)
f=o j=o \ ijPi'Qjn PiJ \ ' ' /

(2. 5)
Thus the condition for ^ to yield a stationary point for 0 is

log C i + A. exp ( YtYéPtiM l 0S Pu) l o S Ptf — log ̂  - 0 (2. 6)
?/ \ i j } Pi

for every / and j

where

Next (2.6) gives

Hjli — ~~* * Hj* Pij • IA <v

f7*

Multiphying (2.8) by/?£ and summing over i, we get

Z c< • PÔ*'000 = l for a l l i - (2- 9 )
i

Again summing up (2.8) over j and using the constraint Z ?//; — 1 f ° r

y
every /, we obtain

- • Z ft • PÜ^"00 = 1 for all /. (2.10)
Pt j

From (2.9) we get a set of M-linear équations in the unknowns ct and
another set of M-linear équations in qs obtained from (2.10). If N — M, we
can usually solve the équations and then find qJfi from (2.8). Since I(P ; Q)
is convex U in Q, 0 is also convex U and therefore the solution is a minimum, j

The above approach does not take into account the non-negativity of
quantities qifi and the resulting values of qJ/if giving minimum of I(P ; Q)
may become négative, leading to a non-feasible solution.

In the next theorem we follow an approach which always gives a feasible
solution.

Now we define a function

qj/t 1 +\.aDG (2.11)

where qJfJ > 0.
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It would be noted that since aDG < aD%

min ^ _ A. aD% < R(aD*). (2. 12)

Theorem 2,2 For any A > 0,

min ijj — H(U) + max £ Pi • l°g ci l ci > 0» (2.13)
«/i c i=0

where H(U) is the entropy of the source and C = | ct l^"1 is such that
l J £ = 0

^ cf • py ff ^ 1 where py ^ ^. (2. 14)

Also i/r is minimized for values of c; given by (2.8) in terms of qJfi and
the necessary and sufficient conditions on ct to achieve the maximum in (2.13)
are that there exists an output distribution satisfying (2.10) and (2.14) with
equality.

Proof : Consider the function

i j Qj a i Pi j

then

i

(2.15) can be put as

as p0-
Using the inequality log x < x — 1, we obtain

(using (2.14))
Combining (2.17) and (2.16), we get

(2.18)
i
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(2.18) is satisfied with equality if and oniy if the inequalities log x < x — 1
and (2.14) are satisfied with equality, or if and only if

QmC*mpV 1 = 1 for ail qm > 0 (2.19)
Qjn'Pt

and
9j > 0 (2-2°)

The conditions in the theorem are necessary for equality in (2.18) as we
obtain (2.10) from (2.19) after multiplying by qJfi and summing over y. Again
if the output probabilities satisfy (2.10) and if (2.20) is satisfied then as already
seen qJfi given by (2.8) is a transition assignment with output probabilities q^
By (2.10), the choice satisfies (2.19) so that the conditions of the theorem are
sufficient for equality in (2.18).

3. SYMMETRIC MEASURE OF DISTORTTON

If the number of input and output symbols are same and if the cost of
correct transmission is a and the cost of any incorrect transmission is ƒ?
(obviously a < jS) so that the distortion is

(et if I = J

Îj8 if / #7

then we refer to this as Symmetrie Measure of Distortion.

Theorem 3.1. Under symmetrie measure of Distortion, we have

( \ / V

ptgi-aloga) ~ (iSÎogy-^loga)10^-
(3

f log P — a log a ƒ ~~ \j81og P—alogaj

Plogp — a log a

(3.3)

with equality if

aD% ̂  a log a + (p log j8 — a log <x)(N— l)pn

where/?min is the minimum of all pt's.
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Proof : The constraint équations (2.14) under symmetrie measure of
distortion take the form

E ct - cj) fTX/ï<l (3.5)

0 < ƒ < M—l.

These are all symmetrie and can be made to hoid with equaiity by taking
c. = c0 for each i. Then,

Co = «Aa- [1 + (N— 1) - aAaj3 '*>] - 1 (3.6)

From (2.13) and (3.6), we have

min i/s ^ H(ü) + X • a log a — log [ l+(tf— 1) a
Aa • j8" A ]̂ (3,7)

Invoking the relation (2.12) we get for all À > 0,

£(«&%) > — A • «D% + H(U) + A . a log a - log [1 + (N - 1) cxAa . J8" A/?].

(3.8)

Now if we maximize the right hand side with respect to A, we get

therefore

A = g i / , log
^log ;8a loga aZ)* — aloga

(3.2) follows by substituting (3.10) into (3.8).

Now by theorem 2.2 (3.7) would hold with equaiity if we can find a solu-
tion of (2.10) such that qs 5= 0. Under the symmetrie measure of distortion
defined by (3.1), (2.10) gives

for values of ĉ  == c0 given in (3.6).

All q/s will be non négative if
1

Pî ^ £A/? '<x~Xcc + (N— 1) f o r e v e ry * (3.13)
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If À is suflniciently large (3.13) holds normally and (3.7) would hold with
equality.

Now combining (3.9) and (3.13), we get

for

aD% ̂  a log a + (j3 log p — a log <x)(N— l)/>min.

Hence the theorem. |

An Extension of Theorem 3.1

We shall now calculate R(œD%) for large values of aD% Without any loss
of generality we can assume that the source letters are ordered in decreasing
order of probabilities that is

Po>Px> . • . > / * - ! . (3.14)

Next suppose that there is an integer m, 0 < m < N— 1 such that

{ = 0 if j> m

> 0 i f j ^ m — L (3.15)

For j ^ m, (3.11) then gives

(3.5) must be satisfied with equality forj < m — 1, therefore for ally < m — 1,
all the Cj must be the same say c0 and Cj < c0 for y ^ m.

The constraint équations (2.14) for j = 0 gives

i=O

or c0 a"A« + (mc0 - c0) j 8" v + | J ct - p~Xfi = 1, (3.17)

or c0 [oT Aa + (m -
L
[oT
L

(using (3.16))

or c, = c0 = ïsllL. _ (3.18)

n» août 1973, R-2.
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It is clear from (3.16) that cm > cm+1 ^ ... ̂  cN„t and for j > m \
Cj < c0 will hold if

Now ]T/?£ log ct wiU be maximized for c given by (3.16) and (3.18), if
i

all the q'j s given by (3.11) are non négative. This requires from (3.11) that

since from (3.11) and (3.14) it is obvious that

Thus for the values of A for which (3.19) and (3.20) are satisfied, the given
c yields

(3.21)
i~m

The min $ over a range of A spécifies R(JD%) over the corresponding
range of A. The parameter A is related to aD% by

0 . (3-22)
Therefore

A = log f (m-WloSÏ-M) V
[M - p log J8 + (|8 log J8 - « log «)am J

For A and aI>g related by (3.22).

-\.aD% (3.24)

using (3.21) and (3.23); simplifying and rearranging the terms, (3.24) becomes

R( D*\ - n \H(TI \ 4- i *D% - ^ log j3 + ()3 log j8 - « log a)*

v io^ I «PS - )8 log j8 + ()8 log j8 - « log «)<r. 1
X 1 O g l (j8togj8-«log«)aB J
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r ySlogjg —ttZ>g 1 f p log P-aDG 1
l (jSlogjS—aloga)am J 8 l (/3log j8 — a log a)ffm J

P log jS + (]8 log p — ot log « K 1 _ 1

This can be equivalently expressed as

*(aZ>*) = (7mf̂ («7m) - H(A) - J log (m - 1)J

where H(Um) is the entropy of a reduœd ensemble with probabilities

Pofam y Pllam>»'>Pm-lfam>

A„*D% — ^ log j3 + (j3 log j8 — «logt»)*,,
—aloga)am

and
H(A) = — J log A — (1 — J) log(l — J ) .

Substituting (3.23) into (3.19) and (3.20) we obtain the bounds of aD%
given by

(jSlogjS —aloga \mpm— £ Pi ) + jSlog J8 < aZ)g ^ (j3 log j8 — a log a)
\ «-o /

X

When m = N— 1

(p log P —cc log a) mpm — 2,7

= a log a + (P log j8 — a log a)(tf— l)/»min.

which is the same as upper limt in (3.4). j
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APPENDIX

Shannon introduced piS as the single letter distortion when xt is sent and
ys is received. As there is always some cost even for correct transmission, we
take ptj > a for i 7^7; a > 0 and ptJ = a (where a is zero in Shannon's case).
Since any measure of distortion is an average of per letter distorsions p^s,
the measure in its most-generalized form is taken as

where (1) \fs is strictly monotonie and continuous function defined for non
négative values.
and (w) ƒ is positive valued and bounded weight function in [0, 1]

By setting ƒ (x) = x and tff (x) = log x in (A) we get

( \
S S Pu • loS Pfi I — II Pijqi/i where J] ]£/>y = 1
i j j tj i J

(*) For relevant matter of [4] refer to Appendix.
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