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ON CRITICAL EXPONENTS IN FIXED POINTS
OF k-UNIFORM BINARY MORPHISMS

DaLiA KRIEGER!

Abstract. Let w be an infinite fixed point of a binary k-uniform
morphism f, and let E(w) be the critical exponent of w. We give
necessary and sufficient conditions for F(w) to be bounded, and an
explicit formula to compute it when it is. In particular, we show that
E(w) is always rational. We also sketch an extension of our method to
non-uniform morphisms over general alphabets.

Mathematics Subject Classification. 68R15.

1. INTRODUCTION

Let w be a right-infinite word over a finite alphabet 3. The critical exponent of
w, denoted by E(w), is the supremum of the set of exponents r € Q>1, such that
w contains an r-power (see Sect. 2 for the definition of fractional powers). Given
an infinite word w, a natural question is to determine its critical exponent.

The first critical exponent to be computed was probably that of the Thue-
Morse word, t [2,22]. This word, defined as the fixed point beginning with 0 of the
Thue-Morse morphism p(0) = 01, (1) = 10, was proved by Thue in 1912 to be
overlap-free, that is, to contain no subword of the form azaxa, where a € {0,1}
and z € {0,1}*. In other words, t is r-power-free for all r > 2; and since it
contains 2-powers (squares), by our definition E(t) = 2. Another famous word for
which the critical exponent has been computed is the Fibonacci word f, defined as
the fixed point of the Fibonacci morphism f(0) = 01, f(1) = 0. In 1992, Mignosi
and Pirillo [19] showed that E(f) = 2 + ¢, where ¢ = (1 4+ v/5)/2 is the golden
mean. This gives an example of an irrational critical exponent. Another result we
mention here is the critical exponent of the ternary Arshon sequence, generated
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by iterating two alternating 3-uniform ternary morphisms: in 2001, Klepinin and
Sukhanov [12] showed it to be Z.

In a more general setting, critical exponents have been studied mainly with
relation to Sturmian words (for the definition, properties and structure of Sturmian
words, see e.g. [16] Chap. 2). In 1989, Mignosi [18] proved that for a Sturmian
word s, E(s) < oo if and only if the continued fraction expansion of the slope of s
has bounded partial quotients; an alternative proof was given in 1999 by Berstel
[3]. In 2000, Vandeth [23] gave an explicit formula for E(s), where s is a Sturmian
word which is a fixed point of a morphism, in terms of the continued fraction
expansion of the slope of s. In particular, E(s) is algebraic quadratic. Alternative
proofs for the results of Mignosi and Vandeth, with some generalizations, were
given in 2000 by Carpi and de Luca [5], and in 2001 by Justin and Pirillo [11].
Carpi and de Luca also showed that 2 + ¢ is the minimal critical exponent for
any Sturmian word. In 2002, Damanik and Lenz [7] gave a formula for critical
exponents of general Sturmian words, again in terms of the continued fraction
expansion of the slope. An alternative proof for this result was given in 2003 by
Cao and Wen [4].

In this work we consider infinite words generated by iterating a morphism,
also known as pure morphic sequences or DOL-words. For such words, most of
the research has focused on deciding whether a given word has bounded critical
exponent; see [6,8,13,20,21]. We study words generated by binary k-uniform mor-
phisms. Let f be a binary k-uniform morphism, and let w be a fixed point of f.
After some preliminary definitions and results, given in Section 2, we analyze in
Section 3 the structure of powers occurring in w. We show that when E(w) is
bounded, sufficiently large powers must have a power block divisible by k, and must
be produced by a simple iterative process, which we describe. Based on this anal-
ysis, we give necessary and sufficient conditions for E(w) to be bounded, and an
explicit formula to compute it when it is. In particular, we show that if E(w) < co
then it is rational. We also show that, given a rational number 0 < r < 1, we can
construct a binary k-uniform morphism f such E(f“(0)) = n+r for some positive
integer n.

The results presented in this paper where generalized in [15] to non-uniform
morphisms over an arbitrary finite alphabet. The main result, sketched in Sec-
tion 4, is that if f is uniform, then E(w) is rational when bounded; and if f is
non-erasing, then E(w) lies in the field extension Q[A1, ..., As], where A1,..., A
are the eigenvalues of the incidence matrix of f. In particular, it is algebraic of
degree at most |X|. In [15] we also gave (under certain conditions) an algorithm
for computing E(w).

Though the results of [15] are much more general, two points distinguish the
results of this paper: first, we give a simple formula for computing E(w), based on
only 4 iterations of f; for the general case, there are no such formula and bound.
Secondly, the proof is based on very elementary tools, while the general results
relies on heavy combinatorial and algebraic machinery.

This paper is an extended and corrected version of [14].
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2. PRELIMINARIES

We use Z>, (and similarly Q>,, R>,) to denote the integers (similarly rational
or real numbers) greater than or equal to r.

Let ¥ be a finite alphabet. We use the notation ¥*, ¥t and X“ to denote
the sets of finite words, non-empty finite words, and right-infinite words over 3,
respectively. We use £ to denote the empty word. Infinite words are usually
denoted by bold letters. For a finite word w € ¥*, |w]| is the length of w, and |w|,
is the number of occurrences in w of the letter a € ¥. For both finite and infinite
words, w; is the letter at position i, starting from zero; e.g., w = wowy - - - Wy,
W = wowiws - - -, where w; € . A word u € ¥* is a subword of a word w € X*UX¥
if w = zuy for some words z € ¥* and y € Z* UX¥. If x = ¢ (resp. y = ¢) then u
is a prefiz (resp. a suffir) of w. A prefix (resp. suffix) u of w is proper if u # w.
The set of subwords of a word w is denoted by S(w).

Let w be an infinite word. An occurrence of a subword within w is a triple
(2,4,7), where z € S(w), 0 <4 < j, and w; ---w; = z. In other words, z occurs
in w at positions i,...,j. For convenience, we usually omit the indices, and refer
to an occurrence (z,4,j) as z = w; - --w;. The set of all occurrences of subwords
within w is denoted by OC(w).

We use the notation < to denote the relation of subword or suboccurrence: if
x and y are words, x finite and y finite or infinite, then = < y stands for “z is
a subword of y”; if (x,,7) and (y,i’,j’) are occurrences within a word w, then
<y means that ¢/ <i and j' > j.

Let z=ag - -an,_1 € X7, a; € ¥. A positive integer ¢ < |z is a period of z if
Qjtq = a; for i =0,--- ,n—1—¢. An infinite word z = apa; - - - € X has a period
q € Z>1 if aj4q = a; for all i > 0; in this case, z is periodic, and we write z = z*,
where £ = ag - - - aq—1. If z has a periodic suffix, we say it is ultimately periodic.

A fractional power is a word of the form z = z"y, where n € Z>1, z € T, and
y is a proper prefix of x. Equivalently, z has a |z|-period and |y| = |z| mod |z|. If
|z| = p and |z| = ¢, we say that z is a p/q-power, or z = xP/9. Since ¢ stands for
both the fraction’s denominator and the period, we use non-reduced fractions to
denote fractional powers: for example, 10101 is a g—power (as well as a %—power),
while 1010101010 is a 17?—p0wer (as well as a 12—O—power). The word z is referred to
as the power block.

Let a be a real number. We say that a word w (finite or infinite) is a-power-free
if no subword of it is an r-power for any rational r > «; otherwise, w contains an
a-power. The critical exponent of an infinite word w is defined by

E(w) = sup{r € Q>1 : w contains an r-power}. (1)

By this definition, w contains a-powers for all 1 < o < E(w), but no a-powers
for o > E(w); it may or may not contain E(w)-powers.

A morphism f : ¥* — T' is k-uniform if |f(a)| = k for all a € ¥, where k is
a positive integer. A morphism f : ¥* — ¥* is prolongable on a letter a € X if
f(a) = ax for some x € ¥, and furthermore f™(z) # ¢ for all n > 0. If this is
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the case, then f™(a) is a proper prefix of f"*1(a) for all n > 0, and by applying f
successively we get an infinite fized point of f,

F4(a) = Tim f*(a) = azf(@) (@) )
Moreover, for a uniform morphism f # Id, w is a fixed point of f if and only if
w = f“(a) for some a € ¥ on which f is prolongable. Such fixed points are called
pure morphic sequences or DOL words. In this work we consider powers in fixed
points of uniform morphisms defined over a binary alphabet ¥ = {0, 1}, therefore
we assume that f is prolongable on 0.
We now give three key definitions.

Definition 1. Let z € 7 be a p/g-power. We say that z is reducible if it contains

a p’/q’-power, such that p'/q’ > p/q, or p'/¢' = p/q and ¢ < q. If p' /¢’ > p/q
then z is strictly reducible.

Example 1. The %—power 1011 1011 is strictly reducible, since it contains the
%—power 111. The g—power 101 101 is reducible since it contains the %—power 11.
The word 1111 is strictly reducible as a %—power and irreducible as a %—power.

Definition 2. Let w € ¥¢, and let z = w; - - - w; € OC(w) be a p/g-power. We say
that z is left stretchable (vesp. right stretchable) if w;—q---wj (resp. w; -+ wjy1)
is a (p + 1)/g-power. If z is neither left nor right stretchable we say it is an
unstretchable power.

Example 2. Let f : {0,1}* — {0,1}* be the morphism defined by f(0) = 01
and f(1) = 00, and let w = f<(0) = 0100 01 01 01 0 0---. Then the Z-power
wy - - -wg = 010101 is right-stretchable to the %—power wy - - - wig = 0101010.

Since F(w) is an upper bound, it is enough to consider irreducible, unstretchable
powers when computing it. Therefore, over a binary alphabet, we can assume that
p/q > 2: since any binary word of length 4 or more contains a square, a p/g-power
over {0, 1} with 1 < p/q < 2 is always reducible, save for the %—power 101 (010).

Definition 3. Let f be a binary k-uniform morphism. The left stretch of f,
denoted by o, is the longest word o € {0, 1}* satisfying f(0) = zo and f(1) = yo
for some z,y € {0,1}*. Similarly, the right stretch of f, denoted by py, is the
longest word p € {0,1}* satisfying f(0) = pz, f(1) = py for some x,y € {0,1}*.
The stretch size of f is the combined length Ay = |ps| + |0y

Example 3. The morphism defined by f(0) = 0110 and f(1) = 1010 satisfies
or =10, pf =€, and Ay = 2.
We can now state our main theorem:

Theorem 1. Let f be a binary k-uniform morphism prolongable on 0, and let
w = f¥(0). Then:
(1) E(w) = o0 if and only if at least one of the following holds:
(a) f(0)=rf(1);
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(d) k=2m+1, f(0)=(01)™0, f(1) = (10)™1.
(2) Suppose E(w) < oo. Let £ be the set of exponents r = p/q, such that
q < k and f*(0) contains an r-power. Then

B p(k*l)‘i’)\f
E(W)%@{W}'

In particular, E(w), when bounded, is always rational. The bound E(w)
is attained if and only if Ay = 0.

Here is an example of an application of Theorem 1:
Example 4. The Thue-Morse word is overlap-free.

Proof. The Thue-Morse morphism u satisfies A, = 0; and since the largest power
in ;14(0) is a square, we get that E(u(0)) = 2, and the bound is attained. O

The three following theorems are fundamental results in the area of combina-
torics on words. They constitute the main tools we use in this paper. Theorem 2
can be found in [16], Theorem 8.1.4; Theorems 3 and 4 can be found in [1], Theo-
rems 1.5.2 and 1.5.3. In this setting, ¥ is any finite alphabet.

Theorem 2 (Fine and Wilf [9]). Let w be a word having periods p and q, with
p < q, and suppose that |w| > p+ q— ged(p,q). Then w also has period ged(p, q).

Theorem 3 (Lyndon and Schiitzenberger [17]). Lety € ¥* and z,z € ©*. Then
xy = yz if and only if there exist u,v € X* and an integer e > 0 such that © = uv,
z =wvu, and y = (uv)cu.

Theorem 4 (Lyndon and Schiitzenberger [17]). Let z,y € XF. Then the following
three conditions are equivalent:

(1) 2y = ya; -
(2) There exist integers i,j > 0 such that x* = y?;
(3) There exist z € X+ and integers k,{ > 0 such that x = z* and y = z°.

We end this section by stating a theorem that will be useful later; the proof can
be found in, e.g., [1] Theorem 10.9.5. A word w € X¢ is recurrent if every finite
subword of w occurs infinitely often. It is uniformly recurrent if for each finite
subword x of w there exists an integer m, such that every subword of w of length
m contains x. A morphism h : ¥* — X* is primitive if there exists an integer n
such that b occurs in h"(a) for all letters a,b € X.

Theorem 5. Let h : ¥* — X* be a primitive morphism, prolongable on a. Then
h¥(a) is uniformly recurrent.
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FIGURE 1. Applying f to wi—1 -+ wjy1.

3. POWER STRUCTURE

For the rest of this section, ¥ = {0,1}.

Lemma 6. Let f be a binary k-uniform morphism prolongable on 0, and let
w = f¥(0). Let o, p and X\ be the left stretch, right stretch, and stretch size of f,
respectively. Suppose z = w; - --w; € OC(w) is a p/q-power. Then

B(w) > p(k—1)+ X
q(k —1)

Proof. If f(0) = f(1) or f(0) = 0¥ or f(1) = 1*, then it is easy to see that
E(w) = oo. Otherwise, f is primitive, thus w is recurrent by Theorem 5, and we
can assume that ¢ > 0. Let p = nqg+r, where n,r € Nand r < ¢, and let z = 2™y,
where @ = ag---aq—1 and y = ap---a,—1. Let f(w;—1) = uo and f(w;y1) = pv
for some u,v € ¥*. Applying f to wi—1 - - w41, we get a subword of w which is
a fractional power with period kg, as illustrated in Figure 1.

Since o is a common suffix of f(0) and f(1), it is a suffix of f(as—1) as well;
similarly, p is a prefix of f(a,). Therefore, we can stretch the kg-period of f(z) by
o to the left and p to the right. We get that 2z’ = o f(2)p is a (kp + \)/kg-power.

The process of applying f and stretching the resulting power can be repeated
infinitely. Successive applications of f give a sequence of powers, {pm/@m }m>0,
which satisfy po = p, qo = ¢, and for m > 0, p,, = kpm—1 + A, and ¢, = kqm—1.
Let m: OC(w) x Q — OC(w) x Q be the map defined by

() (ron52)

We use 7(z) and m(p/q) to denote the first and second component, respectively.
Iterating m on p/q, we get

kmq kmq q(k—1)

q

o (p) _ R AN R RPN p(k— D)+

Our goal is to show that the 7 map defined in (2) is what generates E(w), and
that it is enough to apply it to powers that appear in f4(0). Though the details
are a bit tedious, the proof idea is very simple:

(1) every p/g-power in w that satisfies ¢ = 0 (mod k) is an image under the
T map;
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(2) every p/g-power in w that satisfies ¢ Z 0 (mod k) and ¢ > k is reducible
to a p’/q’-power that satisfies ¢’ < k;

(3) all the distinct p/g-powers in w that satisfy ¢ < k must appear in £4(0).
We start with a few lemmas which describe power behavior in a more general
setting, namely, in an infinite word v = h(u), where h is a k-uniform binary
morphism and u € ¥“ is an arbitrary infinite word.

Definition 4. Let h be a binary k-uniform morphism, and let v = h(u) for some
u € X¥. We refer to the decomposition of v into images of h as decomposition
into k-blocks. Let o = v; ---v; € OC(v). The outer closure and inner closure of
«, denoted by &, &, respectively, are defined as follows:

: 1
vy, zﬁJk j[‘%}kl;

) )+ 1
Vi V5, i:’ré-‘k" j:\‘]Z—Jk’—l

Thus & € OC(v) consists of the minimal number of k-blocks that contain «; sim-
ilarly, & € OC(v) consists of the maximal number of k-blocks that are contained
in . By this definition, both & and & have inverse images under h, denoted by
h=1(&) and h=1(c&), respectively. Note that & may be empty.

o)

&

Lemma 7. Let h be an injective binary k-uniform morphism, let v .= h(u) for
some u € ¥, and let @ = v;---v; € OC(v) be an unstretchable p/q-power.
Suppose ¢ =0 (mod k). Then « is an image under the m map defined in (2).

Proof. Let ¢ = mk, m > 1. By definition, i —¢,j — j < k — 1. Therefore,
& = laf = (=) = (j —J) = o] = (2k - 2).

Since |a| = p and p/q > 2, we get that || > 2¢ — (2k —2) = (2m — 2)k + 2. If
m > 2, this implies that |&| > ¢; if m = 1, this implies that |&| > 2, and since
|&] =0 (mod k), necessarily |&| > k = ¢. Thus |&| > ¢, and since & < «, we get
that & has a g-period. It follows that & is a p’/g-power, where p’ = nk for some
n > 1. Let o/ = h~1(&). Since h is injective, necessarily o is an n/m-power.
Now apply h to o’. By the proof of Lemma 6, the mk-period of h(a’) can be
stretched by at least |o| to the left and |p| to the right, to create a power with
exponent (kn + X)/km = (p+ A)/q. On the other hand, h(o/) = &, and by inner
closure definition, the g-period of & can be stretched by at least i — 7 to the left
and at least j — j to the right to create the p/g-power a. But, since by assumption
« is unstretchable, it cannot be stretched more than this, i.e., it can be stretched
by exactly 7 — i to the left and j — j to the right. Therefore, o = w; -+ - w;_1,
p = Wjt1 -+ - wj, and
a=odp=och(a)p=mr(a). O

Lemma 8. Let h be a binary k-uniform morphism, let v = h(u) for some u € X,
and let « € OC(v) be a p/q-power with p/q > 2. Let Q be the power block. Suppose
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FIGURE 2. yz = zt, y = v/, |z| = i|ul.

q > 2k and ¢ £ 0 (mod k). Then either h(0) = h(1), or « is reducible to a p'/q' -
power, which satisfies ¢ < k. If the second case holds, we get one of the following:

(1) Q = u for some integer ¢ > 4 and uw € X7 satisfying |u| < k;
(2) p/a<5/2.
Proof. We start with three propositions that will be useful for the proof. All are

extensions of the theorems of Lyndon and Schiitzenberger (Thms. 3, 4) to systems
of word equations.

Proposition 9. Let x,y,2,t € X1, and suppose the following equalities hold:

(1) zy = ya;
(2) yz = zt (equivalently, tz = zy);
3) lz] = |=].

Then x =z and y = t.

Proof. By Theorem 4, xy = yx if and only if there exists u € T and integers
i,7 > 0 such that x = v’ and y = u?. Therefore, it is enough to prove the following:
uw’z = zt and |z| = i|u| imply 2z = u* and t = u/. We consider two cases:
i < j: inthis case, |z| = |z| < |y|, and since yz = zt, z is a prefix (equivalently
suffix) of y. Since y = w’ and |z| = i|u|, necessarily z = u* = z. This gives
us w/ % = u’t, which implies t = v/ = y.
i > j: here we use induction on |z|. If |z| = 1, then either |z| < |y|, which
implies ¢ < j, or |y| = 1, which implies x =y = 2z =t € X. Let |z| > 1.
Since |z| > |y|, we get that y = u/ is a prefix (suffix) of z. Let z = u/2’

(z = 2'u?). Then vz’ = 2/t (2'v/ =t2') and |2/| = |[u®| — |[u?| = (i — 7)|ul.
Therefore, by the induction hypothesis, 2/ = u*~7, and so z = u’ and
t=ul. O

Figure 2 illustrates Proposition 9.

Proposition 10. Let x,y,z,t € ¥, and suppose the following equalities hold:
(1) xy = yz;
(2) yx = zt (equivalently, tx = zy).

Then x =z and y = t.

Proof. We prove this proposition for yx = zt. The proof for tx = zy is identical.

By Theorem 3, xy = yz if and only if there exist u,v € ¥* and an integer e > 0
such that ¢ = wv, z = vu, and y = (uwv)®u. If e > 0, then y has wv as a prefix, and
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so yx = zt implies uv = vu, i.e., z = z. The conditions translate to zy = yxr = xt,
thus y = t.

Suppose e = 0. Then yx = zt translates to uuv = vut. By Theorem 3, there
exist o, 8 € ¥* and a ¢ > 0 such that vu = af, ut = fBa, and v = (af)‘a.
Therefore, uuv = (af)la = (uu)Ha = u?**2q, where « is a prefix of uu. We
get that wuv has a |u| period, and therefore vut has a |u| period. Since [t| = |u]
(as implied by |uuv| = |vut]), we get that t = u = y.

The equality yx = 2t now translates to uuv = vuu. By Theorem 4, there
exists w € ¥T and 4,5 > 0 such that uu = w® and v = w/. If i > 1, then
uu has both periods |u| and |w| and |uu| > |u| + |w| — 1, so by Theorem 2, it
has a g = ged(|ul, |w|) period; thus there exists w’ € XF such that v = w'l*l/9,
w= w9 and v =w7l"l/9 If { = 1, then uu = w, and v = u*. In any case, u
and v are integral powers of the same word, which means uv = vu, and x = 2. O

Proposition 11. Let x,y,2,t € ¥, and suppose the following equalities hold:
(1) zy = yz;
(2) zt = tx;
Then there exists uw € LT, v € X%, and integers i > 1, j,m > 0, such that
r = (w)t, 2 = (vu)’, y = (w)u, t = (vu)™v. If in addition |y| = |t|, then either
v=ecandm=j+1 (y=t=u"), or|u|l = |v| and m = j.

Proof. From the first equation, we get by Theorem 3 that x = rs, z = sr, and
y = (rs)°r for some r,s € ¥*, and an integer e > 0. Plugging into the second
equation, we get srt = trs, therefore srtr = trsr, and so by Theorem 4, sr = w’
and tr = w’ for some u € ¥ and i,4’ > 1. This implies s = w*v, r = uw®, and
t = w™v, where w = vu, 0 < |v| <w, i =a+b+1,and i/ = m+b+ 1. Altogether
we get:

r = 7rs=u(vu)’(vu)v = (u)* T = (uw)’;
z = sr=(vu)}

y = (rs)°r = (uwv)®ulvu)® = (uv)**bu;

t = (vu)"v.

If v # €, the lemma assertion holds for j = ie+b; if v = ¢, it holds for j = ie+b+1.
Now suppose that |y| = |t|. If v = e, necessarily y = t = u". Otherwise, the
equation |(uv)/u| = |(vu)™v| implies j = m and |u| = |v|. O

We now go back to the proof of Lemma 8. Let a = Q/9 € OC(v) be a p/q¢-
power, where p/q > 2 and ¢ > 2k, ¢ # 0 (mod k). Since v is an image under
a k-uniform morphism, it can be decomposed into k-blocks, which are images
of either 0 or 1. Assume the decomposition of « into k-blocks starts from its
first character; we will show at the end of the proof that this assumption causes
no loss of generality. Since ¢ #Z 0 (mod k), the last k-block of the first ¢g-block
extends into the second g-block; since the first and second ¢-blocks are identical,
we get overlaps of k-blocks in the second g-block. An example is given in Figure 3.
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h(1 h(0) h(0) h(0) h(1)
_ I — 3
@ = [—-— mm—— . p———

Q Q

F1GURE 3. Overlaps of k-blocks. The bold rectangles represent
the power blocks, the light grey ones stand for h(0), the dark grey
ones for h(1).

The bold rectangles denote the power’s g-blocks; the light grey and dark grey
rectangles stand for h(0), h(1), respectively; the top line of h rectangles stands for
the k-decomposition of «; and the bottom line shows the repetition of the g-block.

The fact that ¢ > 2k implies that there are at least 5 k-blocks involved in the
overlap. We shall now analyze the different overlap cases. For case notation, we
order the k-blocks by their starting index (the numbers 1-5 in Fig. 3), and denote
the case by the resulting 5-letter binary word; in the Figure 3 case, it is 01001. By
symmetry arguments, it is enough to consider words that start with 0, therefore
we need to consider 16 overlap combinations. Figure 4 shows these overlaps. Each
overlap induces a partition on the k-blocks involved, denoted by dashed lines. We
mark the k-block parts by the letters z,y, z,t in the following manner: we start
by marking the leftmost part by x, and then mark by x all the parts we know are
identical to it. We then mark the leftmost unmarked part by y, and so on. Since
the k-decomposition starts from the first letter of «, we have |z| = ¢ mod k, i.e.,
|z| > 0.

We begin with combinations that imply h(0) = h(1) straightforwardly.

00010, 00100, 01000, 01110: h(0) = 2y = yx = h(1).

00011: h(0) = zy = yx, h(l) = yz = zt. By Proposition 9, z = z and y = t, i.e.,
h(0) = h(1).

01001: h(0) = a2y = yz, h(1) = yx = zt. By Proposition 10, z = z and y = t.

00111: h(0) = 2y = yz, h(l) = 2t = tz. By Proposition 9 (set = < t, y < z),
r=zandy=t.

01101: h(0) = zy = tz, h(1l) = yz = zt. By Proposition 10 (set z — ¢, y — x,
z—y,t—z),x=zand y=t.

For the rest of the combinations, we need to consider possible continuations of
the ¢g-block. As mentioned above, ¢ = mk + |z| for some m > 2. If m > 3, the
g-block continues with another k-block on the bottom row; the top row continues
with the k-decomposition regardless of m. Let K; be the next k-block of the k-
decomposition, and let K} be the next k-block in the bottom row if m > 3. Note
that by the first block, () must end with an z.
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00110 01111

FI1GURE 4. Possible overlaps of k-blocks.

00000: h(0) = xy = yz, therefore, by Theorem 4, = u’ and y = u’ for some
uw€e Xt i,j€Z>1. I m =2, or Q is continued with h(0) blocks all the way, then
Q = (yz)"x = um™H+)+T = ¢ ¢ > 5; we get that the p/g-power contains at least
a b |p/q|-power, i.e., it is reducible with ¢’ = |u| < k. Otherwise, if m > 2 and the
continuation of k-blocks is not strictly by h(0) blocks, then at some point an h(1)
block is introduced, and the behavior is similar to one of 00001, 00010, or 00011.
The latter two imply h(0) = h(1), as was shown above; the first one is discussed
next.

00001: h(0) = xy = yx, h(1) = xt. By Theorem 4, x = v’ and y = u’ for some
uwe Xt and i,j € Z>y. Thus [t| = |y| = jlul.

Suppose m > 3. If K, = h(0), we get t = y, and so h(l) = xy = h(0); if
Ky = h(1), we get h(1) = at = tz, where |t| = |y|, therefore by Proposition 9 (set
x«—yand z  t) y =t and z = z, and again h(1) = zy = h(0). Therefore we can
assume that m = 2. Thus Q = yayrer = v = u° ¢ > 5, i.e., a is reducible
with ¢ = |u] < k.

00101: h(0) = xy = yz, h(1) = zy. If we switch the roles of h(0) and h(1), we
get a mirror image of case 01011, which is proved below to be reducible.
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x> [y]

FIGURE 5. Overlap 00110, Q = (h(0)h(1))(™=D/2h(0)z.

00110: h(0) = zy = yz, h(1) = 2t = tz. By Proposition 11, either z = 2 = u’
and y = t = u/, or there exist u,v € ¥T and integers ¢ > 1, j > 0, such that
lul = Jv|, 2 = (w)?, z = (vu)’, y = (uwv)’u, and t = (vu)?v. In the first case,
h(0) = h(1) = u’, where £ = i + j; in the second, h(0) = (uv)’u and h(1) = (vu)‘v,
thus h(0)h(1) = (uv)?¢*1.

Suppose m > 3. If K}, = h(1), we get y = ¢, and by Proposition 10, h(0) = h(1).
If K = h(0) and K; = h(0), we get © = z, and again h(0) = h(1). The only way
to continue the g-block without forcing ~(0) = h(1) is to have h(0)h(1)h(0)h(1)...
in the bottom row and yh(1)h(0)R(1)h(0)... in the top row. Thus we can assume
that @ has the form (h(0)h(1))"™/22 (m even) or (h(0)h(1))™~D/2h(0)2 (m odd);
here m > 2.

If m is odd, then either x is a prefix of ¢ or ¢ is a prefix of z (Fig. 5); since z
begins with w, ¢ begins with v and |u| = |v|, we get u = v and h(0) = h(1). If m
is even, then Q = (h(0)h(1))™/ %z = ((uwv)?T1)™/?(uv)" = (uwv)®, ¢ > 4, thus a is
reducible with ¢’ = |uv| = |z|/i < k.

01010: h(0) = xy, h(1) = yx. Suppose m > 3. The 4 possible continuations

for Ky K3 are 00, 01, 11, 10. The first two, when combined with the last 3 k-

blocks (010) yield the combinations 01000, 01001, which were shown above to

imply h(0) = h(1). The 11 continuation yields the combination 01011, which will

be dealt with next. The 10 continuation yields the original configuration again.

Therefore, we can assume that the ¢g-block continues with h(1), and Q = h(1)™x.
Suppose p/q > 5/2. The first two blocks have the form:

QQ = (yz)"x(yx)"x = (y2)™ (vy)" vz = h(1)™h(0) ™ zz.

We get that either xzx is a prefix of a k-block, or vice versa; and since the k blocks
are xy and yx, either x is a prefix of y or y is a prefix of z. If © = y, then h(0) =
h(1). If = yyi, then h(0) = yy1y, h(1) = yyy1, and xz = yy1yy1 = h(0)y1; we
get that y; begins at the beginning of a k-block, therefore y; is a prefix of y or y
is a prefix of y;. If y = zx1, then h(0) = xzx1, h(1) = zz12, and the continuation
of xx implies again that x is a prefix of x; or vice versa. By induction, we can
continue to split the k-block into shorter and shorter substrings, until finally we
must get equality. We conclude that for p/q > 5/2, h(0) = h(1).
If p/q < 5/2 then obviously « is reducible, since it contains the cube h(0)3.
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FIGURE 6. Overlap 01011, @ = h(1)h(1)x.

01100: h(0) = ay = tx, h(1) = yz = zt. This case is symmetric to the 00110
case. Use Proposition 11 to show that either h(0) = h(1) or « is reducible.

01011: A(0) = zy, h(l) = yx = xt. Suppose m > 3. Similar arguments to
the ones used in previous cases show that any continuation of the g-block implies
h(0) = h(1). Therefore, we can assume m = 2, @ = h(1)h(1)z. This means that
either x is a prefix of ¢ or ¢ is a prefix of = (Fig. 6).

By Theorem 3, there exist u,v € ¥* and e > 0 such that y = wv, t = vu,
x = (uwv)u. If || > |y| then e > 0, and since ¢ is a prefix of z we get uv = vu = w?
for some j > 1, which implies h(0) = h(1). If |z| < |y|, then z = u, i.e., it is a
prefix of y. Since the g-block ends with xx and starts with ¥y, o contains the cube
TxT.

Suppose p/q > 5/2. Since z is a prefix of both h(0), h(1), the third ¢-block will
give us the equality tx = zy, which together with at = yx implies h(0) = h(1).
Thus h(0) # h(1) implies p/q < 5/2, and « is reducible with ¢’ = |z| < k.

01111: A(0) = 2y, h(1) = yz = zy. By Theorem 4 z = u’, y = u’, therefore
|| = |2[ = ilul.

Suppose m > 3. If K; = h(0), then for K; = h(l) we get x = z, and so
h(0) = h(1); for K, = h(0) we get case 00011 with 0 and 1 flipped, and again
h(0) = h(1). Therefore we can assume K; = h(1). If K, = h(0) we then
get h(0) = yz = h(1). The only continuation that does not immediately force
h(0) = h(1) is Ky = K; = h(1). Thus we can assume Q = h(1)™z = u™( )y,
m > 2. But then, like in the 00110 case, x is a prefix of y or a prefix of yz, and
since |z| = i|u|, we get * = u’ = z and h(0) = h(1).

To finish the proof of the lemma, we need to justify our assumption that the k-
decomposition starts from the first letter of a. Recall that a = v; ---v; € OC(v).
Suppose @ # 0 (mod k). Let & = wv;---v; be the inner closure of «, and let
B=wv;---vj. Let c=7—1i. Then 8 € OC(v) is a (p — ¢)/g-power, 5 < «, and the
k-decomposition of § starts from the first letter. Also, by the definition of & we
have c<k—1,andsop/g—(p—c¢)/qg<(k—1)/qg < %

Let @’ be the power block of 8. Suppose p/q > 5/2. If p/q > 3, then (p—c)/q >
5/2; by the analysis above, either h(0) = h(1), or Q" = u? for some u € ¥* and
d>4.1f5/2<p/q< 3, then (p—c)/q > 2, and by the analysis above [ contains
at least a cube. In both cases, « is reducible. We can therefore assume that
p/q<5/2.

Let p = 2¢ + r, where 0 < r < ¢, and let ¢ = mk + s, where 0 < s < k. By
the theorem’s conditions, m > 2 and s > 1. If r > ¢ then [ is at least a square,
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FiGURE 8. Overlaps of k-blocks, ¢ =2k + s, p=2q+ .

and by the analysis above « is reducible to a cube. We can therefore assume that
r < c¢. We can also assume that » > 0, since a square of length more than 4 is
always reducible.

Suppose that m > 3. Then

p—q—c=q+r—c>3k+2—(k—1)=2k+3.

Therefore, the bottom row of k-blocks contains more than 2 blocks, and altogether
we have at least 5 blocks involved in the overlap. By the analysis above, 8 (and
therefore «) is reducible to a cube. We can therefore assume that m = 2, i.e.,
q=2k+s,andp—q—c=2k+s+r —c. If s+ r > c then again we get that 3
is reducible to a cube, and so we can assume that 2 < s+ r < ¢. Since ¢ < k we
also get that 2k + s +r — ¢ > k + s + r. To summarize the setting, we have:
2<p/g<5/2;

q=2k+s,p=2q+r;

1<rs;r+s<c<k-—1;

k+s+r<p—q—c<2k.

Again we use overlap analysis. This time we have 4 combinations to consider
(Fig. 8). We will use the following notation:

e K, - the white k-block in Figure §;
e K - the k-block preceding (.

Since |z| = s < ¢, the |z| letters to the right of 3 belong to a and must equal z.
Therefore Ky = wax for some w € X7,
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000: h(0) = zy = yx. By Theorem 4, xyz = u’ for some ¢ > 3, and « is reducible.

001: h(0) = zy = yz, h(1) = zt. By Theorem 3, x = uv, z = vu, and y = (uv)°u,
for some u,v € ¥* and e > 0. If e > 0, then zyz contains the cube (uv)3. Sup-
pose e = 0. If K1 = h(0), then « contains the cube h(0)3, thus we can assume
Ky = h(1l). Since z is a suffix of K», we get that a contains the suboccurrence
xh(0)h(1) = zryzt = vvuvuvut, which again contains the cube (uv)3.

010: h(0) = zy, h(1l) = yx. Here, we do not show that « is reducible per se;
rather, we show that v contains a cube with power block of length at most ..
Consider possible choices for K7 and K». If K3 = h(0), we get the cube h(0)3.
Assume K7 = h(1). If K3 = h(1), we get the cube h(1)2. Otherwise, if Ky = h(0),
we get that h(0) = wz = xy, and so w = uv, x = (uwv)¢u, y = vu. If e > 0, then
wzy (which must occur in v, being a prefix of h(0)h(1)) contains the cube (uv)?;

otherwise, h(1)h(0) = yrry = vuuuvu, containing the cube u?.

011: h(0) = zy, h(1) = yz = zt. By Theorem 3, y = uv, t = vu, and z = (uv)y,
for some u,v € ¥* and e > 0. If e > 0, then yzt contains the cube (uv)®. Suppose
z =wu. If Ky = h(1), then both h(1) = yz = wz, and since |z| = |z| we get that
x =z = u. Thus h(0) = uuv, (1) = wvu, and h(1)h(0) contains the cube uuu.
If K3 = h(0), then h(0) = wz = xy, therefore w = ab, x = (ab)®a, and y = ba

for some a,b € ¥* and e > 0. Since |z| = |u| < |uv| = |y|, necessarily e = 0, and
xr = a. We get:
w = ab, r = a, y = ba;
= uv, z = u, t = vu;
la| = ul, b = |v].

Assume |b| < |u|. Then y = ba = wv implies that u = bd and a = dv for some
d € ¥*, and so

h(0)h(1) = zy 2t = aba uvu = dvbdv bdvbd,

containing the cube (dvb)®. Now assume |b| > |u|. Then b = ud and v = da for
some d € ¥*, and

h(0)h(1) = auda udau = (aud)lvI+21dD/@lul+d)

If |d] < 2Ju|, then (6]u| + 2|d|)/(2|u|] + |d|) > 5/2, making « reducible. Suppose
|d| > 2|u|. Since t = dau, and p— ¢ — ¢ > k+ s+ r, either a or v must be a prefix
of d, depending on whether K7 = h(0) or K1 = h(1) (recall that |a| = |u| = s,
thus the first s letters of ¢ are still part of 8). If Ky = h(1), then u is a prefix of
d, and h(1)h(1) contains the cube vuu. If K3 = h(0), then a is a prefix of d, and
h(1)h(0) contains the subword auaua, which is a 5s/2s-power. In both cases, « is
reducible. O
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The overlap analysis we used in the previous lemma, though a bit long, was
straightforward enough. This was due to the fact that when g > 2k, the power is
sufficiently long to imply easy constraints. Things are a little more subtle when
dealing with short powers, especially when k& < ¢ < 2k and |p/q] = 2. While
powers with ¢ > 2k are always strictly reducible, and in most cases to a power
with a much bigger exponent, this is not necessarily the case for small powers.
Consider the following example of a 10-uniform morphism:

h(0) = 0110010110
h(1) = 1001011010
h(101) = 10010110100110010110 1001011010.

The prefix of length 24 of h(101) is a square with block size 12, which contains no
overlaps; thus it is not strictly reducible, though it does contain squares of block
size smaller than k. This example demonstrates that we need to be more careful
when analyzing powers with k& < ¢ < 2k.

Definition 5. Let h be a binary k-uniform morphism, and let v = vgvivg--- =
h(u) for some u € X¢. Let 0 < i < k. The k-partition of the i-shift of v, denoted
by T; k(v) is the partition of v;v;11v;42 - -+ into k-blocks.

Let & = v;---v; € OC(v) be a p/g-power, and suppose i # 0 (mod k). Con-
sider « as an occurrence of T; ,(v). In general, T; ,(v) can have up to 4 different
k-blocks. However, if there are only two composing «, we can do the overlap
analysis of a using the blocks of T; p(v). Clearly, if « is reducible with respect
to T; x(v) then it is also reducible with respect to v. If the k-blocks of T (V)
are proved to be equal it does not necessarily imply that h(0) = h(1); however, it
would still imply that « is reducible.

Lemma 12. Let h be a binary k-uniform morphism, let v.= h(u) for some u €
¥, and let o« = v;---v; € OC(V) be a p/q-power with p/q > 2. Let Q) be the
power block. Suppose k < q < 2k. Then either h(0) = h(1), or « is reducible to a
p'/q -power, which satisfies ¢ < k.

Proof. Let q=k+s,1<s<k—1,andlet p=ng+r=nk+ns+r,0<r <g—1.
Let 8 =wv;---vj, c=17—1, and let Q' be the power block of 8. If p — ¢ — ¢ > 2k,
then there are at least 5 k-blocks involved in the overlap of 3. Using the same
analysis applied in the previous lemma, we can show that either h(0) = h(1), or
Q' = u’ for some £ > 4 and u € LT satisfying |u| < k. The two cases where
this assertion does not hold are 01010 and 01011, but these cases cannot hold for
k < q < 2k (see Fig. 9). Since fis a (p—c)/g-power and ¢/q < (k—1)/(k+1) < 1,
we get that « is also reducible.
Suppose p —qg—c=(n—1)k+ (n—1)s +r — ¢ < 2k. Then we get:

m=—1Dk+n<n-1k+Mn—-1Ds+r<2k+c<3k-—1.

Therefore, n < (dk — 2)/(k+ 1) < 4.
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q q q

F1GURE 9. Overlaps of k-blocks, k < ¢ < 2k. The k-block marked
by ‘*’ cannot be an h(1) block, or the period will be violated.

‘ K X y X y ‘ X y ‘ ‘ K X y X y
y x|
000 010

Ficure 10. Overlaps of k-blocks, k < ¢ < 2k, n = 3.

Supposen =3 and p—q—c=2k+2s+r —c<2k. Then 2s+r <c<k—1,
i.e., s <k/2. Also,p—q—c>k+2s+r+1, and so there are 3 k-blocks involved
in the overlap. The cases are illustrated in Figure 10. We denote by K the k-block
preceding  (the white block in Fig. 10). Note that in all cases |z| < |y|, since
|x| = s < k/2, and |z| + |y| = k.

000: h(0) = zy = yx. By Theorem 4, h(0)h(0) = u’ for some ¢ > 4, and « is
reducible.

001: h(0) = a2y = yz, h(1) = zt. Since |z| < |y|, we get that © = uv, z = vu,
and y = (uv)®u for some u,v € £* and e > 1. If e > 2, then zyz contains the
4-power (uv)*, making a reducible. If e = 1, then [t| = |y| = |uvu| = s + |u| < 2s,
and so all of the h(1) block is included in G, implying that ¢ = y. Consider
K: since |z| = s < ¢, the last |x| letters of K belong to «, and must equal x.
Since both h(0) and (1) end with y, and |y| > |z|, necessarily z is a suffix of y.
Therefore, the word yayz contains the word zzyz = (uv)*u. Again, « is reducible.

010: h(0) = zy, h(1) = yx. Also, the last block on the second row implies that
is a prefix of y. Let 3’ be the suffix of y of length s. Consider K: as in the previous
case, x is a suffix of K. If K = h(0) = a2y, then ' = . If K = h(1) = yx, then,
since ¢ > 2s, the first power block of 3 must end with 'z, and again ' = z. We
get that z is both a prefix and a suffix of y, and so yzxy contains z*, making o
reducible.
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FIGURE 11. Overlaps of k-blocks, k < g < 2k, n = 2.

011: A(0) = ay, h(1) = yz = zt. Since |z| < |y|, we get that y = wv, z = u, and
t = vu for some u,v € ¥*. Suppose that K = h(1). Then z is a suffix of h(1)
therefore © = z = u. Also, the last block on the second row implies that x is a
prefix of t = vu. Therefore, zzyz = uuuvu contains u*.

Now assume that K = h(0). Then a <0 h(0)h(1)h(0)h(1), and contains at most
two different k-blocks when considered as a subword of T; 1, (v): the block resulting
from h(0)h(1), and the block resulting from h(1)h(0). Using the T} x(v) decom-
position, we get 5 blocks involved in the overlap of «, making it reducible.
Finally, suppose that n = 2. The cases are illustrated in Figure 11. We denote
by Ki the k-block that continues the k-decomposition on the first row, and by
K5 the k-block preceding it. Figure 11 depicts powers that start at an index
i =0 (mod k), but we also consider the case where «a begins at some index 4, and
p—c—q=>k

000: « contains h(0)3, and must be reducible.

001: A(0) = zy = yz, and so ¢ = wv, z = vu, and y = (uv)°u for some u,v € X*
and e > 0. If |z| < |y| (as illustrated in Fig. 10), then e > 1, and zyz contains the
cube (uv)®. Otherwise, |z| < |y| and h(1) = zy (as illustrated in Fig. 11). We get
that h(0) = uvu, h(1) = vuu, and h(1)h(0) contains the cube u3.

If o starts at some index ¢ # 0 (mod k), consider Ky: if Ky = h(0), we get the
cube h(0)3. If Ky = h(1), assume p—c —q > k, i.e., the whole of the z part of the
h(1) block is included in .. Then h(1) = vut for some ¢, and by comparing Ko to
x, we get that t = v. Therefore h(0) = uvu, h(1) = vuv, and h(0)h(1) = (uv)?.

010: h(0) = zy, h(1) = yx. Also, the last k-block in the second row implies that
either x is a prefix of y or vice versa. If x = ya for some a € ¥*, then h(0) = yay,
h(1) = yya, and h(0)h(1) contains the cube y3; if y = xb for some b € ¥*, then
h(0) = zxb, h(1) = xbx, and h(1)h(0) contains the cube z®. In any case, « is
reducible.

If « starts at some index ¢ £ 0 (mod k) and p—c—q > k, we still get h(0) = zy
and h(1) = ya. If Ko = h(0), then y is a suffix of = or vice versa, and again we get
a cube. If Ky = h(1), then either « is the square (xyz)? (in which case it must be
reducible), or again either z is a prefix (suffix) of y or wice versa.
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FIGURE 12. Overlaps 011, |z| < |yl

011: A(l) = yz = zt, therefore y = uv, t = vu, and z = (wv)%u. If |z| > |y,
then e > 0, and « contains the cube uvuvuv. Assume |z| < |y|, i.e., z = u and
|z| = |z| = |u]. We get the picture illustrated in Figure 12a. Here we assume
|u| < |v|; assuming |u| > |v| leads to similar results, while |u| = |v| implies
QQ = (uv)*. Using the fact that z is a prefix of v, we get the picture illustrated
in Figure 12b.

Suppose 7 > 0. Then u and w share a prefix of size min(r, |ul, |w|). If r is long
enough, then either u is a prefix of w, or u is a prefix of wu. In both cases, we get
that « contains the 5|u|/2|u|-power uzuzu. In order for o to be irreducible, we
must have r > $¢ = % (4|u|+|w|), but then there is enough information in the third
power block to imply a cube. Therefore, we must assume that min(r, |ul, jw|) = r.
Let u = da and w = db, where |d| = r. Then uzuaxw = daxdaxdb, containing the
power (dax)?t1dl/ldazl — (daz)?+r/2121 " Since v is a (2 + r/q)-power and 2|z| <
k < q, we get that « is reducible. Therefore we must have » = 0. But then « is a
square, and must be reducible.

If o starts at some index ¢ £ 0 (mod k), consider Ko: if Ko = h(0), then
a < h(0)R(1)h(0)R(1), and contains at most two different k-blocks when consid-
ered as a subword of T; (v). We can apply the overlap analysis starting from the
first character of o, and get that it is reducible. If K5 = h(1), then 2 = u, and «
contains the 4-power %, Again, « is reducible.

The only cases not yet covered are when p—g—c < k. Recall that o = v; - - - vy,
qg=k+s,p=2k+2s+r,and ¢c =k — (i mod k). By assumption, p — ¢ —c =
k+s+r—c<k, ie, s+r <k—1 (here we consider ¢ modulo k). Therefore,
k>s+i.

If p < 3k, then there can be at most two different k-blocks in the T x(v)
decomposition of a, and we can apply the analysis from the first character of a.
Otherwise, 2k + 2s +r > 3k. Now,

j mod k=i+2s+r mod k= (i+s)+(s+r) mod k < k+s+r mod k = s+r.

Consider now o (that is, the reverse of «), with the k-decomposition of h(0)%
and h(1). Let ¢ = j — 7, where j is the rightmost index of the inner closure
of a. Then ¢ =j mod k < s+, and so p — ¢ — cf* > k, and we can show that
« is reducible.

This concludes the proof of the lemma. O
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Corollary 13. Let f be a binary k-uniform morphism prolongable on 0, and let
w = f¥(0). Suppose that E(w) < 0o, and let &' be the set of exponents r = p/q,
such that ¢ < k and w contains an r-power. Then

B plk—1)+ Ay
o) = s P ) ¥

Proof. By Lemmata 7, 8, 12, if z € OC(w) is an irreducible, unstretchable p/g-
power and p/q ¢ &', then z is an image under the 7 map; thus the exponent
of every such power is an element of a sequence of the form {m(r)}3°,, where
r € &. The set & is finite, since E(w) < oo, thus there are only finitely many
such sequences. By Lemma 6, the limit of each such sequence is given by the
expression in (3); and since each of these sequences increases towards its limit, the
critical exponent is the maximum of those limits. O

Lemma 14. Let h be a binary k-uniform morphism, let v .= h(u) for some
ue X leta=wv---v; €0C(v) be a p/g-power with p/q > 2, and let Q be
the power block. Suppose q < k. Then at least one of the following holds:
(1) qlk;
(2) gtk and g|2k;
(3) « is reducible;
(4) p <4k —1.
Proof. Let & be the inner closure of «. Suppose p = |a| > 4k — 1. Then |&| > 3k,
and so « contains an occurrence of the form h(ajasas) for some a1, aq,a3 € X.
There are two cases: either ajasas contains a square, or ajasas is a 3/2-power.
Suppose ajazag contains a square, and assume w.l.o.g. it is 00. Then h(0)h(0)
is a suboccurrence of « that has both k£ and ¢ periods. Since 2k > k + ¢, by
Theorem 2 h(0)h(0) has a g = ged(k, q) period. Since ¢ = |Q| < |h(0)| = k, there
must be an occurrence of @ within h(0)h(0), thus @ has a g period as well. We
get that Q = w?/9 for some w € X* satisfying |w| = g, and a = wP/9. This implies
that either g|k, or « is reducible: if ¢ 1 k, then g < ¢, and p/g > p/q.
Now suppose that ajasas = 010. Then h(0)h(1)h(0) has both ¢ and 2k periods,
thus either ¢|2k or « is reducible. |

Corollary 15. If ¢ < k and « is irreducible, then at least one of the following
holds:

(1) h(0) = h(1);
(2) h=Y(&) = ac’b, where a,b € {0,1,¢}, ¢ € {0,1}, and £ > 0;
(3) A=Y (&) = ax’b, where a,b € {0,1,¢}, € {01,10}, and £ > 0;
(4) [h~Ha) <5

Proof. By Lemma 14, either g|k, ¢|2k, or p < 4k — 1. Suppose qlk. Let k = myq,
and let Q denote the ¢ block of &. Let £ = |&|/k. Then & = Q™ = (h(a))’ for
some a € . If h(0) # h(1) this means that h='(&@) = a’ and h='(&) = ba’c,
where b, c € {0,1,¢}.
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If ¢t k and ¢|2k, we get similarly that @ = Q™2 = (h(x))l¥/2], where
x € {01,10} and £ > 0. Suppose ¢ { 2k. Then p = |a| < 4k — 1, thus |&| < 5k, and
[h=1(&)] < 5. O

Corollary 16. Let f be a k-uniform binary morphism prolongable on 0, and let
w = f¥(0). Then E(w) = oo if and only if at least one of the following holds:
f(0) = f(1), £(0) = 0%, f(1) = 1%, or £(0) = (01)™0 and f(1) = (10)™1, where
k=2m+1.

Proof. Tt is easy to see that any of the 4 conditions implies F(w) = co. For
the converse, suppose f(0) # f(1), and w contains unbounded powers. Then by
Lemmata 7, 8, 12, 14 and Corollary 15, w must contain unbounded powers of the
form 0™, 1™, or (01)™. If it contains unbounded 0™ powers, then f(a) = 0% for
some a € ¥. Suppose f(1) = 0¥. Then w must contain unbounded 1™ powers as
well, and so necessarily f(0) = 1*, a contradiction: f is prolongable on 0. Thus w
contains unbounded 0™ powers if and only if f(0) = 0%, and similarly it contains
unbounded 1™ powers if and only if f(1) = 1¥. Finally, it is easy to see using
similar inverse image arguments that w contains unbounded (01)™ powers if and
only if the last condition holds. O

Note. Another proof of Corollary 16 can be found in [13].

To complete the proof of Theorem 1, it remains to show that in order to compute
E(w), it is enough to consider f4(0). We do this by showing that any subword of
w of the form ab, a’, or (aa)’, where / is a positive integer, a,b € ¥ and a = 1 —a,
must occur in f2(0) or f3(0). We then apply Corollary 15. The details are given
below.

For the rest of this section f : ¥* — X* is a k-uniform morphism prolongable
on 0, and w = f¢(0).

Lemma 17. Let a,b € %, and suppose ab < w. If ab € {01,10,11}, then ab <
f2(0); if ab = 00, then either 00 < f2(0), or 00 < £2(0) and 000 £ w.

Proof. The assertion clearly holds for f(0) = 0¥, thus we can assume 1 <1 f(0).
Suppose ab <t w. Then either ab < f(c) for some ¢ € ¥, or ab < f(a’b") for some
a’,b' € ¥; the first case implies that ab <1 £2(0), since both 0,1 <1 £(0).

For k = 2, it is easy to check that the assertion holds. Assume k > 3. Then
f(0) contains at least two distinct pairs ab. If it contains four, we are done.
Assume it contains exactly two. Then necessarily f(0) € {0¥=11,01%=1}. If the
first case holds, then f2(0) = 0*~110*=11...0*"11£(1), where k — 1 > 2; i.e., it
contains the pairs 00,01, 10. Assume ab = 11 #4 f2(0). then necessarily f(1) = Oy,
where 11 4 y; but then 11 4 w, a contradiction. Thus the assertion holds for
f(0) =0k 11,

Assume now that f(0) = 01*=1. Then f2(0) = 01*71f(1)--- f(1), ie., it
contains the pairs 01,11. Suppose ab = 10 #4 f2(0). Then necessarily f(1) = 1*;
but then w = 01¢, and 10 4 w, a contradiction. Now suppose ab = 00 ¢4 f2(0).
Then 00 is not a subword of either f(0), f(1), f(01), or f(11). If 00 4 f(10),
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the only remaining option is 00 ¢ £(00); but then 00 # f3(0), and by induction,
00 # f™(0) for all n, a contradiction. Thus 00 #4 f(10), and 00 < £3(0). The
assertion 000 £ w follows from the fact that 00 ¢4 f(0), f(1).

Finally, assume f(0) contains three distinct pairs. Let ab ¢4 f(0), and suppose
ab 4 f%(0). Then ab is not a subword of either f(0), f(1), or f(a'd’), where
a'b’ # ab. The only option is ab < f(ab), but then again ab ¢4 f™(0) for all n, a
contradiction. This completes the proof of the lemma. O

Lemma 18. Let £ be the mazximal integer such that 0° <w (¢ = oo if such integer
does not exist). Then

1. f(0)=0F = (= o0;
2. fO)#A0F f(1)£A0F = (<2k—2 and 0° < f3(0);
3. f0)#0F f(1)=0" = (<k®—k+1 and 0°< f3(0).

The bounds on £ and on the first occurrence of 0° are tight. If 1 < £ < 0o, then 0°
occurs as a non-prefiz subword of £3(0).

Proof. Let z = w;---w; = 0 < w. Let 2 be the outer closure of z, and let
2 = f71(2). Observe that for any m € Zxo, if £ > 2k — 1 + mk then the k-
decomposition of Z contains at least m + 1 consecutive 0-blocks (blocks of the
form 0F).
Clearly, f(0) = 0% implies £ = co. Assume f(0) # 0%, f(1) # 0*. Suppose
{ > 2k —1. Then the k-decomposition of Z must contain a 0-block, a contradiction.
Thus ¢ < 2k—2, and |2/| < 2. By Lemma 17, 2’ <1 f2(0), or 2/ = 00 and 2’ <1 f3(0).
The first case implies 0° <1 f3(0); the second case implies that ¢ = 2, and so again
0° < £3(0). The bounds are tight: for the Thue-Morse morphism u, we get
¢ =2k — 2 =2, and the first occurrence of 02 is in f3(0).
To see that 0° occurs in f2(0) as a non-prefix subword when ¢ > 1, consider 4
possible values of 2/, namely {0, 1,0a, la}, where a € X.
o If 2/ = 1, then, since 1 <1 f(0) as a non-prefix, 0° <1 f2(0) as a non-prefix.
o If z = 0, then either 0 < f2(0) as a non-prefix, or f(0) = 01¥~! and
f(1) = 1%, In the first case, 0° < f3(0) as a non-prefix; in the second case,
w =01% and ¢ = 1.
e If 2/ = la for some a € ¥, then it must occur as a non-prefix subword of
12(0), thus 0° < £3(0) as a non-prefix.
e If 2 = Oa, and it is a prefix of w, then z <1 f(0), and again, z <1 f3(0) as
a non-prefix unless f(0) = 01¥~1 and f(1) = 1*.
Now assume f(1) = 0F. Then 1¥ ¢ w, and for any m < k, we get that 1™ < w
if and only if 1™ < f(0). Suppose ¢ > 2k — 1 (at least one 0-block in the k-
decomposition of 2). Then 2’ = al™b, where a,b € {0,e}, 1 < m < k — 1,
and 1™ < f(0). Therefore, |f(0)|o < k — m. Let z,y be the longest prefix and
suffix of f(0), respectively, that do not contain 1. Then |z| + |y| < k — m. Since
2 < 01™0, we get that z < yf(1)™x = Ol=lFlwl+km. o ¢ <k —m + km =
k+(k—1)m < k+ (k—1)? = k? — k + 1. Moreover, since 1™ <1 f(0), we get
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that 2’ <1 f2(0), thus 0° <t f3(0). The bounds are tight: let f(0) = 01, f(1) = 00.
Then ¢ = k? — k + 1 = 3, and the first occurrence of 03 is in f3(0).

To see that 0° occurs as a non-prefix subword of f3(0), observe that 0F is not
a prefix of w (since 1 <1 £(0)); on the other hand, ¢ > k + 1, since f(1) = 0OF.
Therefore 0¢ must occur as a non-prefix subword of f3(0). O

Lemma 19. Let ¢ be the mazimal integer such that 1° < w (£ = oo if such an
integer does not exist). Then

L f(h)y=1%F = 1=o0;
2. f(1)#1F = (<2k—2 and 1°< f3(0) as a non-prefiz subword.

The bounds on £ and on the first occurrence of 1¢ are tight.

Proof. If f(1) = 1%, then 1*" < f™(0) for all n, and so £ = oco. Otherwise, if
0 < f(1), then both f(0) # 1% and f(1) # 1*, and the proof is similar to the proof
of Lemma 18. The non-prefix statement is trivial, since w begins with 0. For
tightness of the bound on ¢, observe that for a morphism of the form 0 — 01%*~1,
1 — 15710, we get £ = 2k — 2; for tightness of the bound on the first occurrence of
0°, observe that for a morphism of the form 0 — 0*711, 1 — 101*~2 we get that
¢ =k — 1, and the first occurrence of 1¢ is in f3(0). O

Lemma 20. Let ¢ be the mazimal integer such that (aa)’ << w, where a € ¥ and
a=1—a (£ =0 if such an integer does not exist). Assume f(0) # f(1). Then
either { = oo and w = (01)¥, or

1. kiseven = (<k-—1+(k>+k)/2 and (aa)’ < f*(0);
2. kisodd = (<k-1 and (aa)’ < f3(0).

The bounds on £ and on the first occurrence of (aa)® are tight. If 1 < £ < oo, then
(a@)’ occurs as a non-prefiz subword of f4(0).

Proof. Let 2 = w;---w; = (aa)’ € w. Let 2 be the outer closure of z, and let
2/ = f71(2). Observe that for any m € Zso, if £ > k — 1 + mk/2 then the
k-decomposition of z contains at least m + 1 k-blocks. For even k, these blocks
have the form (bB)k/Q, b € ¥; for odd k, they alternate between (bE)(’“l)/Qb and
(bb) /25,

Suppose k is even. If £ > k — 1, then f(a) = (bb)*/? for some a € ¥. Let
m be the maximal integer satisfying ¢ > k — 1+ mk/2. Since f(0) # f(1), and
the m + 1 k-blocks of z are all the same, 2’ = ca™l¢ for a,¢, ¢ € . Suppose
m > k. Then a**2 < w, and f(a) = (bb)*/2. Tt is easy to see that the only way
this situation is possible is if f(a@) = a*. Since by assumption f(0) = 0z where
1 <, this implies that f(0) = (01)*/2 and f(1) = 0. But in this case, it is easy
to check that a**2 4 w, a contradiction. Thus m < k, and £ < k— 1+ (k+ 1)k/2.

For tightness of the bound on ¢, observe that for the f just defined, 0¥+ < w,
thus (01)F*++1/2 4 w. The bound on the first occurrence of z follows from
the first occurrence bounds given in Lemmata 17, 18, 19. From these lemmata,
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we also get that z occurs as a non-prefix. For tightness of this bound, observe that
for 0 — 010101, 1 — 000110, we get £ = 12, and the first occurrence of (01)'? is in
74(0).

Suppose that k£ is odd. Then for m > 1, the k-decomposition contains both
the blocks (01)*=1/20 and (10)*~1/21. This implies that f(0) = (01)*=1/20,
f(1) = (10)*=D/21 and w = (01)“. Suppose k —1 < £ < k — 1+ k/2. Then
|z| > 2k, i.c., z = xf(b)y = x(aa)*/?ay, where b € X, |xy| > k, and x,y has the
following form: x = a(aa)’, y = (aa)?, i +j > k/2; or z = (aa)’, y = (aa)’a,
i+ j > k/2. Since f(b) begins and ends with a, this implies that x is a suffix of
f(b), and y is a prefix of f(b); and since |xy| > k, this implies that f(b) = (aa)"/?a.
Again, we get w = (01)¥. Thus w # (01)“ implies ¢ < k — 1. Moreover, z’ must
have the form aa or aaa. If 2/ = aa, then by Lemma 17, 2/ < f2(0), and unless
¢ =1 (ie., w = 01v), it must occur as a non-prefix; if z/ = aaa, it is easy to
show, by similar arguments, that 2’ <t f2(0) as a non-prefix. Thus z < f3(0) as
a non-prefix. For tightness of the bound on ¢, consider f(0) = 010, f(1) = 111.
For tightness on the bound on the first occurrence of z, consider f(0) = 01110,
£(1) = 10101. 0

Lemma 21. Let k be even, and suppose there exist n > 1 and x,y € ¥ such
that f(0) = (ay)"x and f(1) = (yx)"™y. Let £ be the mazimal integer such that
(aa)® <tw, where a € ¥ and a =1 —a. Assume f(0) # f(1). Then £ <k —1 and
(aa)® <1 f3(0) as a non-prefiz.

Proof. Let z = w;---w; = (aa)® € w. Let 2 be the outer closure of z, and
let 2/ = f~!(2). Observe that the conditions imply |z| = |y| and |z| even. If
there is at least one k-block in the k-decomposition of 2/, then f(a) = (bb)*/? for
some a,b € . This implies 2 = y = (bb)* for some t > 1, i.c., f(0) = f(1), a
contradiction. Therefore £ < k — 1 and |2’| < 2. By Lemma 17, (aa)’ < f3(0) as
a non-prefix. O

Corollary 22. Let z < w be an irreducible p/q-power satisfying q¢ < k. Suppose
f(0) # £(1), £(0) # 0%, f(1) # 1% and w # (01)“. Then z < f4(0) as a non-prefix

and |p/q] € O(K?).

Proof. Suppose q < k. By Corollary 15, either f~1(2) = ab’c, f~1(2) = a(bb)’c,
or |f~1(2)| <5; here £ > 0 is an integer and a, b, c € {0,1,¢}.
o If f71(2) = ab’c, then by Lemmata 18, 19, £ < k? —k + 1 and z < f4(0)
as a non-prefix.
o If f71(2) = a(bb)’c and k is odd, then by Lemma 20, £ < k — 1 and
z <1 f4(0) as a non-prefix.
o If f~1(2) = a(bb)’c and k is even, then f(bb) = u?*/4 for some u € X+,
where |u| 1 k. This is possible only if there exist n > 1 and z,y € X, such
that f(b) = (zy)"z and f(b) = (yz)"y; but then by Lemma 21, £ < k — 1
and z < f4(0) as a non-prefix.
e If neither of the above cases hold, then |f~1(2)| < 5, and ¢ { 2k, thus ¢ > 3.
Since g < k, we therefore get either ¢ = 3 and k = 4, or £k > 5. In both
cases, a subword x <1 w of length 5 satisfies |f~1(%)| < 2, therefore by
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Lemma 17, f~(2) < £3(0) as a non-prefix. Again we get that z < f4(0)
as a non-prefix. O

Corollary 23. Suppose E(w) < co. Let £ be the set of exponents v = p/q, such
that ¢ < k and f*(0) contains an r-power. Then

p(k‘—l)-ﬁ-)\f}.
q(k—1)

The bound is attained if and only if Ay = 0.

E(w) = max { (4)

p/q€E

Proof. Equation (4) is an immediate result of Corollaries 13, 22. The second
assertion follows directly from the definition of 7. O

Corollary 23 completes the proof of Theorem 1. We end this section with a
couple of examples.

Example 5. As implied by the tightness assertions of Corollary 22, the prefix
f4(0) is best possible. Consider the morphism 0 — 010101, 1 — 000110. In this
example, E(w) = 12%7 and the first occurrence of a 12-power is in f4(0).

Example 6. Let r, s be natural numbers satisfying 0 < r < s. Let f be the
following binary (s + 1)-uniform morphism:

0 — 01%
f: 1 — 017'—105—7'+1.

Then f is an (s+ 1)-uniform morphism, satisfying py = 01”7, oy =, and A\ = r.
Let w = f<(0). Then 1° is a subword of £1(0); also, 0*** D+ is a subword of £3(0)
if r =1. Set z =1 for > 1 and z = 0°C+*D+1 for » = 1. Tt is easy to check that
by applying 7 to z we get the maximal number in the set {% :p/q € 5};
thus
r>1 = EWw)= S5ty :s+z;
1-s s
r=1 = E(w):s(s+1)+1+£~

Corollary 24. For any rational number 0 <t < 1 there exist a binary k-uniform
morphism f, such that E(w) =n 4+t for some n € Z>s.

4. GENERALIZING THE RESULTS

The definitions of p, o, 7 (Def. 3, Eq. (2)) can be generalized to arbitrary mor-
phisms over finite alphabets. Let ¥ = %, = {0,...,t — 1}, let f : ¥* — X* be
a morphism prolongable on 0, and let w = f«(0). For a word u € ¥*, let [u] be
the Parikh vector of u, i.e., [u] = (|ulo,...,|ul—1)T, where |u|; is the number of
occurrences of the letter ¢ in u. Let I’ be the incidence matrix associated with f,
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e, Fij = f()i, 0 <i,j <t Itis easy to check that for all w € ¥* we have
()] = Flul.

Let z = w; - --wj < w be a p/g-power, z = zP/9 and let Q, P be the Parikh vec-
tors of x, z respectively. In order to keep track of the components |z|;, |2];, we intro-
duce the notation “z is a P/Q-power”, where P/() stands for Zf;é |z]:/ Zf;é | ;.
Under this notation, f™(z) is an F™P/F™Q-power; this power may be stretch-
able.

Assume E(w) < oo, and let z = w; - - - w; < w be an unstretchable P/Q-power.

Define
(-8)- (omE£52).

where o, p € ¥* are the words that stretch the FQ period of f(z) on the left and
on the right, respectively, to an unstretchable power, and A = [op]. We call A the
stretch vector of (f(z), FQ). Note that 7(z, P/Q) depends on the context of z, in
particular on the letters w;_i,w;41. Iterating m on the initial power z, we get a
sequence of stretch vectors, {A., }m>0, and we have:

- (P) Frp 4 S Froioipg
== : (6)
Q FmQ
We call the sequence {7 (P/Q)}m>0 a m-sequence. If the sequence {Ay,}m>o0
is ultimately periodic, it can be shown that in the uniform case, the m-sequence
converges to a rational number, and in the non-uniform case, its limsup is a
rational expression of the eigenvalues of F'. In particular, it is algebraic of degree
at most ¢.

To prove that E(w) is algebraic, we need to show that the sequence of stretch
vectors is indeed ultimately periodic for every choice of initial power z; we also
need to show that F(w) is generated by the m map, i.e., we need to rule out
arbitrary powers. The overlap analysis method we used in the binary uniform
case is too tedious for uniform morphisms over larger alphabets, and will not work
at all for non-uniform morphisms. Instead, we use circularity arguments.

Basically, a fixed point f“(0) is circular if every sufficiently long subword of
it has an unambiguous decomposition into images under f, save maybe for a
prefix and a suffix of bounded length. The notion was introduced by Mignosi
and Séébold in [20], where they showed that bounded critical exponent implies
circularity in fixed points of morphisms over a finite alphabet; see also [6,21]. In
[15], we use circularity arguments to show that when f is a non-erasing morphism
and E(w) < oo, the following holds:

(1) the sequence of stretch vectors is ultimately periodic for every choice of
an initial power z;

(2) every unstretchable power with a sufficiently long power block belongs to
some T-sequence;

(3) there are only finitely many distinct m-sequences occurring in w.
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Thus we have proved that if w is a fixed point of a non-erasing morphism, then
either E(w) = oo, or E(w) is algebraic of degree at most ¢, where ¢ is the al-
phabet size. Under certain conditions, our method also gives an algorithm for
computing E(w), which essentially reduces the problem to computing the Jordan
decomposition of the incidence matrix.

It yet remains to extend the results to erasing morphisms; nevertheless, in light
of the observations above, the following conjecture seems reasonable:

Conjecture 25. Let f be a (possibly erasing) morphism over a finite alphabet
¥, and let w be an infinite fixed point of f. Assume E(w) < co. Then
(1) if f is uniform, then E(w) is rational;
(2) if f is non-uniform, then E(w) € Q[s1,..., S¢], where s1,...,s; are the
eigenvalues of the incidence matrix of f. In particular, E(w) is algebraic
of degree at most |X|.
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