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1. Introduction

This paper is a continuation of [7] and we shall use the notations and
results from it continuously- In that paper we obtained the spectral
decomposition of a family of Laplace operators d k on the upper half-
plane, and from it analogous results on the quotient of the upper half-
plane by a Fuchsian group with 03B4(G)  2. Finally, extensions of that
theory were described which hold good for finitely generated Fuchsian
groups. These extensions are made possible by certain Fourier expan-
sions which generalize the classical Fourier expansion at a cusp. They
make it possible to examine the behaviour ’at infinity’ of the functions
in which we are interested.

The possibility of making such expansions rests on the geometrical
description of the fundamental domain, and of the group-theoretical
structure of G. This we shall discuss in Section 2. From this the basic

eigenfunctions arise naturally. We then have to investigate these and
establish various relations between them. In fact, all these relations are

consequences of the general theory of [7] applied to elementary groups
and the whole procedure can be viewed as a means of passing to general
Fuchsian groups through the investigation of certain elementary sub-
groups.
We shall then investigate the Eisenstein series E03B6(z, s) introduced in

[7]. Expanding them in the various Fourier expansions we can deduce
a convenient form of the functional equation introduced in [7] and
thereby effect the analytic continuation of various Poincaré series. The
technique has also other applications which are merely alluded to.
Next we consider certain integral relations which the E03B6(z, s) satisfy.

These give another approach to the proof of the functional equation and
the analytic continuation. This approach is also effective if 03B4(G) &#x3E; 2.
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This we shall carry out in the final sections of the paper. The application
of these results to the spectral decomposition of the L1k will not be con-
sidered here and as a consequence the analytic continuation cannot be
extended to an interval. This lacuna will be removed in the next paper
of this series.

In the course of this paper we shall have to consider various conjugates
of the Fuchsian group under consideration. For convenience we inter-

polate here various formulae which will be used repeatedly. So let G be
a Fuchsian group and A E Con (H) (the group of conformal maps of H
onto itself, isomorphic to PSL (2, R)). We shall consider the group A -lGA.
Let x be a multiplier system of weight k for G,

where U( V) is the group of unitary transformations of the (finite dimen-
sional) Hermitian space Tl Let f be an automorphic form of weight k,
with values in E and with multiplier x. So, for g E G,

Now let

Then f A is an automorphic form for A-1 GA, of weight k, and with
multiplier system xA, where

This formula, along with those of [7] allow us to conjugate freely.

2. Geometric and group-theoretic properties

In this section we recall the description of the fundamental domain
which we have used in [5] and have recalled in [7]. It is basic for all that
follows. Let G be a finitely generated Fuchsian group acting on the
upper half-plane H. Let R* be the boundary of H considered as a circle
on the Riemann sphere C 00. R* = R u {~}. Let L(G) be the limit set
of G and 03A9(G) = R*-L(G). AsL(G) is closed in R*, S2(G) is open and so
can be written as
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where the 03A903B1 are disjoint open intervals in R*. Then let

This is an elementary hyperbolic subgroup of G. The fixed points of Ga are
exactly the end-points of 03A903B1. There is a finite subset {03B1(1), 03B1(2), ..., 03B1(p)}
c A so that, for a E A, Ga is conjugate to precisely one G03B1(j) (1 ~ j ~ p).
Let 03BB03B1(03B8) be the arc of a circle, lying in H, joining the end-points of

03A903B1 and making an internal angle 0 with 03A903B1. Let ̂03B1(03B8) be the region in H
bounded by S2a and 03BB03B1(03B8). We shall suppose that 03B8 ~ 03C0/2; then the ̂ 03B1(03B8)
(a E A) are mutually disjoint.

Let P be the set of parabolic vertices of G, and for p E P let Gp be
the parabolic subgroup of G fixing p. There is a finite subset {p(1),..., p(q)l
c P so that Gp is conjugate to precisely one Gp(j) (1 ~ j ~ q). We can
construct a horocycle Cp at p E P so that:

(i) if p, q ~ P, p =1= q, then Cp n Cq = Ø,
(ii) g(Cp) = Cg(p) (g E G), and,

(iii) Cp n Aa(8) = fÕ (p E P, a E A, 03B8 ~ 03C0/2).

If we consider the set

we see that it is invariant under G. We can find a finite-sided fundamental

domain

for the action of G on this set; D(O) is relatively compact in H.
It is also known that G has a finite set of generators Aj, Bi (1 ~ j ~ g),

Ej (1 ~ j ~ r), Hj (1 ~ j ~ p), 03C0j (1 ~ j ~ q) satisfying the relations

where e( j) is a positive integer. Any elliptic element of G is conjugate to
some power of some Ei ( 1 ~ j ~ r) and this is uniquely determined.
Hi is conjugate to a generator of Ga(j) and nj is conjugate to a generator
of Gp(j). It follows that, if p or q is non-zero,
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where Ce is the cyclic group with e elements. From this we see that the
structure of multiplier systems for G is quite simple (cf. [6]) ; if G has no
elliptic elements then multipliers of every weight exist. We make this
remark in order to show that the introduction of arbitrary weights is
not an empty generalization. We shall not need it again in this paper and
the actual group-theoretic structure will play no further role. We should
note however that p ~ 0 if and only if G is of the second kind. This shall
be our only concern since the corresponding theory for groups of the
first kind is by now well known ([3], [4], [11]). Although it appears to
introduce no new conceptual difficulties the presence of parabolic certain-
ly introduces notational difficulties and we shall suppose henceforth that
q=0.
The expansion of functions with respect to Gp is well-known; we shall

here develop the analogous expansion of functions about Ga . The most
convenient method of doing this is to choose Ai E Con (H) (1 ~ j ~ p)
so that

The group Ai 1G03B1(j)Aj is a hyperbolic group fixing ]0, ~ [ and so is

generated by an element of the form

If we define for z E H,

and

Observe that riz) is also defined for z e Qa(j)’ a fact which we shall often
use. If 9 E G03B1(j) then there is n E Z so that

and

Note that
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Let x, V, k, U(V) be as in Section 1; let f be an automorphic form of
weight k and multiplier x. Using the notation of Section 1 we set

which is an automorphic form of weight k, multiplier XAi’ for the group
A-1jGAj. It is therefore also an automorphic form for A-1jG03B1(j)Aj with
the restricted multiplier system. Now let

Xi is then a unitary transformation of V, and fj satisfies

We now fix an orthonormal base for E Then there is Y E U(Y) so that

n = dim (V) and diag (x1,..., Xn) is the matrix with entries xjbij. For
x E R we set

This is a one-parameter subgroup of U(V) to which Di belongs. If we set

then

Thus, writing z = rei8, we can expand Fj(z) in a series of the form

and



76

It is now convenient to introduce some more notation. Let

Let Zj = {(m+03BE(1,j)/203C0)/03BA(j),...,(m+03BE(n,j)/203C0)/03BA(j)):m~Z} and for

ex E Zj we shall write |03B1| for the corresponding ImlIK(j). We shall write,
for any real vector ex = (a1, ..., an),

Then the Fourier expansion is given by

where the c03B1(03B8) are certain vectors in v
For the sake of convenience we shall write z. = A-1j(z). We shall also

write 03B6j = A-1j(03B6) « E R*) and Xj = ~Aj. Finally we shall set

and we shall often regard this as a disjoint union of the Z;.

3. Eisenstein series

The main object of this paper is to study the Eisenstein series introduced
in [1] and [7]. This is defined, for Re (s) &#x3E; 03B4(G), 03B6 ~ 03A9(G), by

Our first object is to obtain the Fourier expansion of this as described
in Section 2. We let

which is the corresponding series for the elementary group Ga(j). We can,
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using the results of [7 : § 2] split (10) as

From this follows

Thus the problem reduces in the first case to finding the Fourier expan-
sion of E(j)03B6(z, s). We retain the notations of Section 2 and set further
H j = A-1jG03B1(j)Aj. After a short calculation we find

The second term on the right-hand side is the corresponding Eisenstein
series for Hi. Using the results of Section 2 we can express this series as

Proceeding as in Section 2, and writing z, = rjei03B8j, we see that this has a
Fourier expansion of the form

where

Now let, for Re (s) &#x3E; 0,
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If a = (al, ..., an) is a given vector we set

We shall postpone the investigation of the Q’(0, X, s) for the moment.
These functions can be evaluated in terms of hypergeometric functions
but it appears in general to be simpler to deduce the properties that we
need as special cases of the theory described in [7] as applied to elemen-
tary hyperbolic groups.
We see now that (13) has the Fourier expansion

We can now obtain the complete expansion of E03B6(z, s). First we recall
the functional equation

From this we may assume that

If 03B6 E 03A903B1(i) with i ~ j then it follows that for all g e G

whereas if 03B6 e 03A903B1(j) then

if and only if g ~ Ga(j). We shall therefore define E*03B6(z, s) by

E(j)03B6(z, s), when ( E 03A903B1(j), is given by (16) with sgn (03B6j) = +1. On the other
hand, applying (12) we obtain that
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where

Here 03A3’g~G03B1(j)BG means that the sum is taken over a set of representative
cosets, excluding the coset G03B1(j) · 1 in the case that j = i (i is, as above,
a function of Q. We shall suppose now that ( E 03A903B1(i).
We now intend to write Ma(s, 03B6) as a sum over double cosets

G03B1(j)BG/G03B1(i). Let h E G03B1(i) and h* = Ai 1 hAi. Then

By (2) ~(h-1)-1 = (03B1k(h-1,Ai)/03C3k(Ai, h*-1)~i(h-1)-1. Recall that xi is a
representation on Ai 1 G a(i)Ai. Also from the definition of ak it follows
easily that

We shall now examine

We suppose that oo E L(G), and so 03A903B1(i) ~ R. Then

is constant for 03B6 ~ 03A903B1(i). On the other hand the central term on the right-
hand side is, ey (17), a multiple of a representation of G03B1(i). Taking
h = I we see tiiat the multiple is B(g-l 00, Ai03B6i). However, by equation (6)
of [7] it follows that this term is constant except for a possible finite
number of exceptions (as a function of h). Now it follows that this term
is identically 03B5(g-1~, Ai03B6i). If g e G write gji = A-1jgAi and then the ex-
pression (20) gives
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(Hi was defined at the beginning of the section.) Let

This is a unitary matrix and is independent of the choice of 03B6i e ]0, oo[.
Next note that

Thus we see that

It is clear that the right-hand side has a Fourier expansion. Remember
that (1 &#x3E; 0, and, that under the conditions of the summation, gji(h03B6i)  0.

We obtain for the Fourier expansion of the inner sum an expression of
the form

where

For a matrix A we shall write Au" for the (u, v)th eritry. Let a = (a,,..., an),

Let now y E Con (H) be such that 03B3]0, ~[ ~ ]-~, 0[ and let y be

represented by the matrix (a bd). Let X, Y E R. Then a straightforward
calculation shows that
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where F(A, B; C; z) is the ordinary hypergeometric function and B(s, t)
is the Euler beta-function. If we now write

where ex E Zj, 03B2 E Zi and we regard Zi, Zj as subsets of Z*. Actually this
explicit formula for (JaP(s) will not be used although the function 03C303B103B2(s)
(i.e. the matrix with the entries given by (24)) will be central in our dis-
cussion. It depends on the multiplier system but we shall not encumber
out notations by making this dependence explicit. If we now collect
our results together we obtain the following:

THEOREM 1: Let X be a multiplier of weight k and let E03B6(z, s) be the Eisen-
stein series defined by (10). Then, with the notations introduced above,
for i, j (1 ~ i, j ~ p) and 03B6 E 03A903B1(i),

The series are all absolutely convergent in Re (s) &#x3E; b(G).

We deime the following three functions

We find that if Re (s) &#x3E; 2, as 0 - 0

which follows from (2) of [7]. If, instead, 0  Re (s)  2,
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as follows from (14). Finally, for Re (s) &#x3E; 0,

as follows from (15).
If a = (a1,..., an) we shall write q’(s, 03B1) for

Now let q E Q(G). Then

S(C, 11; s) is defined and studied in [7]. The proof of (31) is merely a
straightforward calculation. One sees easily that even E03B6(z, s). lm (z)-s
is smooth in C 00 - L( G) except for the set G{03B6}. One therefore deduces
from theorem 1 the following :

4. The functional equation

We must now begin to investigate some of the properties of the func-
tion Q03B5k(03B8, a, s). We see at once that these functions are solutions of a
second order differential equation in 0. This fact, and the consequent
explicit identification of these functions can be used to obtain the results
we need. But it is more in keeping with our general programme to
regard these functions as the Fourier coefficients of the Eisenstein

series for the hyperbolic groups and then to derive their properties from
the general results of [7]. The object of this paragraph is to state the func-
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tional equation for the Eisenstein series (as discussed in [7J) in terms
of the 03C303B103B2(s). In accordance with our general philosophy we shall do this
first for the hyperbolic elementary groups.

THEOREM 3 : The functions Q03B5k(03B8, a, s) satisfy the following :

PROOF: (32) and (33) follow from (14) and (15) without trouble. By
(32) and (33) it follows that (34) and (35) are equivalent. It remains to
prove (34). We consider the group G generated by z F+ e"z, and, for
ç E R, the corresponding Eisenstein series

Let 03A91 = {x &#x3E; 01, Q2 = {x  01. If we write Zo = {(m+03BE/203C0)/03BA:m~Z}
and z = rei03B8 it then follows from the results of Section 3 that

where e = + if 03B6 ~ 03A91 and e = - otherwise. Proceeding in the same way
as when we deduced theorem 2 from theorem 1 we obtain that if 03B6, ~ E 03A91
then

and, if Ç E Q2, il E 03A91, we have, using also (32) that
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From (33) of [7] we see that if Re (s) &#x3E; 1 2

In this case B can be taken to be [1, e03BA[ ~[-e03BA, -1[. On carrying out
the integrations if il E 03A91 we get (34).
As (14) and (15) define Qk(0, a, s) only for Re (s) &#x3E; 0 it follows that now

we have obtained the analytic continuation of these functions. (34) is
proved at first only for Re (s) &#x3E; 2 but it clearly extends to all values of s.

COROLLARY : 

PROOF: Using (28), (29), (30) these are the limiting versions of (34), (35).
They can also be regarded as consistency relations for (34), (35).

(36), (37) can, of course, be proved directly although not without a little
difficulty.
We shall now proceed with the general problem. Suppose that G is a

finitely generated Fuchsian group with 03B4(G)  2. Consider the equation
(33) of [7]:

Theorems 1 and 2 give us the Fourier expansions of both sides of (38).
We may take

On substituting the various expansions into (38), and simplifying by
means of theorem 3 we obtain

which holds for a, 03B2 E Z*. For a E Z* there is j so that a E Zj and we write
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x(a) for 03BA(j). (39) is the basic functional equation but so far it is proved
only when

By (37) we can replace the multiplier in the last term by

Let

Then (39) becomes

We now let Wo be the Hilbert space of l2 sequences on Z*. This is
isomorphic to the space of L2-functions on

We let W = Wo Q v ; that is the space of L? functions on GB03A9(G) with
values in V. Clearly 03C303B103B2(s), u*(s) are matrices representing linear maps
from W to itself. Representing the corresponding maps by 1:’(s), Z*(s)
we see that the functional equation becomes

We must now investigate the nature of 1:’*(s) as an operator; we would
like to show that it is substantially a Fredholm operator. We write the
function S(1, rl; s), for ( E 03A903B1(i), ~ E Qa(j)’ in

where Sj((, 11; s) is the S-function for the group G03B1(j). This decomposition
corresponds directly to the two terms on the right-hand side of the
decomposition given in theorem 2. However from the series definition of
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S(03B6, ~; s) one sees quite easily that the second term above is smooth

function of C and ~. (In {Re (s) &#x3E; ô(G)j one sees that the series of kth
derivatives converges absolutely and locally uniformly.)
From the elementary properties of Fourier series there is, for each

positive integer K, a constant C(K) so that all the entries of the matrix

(the Fourier coefficients of the function above by theorem 2) are bounded
by

(|03B1| was defined in section 2). The proof shows even that this holds uni-
formly in compact subsets in {Re(s) &#x3E; ô(G)I. By Stirling’s formula, as
a - oo

again uniformly on compact subsets of {Re (s) &#x3E; 0, s =f 1 2). q+k(s, a) has a
pole at !. It follows that only a finite number of the q+k(s, 03B1) are singular
for s lying in a given compact set.

It follows therefore, that if we omit a finite number of rows, the matrix

has no poles in {Re (s) &#x3E; ô(G)j and is represented through the Fourier
transform by an operator with a smooth kernel.

Let Jk(s) be the operator with the matrix

We can write

where 03A30(s) has the matrix representation

Now the functional equation becomes
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Let s be confined to a compact set. Then Jk(s)-103A30(s) has only a finite
number of poles, and in the matrix form these appear in only a finite
number of rows. Outside these it follows from the remarks above that

Jk(s)-103A30(s) is represented by a compact operator with a smooth kernel
and hence the Fredholm determinant exists. Using det to denote the
Fredholm determinant we set

which is even analytic (cf. [2]). As the poles of the matrix occur in only a
finite number of rows it follows that 03A6(s) extends to a meromorphic
function on {Re (s) &#x3E; 03B4(G)}.
Next note that, by straightforward estimations,

exists. Then, from (42) it follows that

This shows first of all that 03A6(s) is not identically zero. From this it follows
that, as the inverse of I + Jk(S) - ’10(s) exists by Fredholm theory (except,
perpaps at a finite set of points) and that it is unique then from (42) this
gives a meromorphic continuation of I + Jk(S)-l 17o(s) to at least the strip
0  Re (s)  1. In fact this continuation is valid in the whole complex
plane - the only fact we need to prove this is that the zeros of the non-
trivial matrix éléments of Jk(S) form a discrete set, and that for each of
these only a finite number of the entries of Jk(s) vanish. This is easily
checked. The difficulty outside the strip 0  Re (s)  1 is that 03A6(s) has
many more poles than necessary, poles which arise for essentially trivial
reasons.

Where it exists 10(s) represents an operator with a smooth kernel,
since this follows from the general Fredholm theory in a Banach space
(cf. [2]). This can also be deduced without trouble from the explicit
formulae for the inverse of an operator. Using this proof one can see that
if so is a pole of (JaP(s) of order N (at most) over all a, fi then we have, for
a given K &#x3E; 0, a constant C(K) so that, in some neighbourhood of so
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From this it is now clear that E03B6(z, s) and S(03B6, ~; s) have analytic continua-
tions to the whole complex plane and that the poles in 0  Re (s)  1

coincide with the poles of 03A6(s) there.
This completes the investigation here. It is worth noting however that

our arguments have been essentially formal. We needed only some iden-
tities from the special case of hyperbolic groups and general Fredholm
theory. This shows that the results here, although quite striking, do not
lie so very deep.
As a result it follows that

can be continued to the whole plane. By Landau’s theorem it has a

singularity at s = 03B4(G); the same fact, if 03B4(G) &#x3E; 2 was proved in [5].
This leaves only the case ô(G) 2-

5. Maaß-Selberg relations

The results of Section 4 give a quite satisfactory description of the
analytic continuation in the case that 03B4(G)  1 2. For certain reasons,
connected with the completeness problem described in [7], we shall need
to know more about these functions. Furthermore, we still have to prove
the analytic continuation in the case that 03B4(G) ~ 2. Both of these can be
solved by means of certain integral relations that the Eisenstein series
satisfy. These were first used in this context by Selberg [11] and are often
called MaaB-Selberg relations, although this name covers a variety of
rather similar relations. We shall need some such here and shall describe

them also as MaaB-Selberg relations.

Let ~j E ]0, n/2[ (1 ~ j ~ p). Observe that the set

is invariant under G. Let D9 be a fundamental domain for the action of

G on this set. Let

Then
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is a fundamental domain for the action of G on H. Let z E D, 03B6 E U Qa(j)
and define

Here, as before, E(i)03B6(z, s) is the Eisenstein series associated to Ga(i). For
A E End (V) we shall write A* for the Hermitian conjugate to A. Then,
for example

With these notations, our object is now to evaluate the integrals

and

Let us first observe that these integrals converge if Re (s), Re (t) &#x3E; 03B4(G),
and in the case of the second integral Re (s + t) &#x3E; 1. Unfortunately the
formulae become too complicated if we evaluate them directly and it is
best to introduce an auxiliary function. To describe this we note that if
a E Z* then a E Zi for some uniquely defined j; we shall write this j as
i(a). Then for a E Z* and taking j = i(a), we introduce

These are smoothed out versions of the E,(z, s). From theorem 1 we see
that E!(z, s) has the Fourier expansion

Here, as above, j = i(a). If ( E Qa(j) then we have also
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We can define analogously E!~03B1(z, s); this has the same Fourier ex-
pansion as in (48) except that the first term on the right-hand side vanishes
if °i(a)(Z)  (Pi(,x).
The technique we use is an application of Green’s formula and follows

known lines. It is used, for example, in [8]. Thus we shall only sketch
the calculations. We start from the fact that the Eisenstein series are

eigenfunctions of the dk; from this follows the relation

The right-hand side can be evaluated by Green’s formula. We indicate
the form of this theorem that we need. Let R be a relatively compact
domain in H with a piece-wise smooth boundary, and let fl, f2 be C2
functions defined on a neighbourhood of R. Then

(y = Im (z)), a formula that is compatible with the action of Con (H),
if fl, f2 are transformed as forms of weight k. This formula follows by
direct calculation but is better regarded as an application of Green’s
theorem to the universal cover of Con (H). In the formula above n is
the outward normal. On the line arg (z) = ~, ô/ôn = - a/a(arg (z)), if

the region being considered lies in arg (z) &#x3E; ç.

By direct estimates we have, for z E D, that if G has no parabolic
elements then

and

estimates which are proved by the techniques of [5]. In fact the same
results hold true for E~03B6(z, s) and the assertions follow by averaging.
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Now let

We shall also let R03B5~k(03B8, s, t, 03B1) be the corresponding diagonal matrix if
ex is a given vector.
From the considerations above and (50) one deduces :

THEOREM 4: Suppose G is a finitely generated Fuchsian group without
parabolic elements. Suppose (pj, ~’j E ]0, 03C0/2[ (1 ~ j ~ p) with qJi ~ (pj.
If Re (s), Re (t) &#x3E; b( G) then

If, furthermore, Re (s) + Re (t) &#x3E; 1, then

Observe that in (52) the Fourier coefficients appear only linearly; it
is this phenomenon that makes the analytic continuation in Re (s) &#x3E; 2
possible. In (51) we have a quadratic form in the Fourier coefficients
which turns out to be negative definite ; this makes possible the analytic
continuation over the whole plane.
As before we require the corresponding results for hyperbolic groups.

These are :

THEOREM 5 : For 03B81, e2 E ]0, 03C0[ we have 



92

Also

where c++ = C- - = 1, c-+ = c+- = e(k).

and, if Re (s) &#x3E; 2,

whereas, if Re (s)  2,

PROOF: (53) follows from carrying out the same calculations for the
hyperbolic group as were carried out in general in theorem 4. It can also
be proved using the fact that Qk(0, a, s) satisfies the differential equation

y"(03B8)+2kiy’(03B8)+(-403C02a2+403C0ka·cot03B8)y(03B8) = -s(1-s)(sin 03B8)-2ly(03B8).

(54) follows from (32), (33) and (50).
It follows at once from (15) that, as 0 - 0,

From theorem 3 we deduce that ~Q03B5k/~03B8, behaves, as 0 - 0, exactly as
one deduces from differentiating (28), (29) and (30) formally. Substituting
into (50) gives (55), (56) and (57).

COROLLARY: 



93

PROOF: That all the functions concerned are constant follows from

(53). The value of these constants can be evaluated, at least for certain
values of s, by (55), (56) and (57). That they hold for all values follows
by analytic continuation.

PROOF : In view of theorem 2 we need only show that

Remembering that x is unitary

As X is a multiplier

However, an easy calculation shows that if g(~) ~ oo then

We choose for simplicity a conjugate of G so that the only element of
G fixing oo is the identity. If we replace g by g-1 and use the identity

the desired result follows at once.

Theorem 6 plays a very important rôle since it opens the possibility
of using real-variable methods. Theorem 6 can be deduced from the
equation (51) of theorem 4 by setting s = t and then using the corollary
to theorem 5.

If we now consider the case that b(G)  2, we can set t = 1 - s in (51),
if 03B4(G)  Re (s)  1- b(G). This gives another relation which, on sim-
plifying by theorems 5 and 6 turns out to be the functional equation
investigated in Section 4.
To complete the set of integral relations we need one more. Let u(z)

be an automorphic form of weight k and multiplier x and furthermore
that it is an eigenfunction of - d k with eigenvalue s( 1- s) (0  Re (s)  1).
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Let j be such that 1 ~ j ~ p and we shall suppose that u has a Fourier
expansion of the form for all j,

Proceeding as before

We take now t = s. The left-hand side above vanishes and hence ca = 0.

Thus, if E!03B1(z, s) is regular at s, Ca = 0. Hence, unless s = 2, if u ~ 0

E03B6(z, s) has a pole at s. This argument would even be valid for an analytic
continuation of E!03B1(z, s). In the case when 03B4(G)  2, when we have such
a continuation we see at once that we must have Re (s)  2.
Next take t = 1- s. Set

Using theorems 5 and 6 we obtain

Using (37) we get

In other words, if we consider C = (c’03B1) as a vector in W then we have

We had observed that s was a pole of the Eisenstein series and so
0(l - s) = 0. Thus we expected to be able to find such a vector as C.

If we suppose further that
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converges uniformly to a continuous function on fJa(j) as 03B8j(z) - 0.
Then the c’03B1 are essentially the Fourier coefficients of this function and
hence C lies in one of the Banach spaces on which 03A3*(s) acts (in section
4 we saw that such spaces are those corresponding to spaces of r-fold
differentiable functions.) Thus C lies in a finite dimensional space.

Let us now define a generalised cusp form to be a form satisfying all
the conditions that we have put on u. The quantity s will be called the
parameter of u.
The result here is still subject to the restriction that 03B4(G)  2. In [5]

we showed that there is a probability measure y supported on the limit
set of G so that

is an automorphic function. It is easy to verify that it is a generalised
cusp form. Thus, if 03B4(G)  2, the space of such measures is finite dimen-
sional. This was proved in the case that ô(G) &#x3E; 2, for in this case F is
square-integrable and it is possible to use L2-theory. The sketch given
here is an indication of how this theory can be relieved of the restriction
that 03B4(G) &#x3E; 2. We shall not deal with this point here; we do need however,
a similar result which is valid without any restriction on b(G). This is:

THEOREM 7: Suppose u is a Coo -function with an expansion of the form
(58) (1 ~ j ~ p), where Re (s) = -L s =1= 2. Then u = 0.

PROOF : As u is smooth the Fourier series for u and all its derivatives

converge uniformly on compact subsets. Then we can calculate (~·,·~
being the inner product on V)

First of all as u is an eigenfunction of L1 k with a real eigenvalue this
vanishes. On the other hand, on applying Green’s theorem we obtain that

But as s = 1 - s we obtain from the corollary to theorem 5 that
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As the left-hand side is positive it follows that ca = 0 for all a; this proves
the theorem.

6. Some estimates

We must now study the behaviour of the functions Q-k(03B8, X, s) as X
becomes large. This is essentially contained in the work of Watson [12]
but it proves to be much easier to proceed from first principles.
From (15) after substituting eZ for x we find

The integrand is not regular in the whole z-plane and to make it regular
we make cuts L1 = {iy: y &#x3E; n - 01 and L2 = {iy: y  -03C0+03B8}. We shall
consider 0 only in the region ]0, n[ and X real. We have to distinguish
the cases as X is positive or negative.
Suppose first that X is positive. As long as Re (s) &#x3E; 0 we can move

the path of integration to the line Im (z) = - 03C0, but indented around the
cut L2. The contribution from this line, excepting the indentation along
L2, is clearly bounded by

Let s = 6 + it. We see that this expression is bounded by

since

Next observe that

and the bound becomes, after a short calculation,
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where B(·, .) is the Euler beta-function.
Let now ^1 be the path from -03C0i to -03C0i, taken on L2, and going

round - (03C0 - O)i anticlockwise. Then we have shown that

where

We transform the integral by setting z = - (x - 0)1-iu and it becomes

where

and

^ is the path from 0 to 0 taken along the positive real axis and circling 0
positively.

c(u) has an expansion of the following form

where N - a + k + 1 &#x3E; 0 and cN(u) is bounded in a neighbourhood of A.
Suppose K is a bound for cN(u) on A ; if s lies in a compact subset of Re (s)
&#x3E; 0, and if 0 lies in a compact subset of ]0, 03C0[ then K can be chosen
uniformly. Thus
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where

Now let L be the contour from oo to oc along the positive real axis,
encircling 0 positively. Then

for any B &#x3E; 0. The implied constant depends on a and 0 and can be
chosen uniformly on compact subsets. This estimate, like many of the
others here can be improved. By the Hankel integral for the gamma
function [13: p. 244]

Summarising we obtain the following result, that

where

c+(s, 03B8) can be chosen to depend continuously on s, 03B8.
If X is negative we get instead
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where

Furthermore t+(03B8, s) (resp. t-(s, 0)) is non-zero if s - k (resp. s + k) is not
a negative integer or zero. Explicit expressions for t+(s, 03B8), t-(s, 03B8) can
easily be given but for our purposes it is unnecessary.
We can also derive asymptotic formulae for ~Q-k(03B8, X, s)/~03B8 as above;

the result is the formal derivative of (62) or (64) with the corresponding
error terms. From this we can deduce estimates for R03B5~k(03B8, s, t, X). These
are however not so accurate since the leading terms can cancel. We
require a bound for

From (50) after some manipulation we obtain

Using theorem 3 to deduce estimates for Q+k(03B8, X, s) from those for
Q-k(03B8, X, s) we deduce that

We also require a lower bound for R--k(03B8, s, s, X), at least when
Re (s) &#x3E; 2. In this case we obtain from theorem 5 that

with s = 03C3+iT. The left-hand side is clearly positive. Hence

Applying (62) or (64), we obtain, because of the uniformity of the estimates
there, that

where fi is a number of the form - 2(03C3± k) + 1 and c(s, ç) is a constant
depending on s, 9.
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(66) is valid for s in Re (s) &#x3E; 0 and uniformly so for 0 lying in compact
subsets of ]0, 03C0[ and s lying in compact sets. (67) is valid in Re (s) &#x3E; 2,
but it should be noted that c(s, ç) = 0 if Re (s) = 2 or Im (s) = 0. In
these exceptional cases R--k(03B8, s, s, X) can be evaluated explicitly by
theorem 5 and its corollary.
The following two estimates follow in the same way:

fi is a certain real number. The conclusions about uniformity are the
same as before.

7. Analytic continuation, 1 st step

Let G be a Fuchsian group with 03B4(G) &#x3E; 2. We shall assume that G has
no parabolic elements. Our object is to show that E03B6(z, s) can be con-
tinued to the whole complex plane as a meromorphic function in s. Our
proof follows the lines sketched by Selberg [11]. The first step is therefore
to effect the continuation to the region {Re(s) &#x3E; 1 2, Im (s) ~ 0}.
To do this we start from (52) but we require this in a somewhat altered

form. Let Bi be a fundamental domain for Ga(j) on Da(j) and B = UjBj;
if 03B6 E Bi we set

Then the relation we need is

This follows by expressing the left-hand side in terms of the E!03B1(z, s).
The special case t = s shows that the resulting sum converges absolutely
and hence the right-hand side also. Thus (70) is valid for Re (s), Re (t)
&#x3E; 03B4(G). We shall write A(s, t) for both sides of (70).
Now let K be a compact subset of {Re (s) &#x3E; 0, Im (s) ~ 0} and suppose
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qJ fixed. We make the following assumptions about E03B6(z, s):
E(K) : E03B6(z, s) can be continued to an analytic function in K smooth in z
and s. There exists a constant M(K) &#x3E; 0 so that for s lying in some neigh-
bourhood of K

Our method is to show that if E(K) holds on a compact set K then it
holds on a strictly larger compact set K. It is clear that E(K) holds for
any compact subset of Re (s) &#x3E; b(G). Let so E K and let d be the distance

of so from the set {Re (s) = 1 2} u Im (s) = 0}. Let

and suppose that p is such that C(so, p) c K. We let p’  pd and we
shall show that E(K u C(so, p’)) holds. After a finite number of steps it
follows that E(K) holds for any compact subset K of {Re (s) &#x3E; 2,
lm (s) ~ 01.

First of all it follows easily that the left-hand side of (70) is an analytic
function for (s, t) ~ K  K (where K = {s: SE KI). It follows from (71)
that, as the Fourier series of theorem 1 converges to a L2 function that
each of the terms is bounded. From this and (62) or (64) we see that for
sEK

where c(0) is a positive constant depending (continuously) on 0, and
on K. In particular, from (68) and (69), and taking in (72) 0 &#x3E; 03C0/2 we see
that the right-hand side of (70) converges absolutely, even if the terms are
not bracketed together. Hence it too represents a function analytic on
KxK.
For any matrix X E End (V) we write |X| for the maximum of the

absolute values of the entries of X. So, (72) shows that

Let s E C(so, p) where so, p are as above, and let

Then, by Cauchy’s inequality, 6aa(S) has a power series expansion
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with

Now let d’  d, d’ &#x3E; p. Then for (s, t) E C(so, d’) x C(so, d’)

is analytic; it has an upper bound on this set, say Na. Then it has a power
séries expansion

where again by Cauchy’s inequality

Thus

has a power series expansion of the form

where

But by (69), (73), (74) we have that

for any 0 e ]0, nE. Hence it follows that
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has a power series expansion of the form

where, for some c 1 &#x3E; 0,

The other two terms on the right-hand side of (70) can be treated in
the same way. Thus A(s, t) has a power-series expansion

where

In particular,

We consider the Hilbert space D consisting of functions on D x B with
values in End(V), and under the norm

The function

belongs to this space, and the norm is given by (70). This function is
analytic is s and has an expansion

Applying Cauchy’s theorem to the left-hand side of (70) we see that it
has the expansion
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Thus we have

Hence if we choose d’ so that ~d’03C1 &#x3E; p’ we see that the series

converges strongly in a neighbourhood of C(so, p’) in H, and represents
an analytic function taking values in D.
We are now in possession of a function satisfying E(K u C(so, p’))

except for the smoothness conditions.
Let q(z, w) be a ’point-pair invariant’ of weight k. Suppose that q is

smooth and of compact support. Let f be any eigenfunction if -0394k,
with eigenvalue s(1-s). Then by Selberg’s theory [10], there exists an
analytic function p(s) (independent of f ) so that

By considering a sequence of such q approximating a ô-function it is
clear that we can choose one that does not vanish on K u C(so, p’). We
shall let L be the hyperbolic diameter of the support of q; i.e. if the hyper-
bolic distance between z and w [z, w] &#x3E; L then q(z, w) = 0. It is clear that
under the restrictions we have so far made we can choose q so that L
is arbitrarily small.
Now let

and let

It is easy to see that this is an open subset of D and, since G has no
parabolic elements, it follows now that D - De is relatively compact in D.

It follows now from (75) that, if z E D, then
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Clearly Q(z, w) is bounded, and is even of compact support on D. It
follows that as E~03B6(z, s) can be continued to a analytic mapping of
K u C(so, 03C1’) into D, that the left-hand side of the above equation repre-
sents an analytic function of s and thus we obtain the pointwise continu-
ation of Er(z, s). Also that Er(z, s) is smooth in z and s follows immediately.
This holds at least for z E D, but by chosing two different ç’s it is clear
that it extends at once to all of D. By this means we see that all the con-
ditions of E(K u C(so, p’)) are satisfied. This then completes the first part
of the analytic continuation.
We need to investigate the behaviour with respect to ( and to show

that this is also smooth.

From (72) and Stirling’s formula it follows that

for any 0 E ]0, 2n[. This holds uniformly on a compact neighbourhood
of s and we have the same inequality holding at s. Thus by theorem 6
we obtain

Using (62) or (64) and Stirling’s formula we obtain, for some real b &#x3E; 0,

The sum of the right-hand side over all 03B1, 03B2 E Z* is absolutely convergent
if 0 &#x3E; 9. Thus the series of theorem 1 is absolutely convergent and the
terms are even bounded by an exponentially decreasing factor. Thus
E03B6(z, s) is smooth in 03B6 as well as z, s.

8. Analytic continuation, 2nd step

We must now investigate the behaviour of E03B6(z, s) as s approaches a
point on Re (s) = 2. The argument here becomes somewhat more in-
volved. First of all we must introduce a certain modified version of

E03B6(z, s) which is defined as follows : if 03B6 E 03A903B1(i)

where a is a fixed element of Zi. Then 03B6(z, s) is, after the discussion of § 3,
invariant under the group G03B1(i). If we let B, = G03B1(i)B03A903B1(i), and B be the
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disjoint union of the Bi (1 ~ i ~ p) then we can regard 03B6(z, s) as a
function on 5. Note that Bi is a circle; hence Ê is a (disconnected) compact
manifold.

We observe first that every distribution on Ê is of finite order (cf. [9;
p. 88]). Thus, as we can easily verify by inductive arguments, the series
representation for 03B6(z, s) derived from (10) converges in the space of
test functions in the sense of distribution theory. Furthermore, let D be a
distribution on B ; we shall consider the action of D on 03B6(z, s) with z, s
held fixed. From theorem 1, if ( E Qa(i) we have

Here

and

By (62), (64), (32) and (77) it follows that each of these series is con-

vergent as a series of test functions. Thus if we let DE(z, s) be the result
of letting D act on 03B6(z, s) the remarks above give rise to the following
three assertions:

where D, is the restriction of D to B j, and
(iii) Dj(j)(z, s) is, for s in the range described above, analytic in s and

smooth in z, s.

Our object now is to show that, as Re (s) ~ 2,
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remains bounded, at least if s is in the neighbourhood of a fixed point of
Re (s) = 1 2, s ~ 2. In order to do this we let so G (Re (s) = 2, s ~ 1 2} and
let (sn) be a sequence in {Re (s) &#x3E; 2, Im (s) ~ 01 converging to so. Let

and we shall assume that wm ~ oo as m - oo. From this we shall deduce

a contradiction.
We introduce the Hilbert space H(cp) of functions on Dl’, taking values

in End (V), and with the inner product

In this Hilbert space the sequence

is of norm 1. Thus a subsequence converges weakly to a limit f, say,
in H(~). Suppose, for convenience of notation, that this sequence is all
of (sm).

Suppose that ç = (~1, ..., qJp) with qJj  03C0/2 (1 ~ j ~ p). We shall
assume 9 to be sufficiently small for the following argument. We choose
also qJ’, qJ" so that ç’ = (~’1, ..., ~’p), ç" = (~"1, ..., ~"p) and

We choose also a ’point-pair invariant’ q(z, w) of weight k which is

smooth and of compact support. We let L be the diameter of the support
of q; this will be chosen small. Let Q, p(s) be as in § 7; we assume also, as
there, that p(s0) ~ 0. We shall also assume that L is so small, and the
ç, q/, ç" are so chosen that:

Clearly Q(z, w) is bounded on Dl’ x D9. Hence as (fm) converges weakly
to f the left-hand side converges to 
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It follows also from (81) that if z e D9’ then fm(z) is uniformly bounded.
Applying (81) with ç, ç’ replaced by qJ’, ç" we see that for z E DlfJ" ( fm(z))
converges uniformly to

Thus, in the limit, for z E DI"’,

Thus, as q, and hence Q, is smooth it follows that f is also smooth on
DCfJ" .
On the other hand, from (78)

The left-hand side and the first term on the right-hand side are clearly
bounded for 03B8j(z) = 03C0/2; thus, for some c, &#x3E; 0

Using (62), (64) we see that there are c2 &#x3E; 0, b &#x3E; 0 so that

But then using (62), (64), (82) it follows that in the region

(82) converges, and the weak limit also converges to a smooth function
which then extends f to this region. Otherwise expressed, fm converges
to f uniformly on compact subsets of D.
The Fourier expansion of f can be deduced from (82); because

wm ~ ~ we have
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As D9 is relatively compact it follows that in H(~)

But 11 f,,,l = 1 and so ~f~ = 1. In particular f Q 0. But this contradicts
theorem 7. Hence the assumption that wm ~ oo leads to a contradiction.
So D(· s) remains bounded as s ~ so. We can now repeat the argument
given above and we deduce that if we are given a sequence (sm), (sm ~ so)
there is a subsequence (sm) so that DE(z, sm) converges uniformly on
compact subsets in z to a limit. From (78) we deduce that if this limit is
denoted by f D(z) then

where

From theorem 7 we see at once that there is only one such limit. Thus
f D(z) is uniquely determined and as s ~ so

This holds for all distributions D and so by the Banach-Steinhaus theorem
for distributions ([9; pp. 69, 70]) there are functions 03B6(z, so), e03B1(03B6, so)
so that

and

Furthermore, as s ~ so,
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uniformly in z lying in compact subsets of D and 03B6.
We can now apply the same argument again but allow the (sm) to lie

in {Re (s) ~ 1 2, Im (s) ~ 01. From this we deduce that 03B6(z, s) is continu-
ous in s on {Re (s) = 1 2}, except, perhaps, at s 2-
From this we see, as in Section 7, that (77) holds uniformly on a

neighbourhood of so lying in {Re(s) ~ 1 2, Im (s) ~ 01. In particular we
see that the operator introduced in Section 4,

is Fredholm ; also its Fredholm determinant 03A6(s) is analytic in {Re(s) &#x3E; 2,
Im (s) ~ 0} and continuous in {Re (s) ~ !, Im (s) ~ 0}. We deduce also
that (51) holds if s, t ~ {Re (s’) ~ 1 2, Im (s’) ~ 0}. As we have observed
before, on taking Re (s) = 2, t = 1- s = s this implies that

If Re (s) ~ 1 2, 03A6(s) ~ 0 then (I+03A30(s)Jk(s)-1)-1 exists and is analytic in
s in {Re (s) &#x3E; 2, Im (s) ~ 0}, and is continuous on {Re (s) ~ 1 2, Im (s) ~ 0}.
Thus

gives the analytic continuation of I+Jk(s)-103A30(s) to the whole complex
plane.
Note that, if Re (s) = 2 then, by (84),

and is therefore non-zero, which shows that 0 is non-trivial. Furthermore

we see that if 0  Re (s)  -L’ s 0 [1-03B4(G), 1 2[ the function

is regular.
We can now, as in Section 4, use the general Fredholm theory to deduce

the properties of I + Jk(S) -’10(S) when Re (s) ~ -L. 2 In particular (77) holds
uniformly on compact subsets of C away from the poles and the line
[1-03B4(G), 03B4(G)]. Thus, outside this line one sees that E,(z, s) is meromor-
phic (this requires a little care at the poles). Now we can summarise the
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results of Sections 4, 7, 8 into the following theorem, which is the main
result of this paper.

THEOREM 8: Suppose G is a finitely generated Fuchsian group of the
second kind without parabolic elements. The function E03B6(z, s) can be
analytically continued, as a meromorphic function, to the region

I t satisfies a functional equation which can be written as

Let 0(s) be the Fredholm determinant ouf I+Jk(s)-103A30(s). Then if
0  Re (s)  1, 03A6(s)E03B6(z, s) is regular. E03B6(z, s) is smooth in 03B6. If s lies in a
compact set in which E03B6(z, s) is regular then, for any 0  03C0 there exists a

constant c(03B8) &#x3E; 0 so that uniformly

9. Concluding remarks

Theorem 8 does not represent the final truth about E03B6(z, s). In particular
the behaviour in the neighbourhood of the line segment [1-03B4(G), à(G)]
has not yet been investigated. This is, however, closely associated with
the spectral decomposition of the Laplace operator. Accordingly, we shall
have to investigate the behaviour of the generalised eigenfunctions
E03B6(z, s), especially when |s -1 2| is either large or small. This involves another
detailled arguments which we shall not consider here. It will be the sub-

ject of the next paper in this series.
The results which we have already obtained have several applications

in the theory of Fuchsian groups; essentially because they sharpen the
existing knowledge about certain Poincaré series. The most important
case is k = 0, ~ = I.
The restriction that G be without parabolic elements is a technical

simplification. The formalism is clear from the foregoing argument but
since the Eisenstein series at parabolic vertices interact essentially with
those considered in this paper the whole matter becomes womewhat

more complex.
The restriction that G be finitely generated seems to be more essential.

It is quite possible that the series can be continued to the region {Re (s) &#x3E; 1 2,
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Im (s) ~ 01, but there seems to be no possibility of a functional equation
or of an analytic continuation substantially beyond the region mentioned
above.
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