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DIFFRACTION OF SINGULARITIES FOR THE WAVE 
EQUATION ON MANIFOLDS WITH CORNERS 

Richard MELROSE, András VASY and Jared WUNSCH 

Abstract. — We consider the fundamental solution to the wave equation on a manifold 
with corners of arbitrary codimension. If the initial pole of the solution is appropriately 
situated, we show that the singularities which are diffracted by the corners (i.e., 
loosely speaking, which are not propagated along limits of transversely reflected rays) 
are smoother than the main singularities of the solution. More generally, we show 
that subject to a hypothesis of nonfocusing, diffracted wavefronts of any solution to 
the wave equation are smoother than the incident singularities. These results extend 
our previous work on edge manifolds to a situation where the fibers of the boundary 
fibration, obtained here by blowup of the corner in question, are themselves manifolds 
with corners. 

Résumé (Diffraction des singularités de l'équation d'onde sur les variétés à coins). — Nous 
considérons la solution fondamentale à l 'équation d'onde sur une variété à coins de 
codimension arbitraire. Si le pôle initial de la solution est situé convenablement, nous 
montrons que les singularités diffractées par les coins (autrement dit, intuitivement, 
qui ne sont pas propagées le long des limites de rayons réfléchis de manière transverse) 
sont plus lisses que les singularités principales de la solution. Plus généralement, nous 
montrons que sous une condition de non-focalisation, les fronts d'onde diffractés de 
toute solution de l 'équation d'onde sont plus lisses que les singularités incidentes. Ces 
résultats étendent nos travaux précédents sur les variétés à bord, à une situation où 
les fibres de la fibration de bord, obtenue ici par un blow-up du coin en question, sont 
elles-mêmes des variétés à coins. 
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CHAPTER 1 

INTRODUCTION 

1.1. The problem and its history 

Let XQ be a manifold with corners, of dimension n, i.e., a manifold locally mod­
eled on (R+)^+1 x Rn_^_1, endowed with an incomplete metric, smooth and non-
degenerate up to the boundary. We consider the wave equation 

(1.1.1) to L 2 
t U Au = 0 on M0 R x XQ, 

where Dt = i~1(d/dt) and A is the nonnegative Laplace-Beltrami operator; we will 
impose either Dirichlet or Neumann conditions at dXo. As is well known by the 
classic result of Duistermaat-H6rmander(1) (see [4]), the wavefront set of a solution 
u propagates along null-bicharacteristics in the interior. However, the behavior of 
singularities striking the boundary and corners of M0 is considerably subtler. 

Indeed the propagation of singularities for the wave equation on manifolds with 
boundary is already a rather subtle problem owing the the difficulties posed by "glanc­
ing" bicharacteristics, those which are tangent to the boundary. Chazarain [1] showed 
that singularities striking the boundary transversely simply reflect according to the 
usual law of geometric optics (conservation of energy and tangential momentum, hence 
"angle of incidence equals angle of reflection") for the reflection of bicharacteristics. 
This result was extended in [21] and [22] by showing that, at glancing points, singular­
ities may only propagate along certain generalized bicharacteristics. The continuation 
of these curves may fail to be unique at (non-analytic) points of infinite-order tan-
gency as shown by Taylor [27]. Whether all of these branches of bicharacteristics can 
carry singularities is still not known. 

As was shown initially in several special examples (namely those amenable to sep­
aration of variables) the interaction of wavefront set with a corner gives rise to new, 
diffractive phenomena, in which a single bicharacteristic carrying a singularity into a 
corner produces singularities departing from the corner along a whole family of bichar­
acteristics. For instance, a ray carrying a singularity transversely into a codimension-
two corner will in general produce singularities on the entire cone of rays reflected in 

t1) This result, viewed in the context of hyperbolic equations, built on a considerable body of work 
prior to the introduction of the wavefront set; see especially [9, 12]. 
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2 CHAPTER 1. INTRODUCTION 

such a way as to conserve both energy and momentum tangent to the corner (see Fig­
ure 1) The first diffraction problem to be rigorously treated was that of the exterior 

FIGURE 1. A ray carrying a singularity may strike a corner of codimension 
two and give rise to a whole family of diffracted singularities, conserving 
both energy and momentum along the corner. 

of a wedge, ( 2 ) which was analyzed by Sommerfeld [26]; subsequently, many related 
examples were analyzed by Friedlander [5], and more generally the case of exact cones 
was worked out explicitly by Cheeger-Taylor [2], [3] in terms of the functional calculus 
for the Laplace operator on the cross section of the cone. All of these explicit examples 
reveal that generically a diffracted wave arises from the interaction of wavefront set of 
the solution with singular strata of the boundary of the manifold; this has long been 
understood at a heuristic level, with the geometric theory of diffraction of Keller [8] 
describing the classes of trajectories that ought to contribute to the asymptotics of 
the solution in various regimes. 

Subsequent work has been focused primarily on characterizing the bicharaeteristies 
on which singularities can propagate, and on describing the strength and form of the 
singularities that arise. The propagation of singularities on manifolds with boundary 
was first understood in the analytic case by Sjostrand [23, 24 , 25], and subsequently 
generalized to a very wide class of manifolds, including manifolds with corners, by 
Lebeau [10, 11]. In the setting employed here, the special case of manifolds with 
conic singularities was studied by Melrose-Wunsch [16] and edge manifolds (i.e., cone 
bundles) were considered by Melrose-Vasy-Wunsch [15]. Vasy [30] obtained results 
analogous to Lebeau's in the case of manifolds with corners, and it is the results of 
this work that directly bear on the situation studied here. 

While the foregoing results characterize which bicharaeteristies may carry singu­
larities for solutions to the wave equation, they ignore the question of the regularity 

(2) This is not in fact a manifold with corners, but is quite closely related. 
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1.1. THE PROBLEM AND ITS HISTORY 3 
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FIGURE 2. Geometric optic rays hitting a corner F, emanating from a 
point o. The rays labelled G are geometric at F, while those labelled NG 
are non-geometric at F. The leftmost geometric ray is a limit of rays like 
the unlabelled one shown on the figure that just miss F. The blown up 
version of the picture, i.e., where (r, 6) are introduced as coordinates at 
the origin, is shown on the right. The front face (i.e., the lift of the corner) 
is denoted ff. The reflecting line indicates the broken geodesic of length 
7r induced on ff given by r = 0, 6 G [0,0o]- The total length of the three 
segments shown on ff is 7r; this can be thought of as the sum of three angles 
on the picture on the left: namely the angles between the incident ray and 
the right boundary (corresponding to the first segment), the right and left 
boundaries, finally the left boundary and the emanating reflected ray. 

of the diffracted front. In general, a singularity in W F S (which is to say, measured 
with respect to Hs) must propagate strongly in the sense that some bicharacteristics 
through the point in question must also lie in W F S . The general expectation is that 
these are certain "geometric" bicharacteristics; in simple cases, these are known to be 
those which are locally approximable by bicharacteristics that miss the corners and 
reflect transversely off boundary hypersurfaces. More generally, we can define geomet­
ric bicharacteristics as follows: To begin, we blow up the corner, i.e., introduce polar 
coordinates around it; this serves to replace the corner with its inward-pointing nor­
mal bundle, which fibers over the corner with fiber given by one orthant of a sphere, 
Sf D ( R + ) ^ + 1 . We will define geometric broken bicharacteristics passing through the 
corner as those that lift to the blown-up space to enter and leave the lift of the cor­
ner at points connected by generalized broken geodesies of length ir with respect to 
the naturally defined metric on Sf fl ( R + ) ^ + 1 , undergoing specular reflection at its 
boundaries and corners. ( 3 ) Bicharacteristics that enter and leave the corner at points 
in a fiber that are not at distance-7r in this sense are referred to as "diffractive." See 
Figure 2. 

It turns out that subject to certain hypotheses of nonfocusing, the singularities 
propagating along diffractive bicharacteristics emanating from the corner will be 
weaker than those on geometric bicharacteristics. In particular, the fundamental solu­
tion satisfies the nonfocusing condition, hence one consequence of our main theorem 
is as follows: 

(3) The actual definition is considerably complicated by the existence of glancing rays, and is discussed 
in detail in §3.4. 
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4 CHAPTER 1. INTRODUCTION 

Theorem 1.1.1. — Consider the fundamental solution uQ to the wave equation, with 
pole o sufficiently close to a corner, Y, of codimension k. Assume that o is suffi­
ciently far from the boundary that every short geodesic from o to Y is transverse to 
all boundary hypersurfaces intersecting at Y. 

While u0 lies locally in iJ~n/2+1_0, it is less singular by (k — l ) / 2 derivatives 
along diffractive bicharaeteristies emanating from Y, that is, it lies microlocally 
in H(-n+*+i-o)/2 there, (4) 

A more precise version of this result (with "sufficiently close. . ." elucidated) appears 
in Corollary 9.0.15. 

A more general theorem on regularity of the diffracted wave subject to the non-
focusing condition is the central result of this paper. See §1.2 for a rough statement 
of the nonfocusing condition and §6 for technical details; the main theorem is stated 
and proved in §9. 

There are a few related results known in special cases. Gerard-Lebeau [6] explicitly 
analyzed the problem of an analytic conormal wave incident on an analytic corner 
in R2, obtaining a 1/2-derivative improvement of the diffracted wavefront over the 
incident one. The first and third authors [16] obtained corresponding results for man­
ifolds with conic singularities, which the authors subsequently generalized to the case 
of edge manifolds [15]. 

We remark that our definition of geometric broken bicharaeteristies includes those 
that interact with the boundaries and corners of the front face of the blow-up, 

Sf fl (R+)^+1, according to the simplest laws of reflection as described in [30]: we do 
not distinguish between "diffractive" and "geometric" interactions within Sf n(R+)^+1. 
We conjecture that a stronger theorem than ours should hold in which, instead of 
simply blowing up the highest-codimension corner, we might iteratively blow up the 
corners of lower codimension as well. This would enable us to (iteratively) distin­
guish bicharaeteristies that undergo diffractive or geometric interaction inside the 
faces of the blown-up space. For instance, in the case of a codimension-3 corner, 
such a method would distinguish among rays that are limits of families of geodesies 
undergoing simple specular reflection with boundary hypersurfaces (which we might 
continue to call geometric rays); limits of families which undergo a single diffractive 
interaction with a codimension-2 corner (partially diffractive rays) and all other gen­
eralized broken bicharaeteristies entering and leaving the codimension-3 corner (the 
completely diffractive rays). Our Theorem 1.1.1 only deals with the regularity along 
the completely diffractive rays, telling us that the fundamental solution is (3 — 1)/2 
derivatives smoother along them than overall; the conjectural finer result would also 
tell us about the partially diffractive rays, yielding an improvement of (2 —1)/2 deriva­
tives there. More generally, such a result ought to yield a stratification of the rays 
interacting with a corner of arbitrary codimension into pieces carrying different levels 
of differentiability according to the degree of diffractive interaction. 

(4) Here and henceforth we employ the notation s — 0 to mean s — e for all e > 0. 
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1.2. THE HYPOTHESIS 5 

1.2. The hypothesis 

We now describe the nonfocusing hypothesis in more detail, in the context of the 
simplest geometric situation to which our results apply. 

It is easily seen from the explicit form of the fundamental solution that it is not 
in general true that diffracted rays are more regular than incident singularities. For 
example, take A to be the Dirichlet Laplacian in a sectorial domain {r G [O,oo),0 G 
fO, ̂ oli in M2, and consider the solution 

(1.2.1 
sint 

- 0 ( 0 ) « ( r - r o ) , 

where <j> G 6^°((0,0O)) is supported close to some value 0''. This solution is manifestly 
locally in ff1/2-0 by energy conservation. On the other hand one may see from the 
explicit form of the propagator in [2, 3] after convolution with (j)(6) that a spherical 
wave of singularities emanates from the corner at time t = r*o, with regularity H 1/2_0? 
hence the same as the overall Sobolev regularity of the solution. The bicharacteristics 
along which singularities propagate are, for short time, just the lifts of the straight 
lines r = ro ± t, 6 G supp </>, hence travelling straight into or out of the vertex. 
Perturbing these slightly to make them miss the vertex, we see that in fact there 
are two "geometric" continuations^ for each bicharacteristic, depending on whether 
we approximate it by geodesies passing to the left or to the right of the vertex (see 
Figure 2). Thus, the geometric continuations of the rays on which singularities strike 
the vertex are close to the two possible continuations of the single ray 0 = 0' hence 
do not include all points on the outgoing spherical wave. So we have an example in 
which there are "non-geometric" singularities of full strength. 

The nonfocusing condition serves exactly to rule out such situations. The above 
example has the property that applying negative powers of (Id +DQ) does not regular­
ize the short-time solution (or the initial data) as it is already 5?°° in the 9 direction. 
In this simple setting, the nonfocusing condition says precisely that the solution is 
regularized by negative powers of (Id+£>#), or, equivalently, that it can be written 

( I d + L )2n 9o> Nv, veHs 

for some s exceeding the overall Sobolev regularity. For instance, the fundamental 
solution 

u = 
sin t 

S(r - r')5(e - 6') 

looks, after application of a sufficiently negative power of (Id +D2,), like a distribution 
of the form 

sin 
S(r-r')№ (0) 

(5) What a geometric continuation of a bicharacteristic is in general will be elucidated in §3.4. 
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6 CHAPTER 1. INTRODUCTION 

with / G £?M, M ^> 0, hence we can write 

u e (Id +L *e) 
N jjl/2-0 

for some N ^> 0, at least locally, away from the boundary. We also observe that the 
Example (1.2.1) enjoys a property which is essential dual to the nonfocusing condition, 
to wit, fixed regularity under repeated application of DQ. We refer to this property 
as "coisotropic regularity" (the terminology will be explained in §6) and it plays an 
essential role in our proof. 

The nonfocusing condition and coisotropic regularity in a more general setting 
are subtler owing to their irreducibly microlocal nature: the operator DQ has to be 
replaced by a family of operators characteristic along the flow-out of the corner under 
consideration. 

1.3. S tructure of the proof 

We now describe the logical structure of the proof, as it is somewhat involved. The 
heart of the argument is a series of results on the propagation of singularities, ob­
tained by positive commutator methods; these are sketched in detail in §1.4 below. In 
order to be able to distinguish between "geometric" and "diffractive" bicharaeteristies 
at a corner of Mo, we begin by performing a blow-up of the corner, i.e., introduc­
ing polar coordinates centered at it, to obtain a new manifold with corners M. The 
commutants that we employ in our commutator argument almost lie in a calculus 
of pseudodifferential operators, the edge-b calculus, that behaves like Mazzeo's edge 
calculus [13] near the new boundary face introduced by the blow-up (henceforth, the 
edge) and like Melrose's b calculus [IT, 18 , 20] at the remaining boundary faces. 
The complication, as in the previous work of Vasy [30] on propagation of singulari­
ties, is that in order to control certain error terms we in fact must employ a hybrid 
differential-pseudodifferential calculus, in which we keep track of certain terms involv­
ing differential operators normal to the boundary faces other than W. 

Even this propagation result alone is insufficient to obtain our result, as it does not 
allow regularity of greater than a certain degree to propagate out of the edge, with 
the limitation in fact not exceeding the a priori regularity of the solution. What it 
does allow for, however, is the propagation of coisotropic regularity of arbitrarily high 
order, suitably microlocalized in the edge-b sense. This allows us to conclude that 
given a ray 7 leaving the edge, if the solution enjoys coisotropic regularity along all 
rays incident upon the edge that are geometrically related to 7, then we may conclude 
coisotropic regularity along 7 as well. (If some of these incident rays are glancing, i.e., 
tangent to the boundary, we require as our hypothesis actual differentiability globally 
at all incoming glancing rays rather than coisotropic regularity, which no longer makes 
sense; the version of the commutator argument that deals with these rays is the most 
technically difficult aspect of the argument.) In particular, then, global coisotropic 
regularity together with W°° regularity at glancing rays implies global coisotropic 
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1.4. SKETCH OF THE PROPAGATION RESULTS 7 

regularity leaving the edge away from glancing. We are then able to dualize this 
result to show that the nonfocusing condition propagates as well. 

Consequently, we show that subject to the nonfocusing condition, in the model 
case of the sector considered above, if 7 is an outgoing ray such that the solution is 

T8 along all incoming rays geometrically related to it, 

ue (ld+De)NHs along 7 for some N G N, 

where in general s = (—n + k + l ) / 2 — 0 for the fundamental solution near a 
codimension-A; corner on an n-manifold, hence s = 1/2 — 0 for the sector. On the 
other hand the microlocal propagation of coisotropic regularity shows that 

D k 
e u G H 0 for all k along 7 

where SQ is the overall regularity of the solution (—n/2 + 1 — 0 for the fundamental 
solution). An interpolation argument then yields 

u G Hs 0 along 7, 

proving the theorem. 

1.4. Sketch of the propagation results 

We now discuss the propagation results in greater detail, focusing on the taxonomy 
of the various spaces of operators that we employ. The basic propagation of singular­
ities result on manifolds with corners Mo = Rt x Xo, as on manifolds with smooth 
boundaries, is in the setting of b-, or totally characteristic, operators. Let us choose 
local coordinates (#1, . . . , # /+1 ,2 / 1 , . . . , yn-f-\) on XQ with {x\ > 0 , . . . , #/+1 > 0 } ; 
thus, Y = {xi = ••• = #/+1 = 0} represents a corner of codimension / + 1. 
The b-vector fields ^^(XQ) are the linear combinations of XjdXj and dy. with g700 
coefficients—these are exactly the vector fields tangent to all boundary hypersur­
faces. We can define an associated notion of b-regularity by iterated regularity un­
der repeated application of such vector fields. In particular, for a distribution u, 
b-regularity relative to a space, such as i f1(Xo) , means that (xdx)ad^u G ^(XQ) 
for all multiindices a,(3 (with (xdx)a = (xidXl)ai . . . (#/+i<9X/+1)a/+1). Thus u is b-
regular if and only if u is a conormal distribution. Replacing XQ by Mo simply adds 
dt to the collection of b-vector fields, i.e., t behaves as one of the y variables. The 
notion of b-regularity is microlocalized via the b-pseudodifferential operators, which 
are roughly speaking operators of the form a(x, y, t, xDx, Dy, Dt) where a is a symbol 
in the last three sets of variables. The calculus of these operators gives rise to a notion 
of b-wavefront set, which is therefore a microlocal measure of conormality. 

The wave operator itself is not a b-differential operator, rather a standard differ­
ential operator: it is constructed out of the vector fields dXj rather than XjdXj. Thus, 
its principal symbol, hence its bicharaeteristies, are curves in the cotangent bundle 
T*M0, which is equipped with canonical coordinates (x, y, t,£s, 77s, rs) , corresponding 
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8 CHAPTER 1. INTRODUCTION 

to differential operators (#,z/,£, Dx, Dyi Dt). One cannot work with pseudodifferen-
tial operators based on these standard differential operators, for they would usually 
not act on smooth functions in x > 0, and would not usually preserve the boundary 
conditions. Thus, one works with b-operators, based on (x,y,t,xDx,Dy,Dt), which 
corresponds to localizing in conic neighborhoods in the corresponding canonical co­
ordinates (x1 y1 tj £b, r?b, rb) in the cotangent bundle. These coordinates are related to 
the original ones via 

Rkg*{zn)Rkg*{zn) (x,y,t,a Rkg*{zn) 

In particular, at x = 0, passing to the b-coordinates identifies points with different 
values of the normal momentum £s. Continuous propagation in the b-variables thus al­
lows £s to jump at the boundary, as occurs in specular reflection. It is the phenomenon 
of propagation along appropriate generalized bicharacteristics in the b-variables that 
was studied in [30]. 

In order to have a more precise result, we need to be able to localize within the 
fibers of the blow-up of the corner F , and we also need to be able to undo the 
compression of the dynamics implied by working in the b-picture. It is only through 
these refinements that we are able to distinguish microlocal behavior along different 
bicharacteristics hitting the corner Y at the same point and with the same tangential 
momenta ryb, e.g., between different geodesies in the conical spray shown leaving the 
corner in Figure 1. Therefore we lift the Laplacian on XQ to the blow-up X of XQ at F , 
denoted X = [Xo;Y]. For simplicity of notation, assume that Y is a codimension 2 
corner (cf. Figure 2 as well as Figure 1 below). Using polar coordinates (r, 6) in the 
(x 1,22) we see that under this blow-up smooth vector fields on X lift to vector fields 
of the form r _ 1 F , where V is tangent to the fibers of the blow-down map, i.e., is a 
linear combination of rdr,de, rdy with T8 coefficients.(6) The ¥>°° span of rdr, do,rdy 
are the so-called edge-smooth vector fields defined below in Section 3. Away from the 
boundaries, 6 = 0,7r/2 in [0,7r/2]e, these are exactly the edge vector fields introduced 
by Mazzeo [13] on manifolds with smooth boundaries. Here the fibers have boundaries 
(in our example, the fibers are just the interval [0,7r/2]^), and smoothness is required 
up to these boundaries. A key observation is that the wave operator lifts to an edge-
smooth differential operator on M = Rt x X. 

Propagation phenomena in the edge setting (when the fibers have no boundaries) 
have been treated in [15], following [16]. We now recall these results, as they apply 
in the setting discussed here, provided we stay away from the fiber boundaries. We 
emphasize that in the edge picture both the operator one studies (the wave oper­
ator) and the microlocalizers are edge pseudodifferential operators, i.e., there is no 
need to use two different algebras as in the manifolds with corners setting discussed 
above. In order to avoid complicating the notation, we simply replace [0, K/2]Q by 
the circle; edge operators are then formally of the form a(r, 0, y, t, rDr, Do,rDy,rDt). 

(6) In Figure 1 as well as in the main exposition, r and 0 are denoted r, 2; we preserve the more usual 
radial coordinate notation here for purposes of exposition. 
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1.4. SKETCH OF THE PROPAGATION RESULTS 9 

Writing covectors a s ^ ^ f + C ^ + ^ ^ + Z ^ r ? their symbols are thus smooth functions 
of (r,0,y,t,e,e,Cj^jZ); m the setting of classical operators they are homogeneous in 
the last three sets of variables. In particular, the principal symbol of the wave oper­
ator is such a symbol, and its Hamilton vector field is a smooth homogeneous vector 
field in these coordinates. Its dynamical system in the characteristic set governs the 
analysis of solutions; by homogeneity, it is convenient to study these dynamics in the 
corresponding cosphere bundle. Then there are two (incoming, resp. outgoing) sets of 
critical points over r = 0, corresponding to radial points of the Hamilton vector field. 
These are both saddle manifolds, with either the stable or the unstable manifold for 
each of these contained in the boundary face r = 0, and the other transversal to it. 
The Hamilton flow within r = 0 connects the incoming and outgoing radial sets, and 
fixes the "slow variables" (y,t,rj/r) (with the last variable projectivized to work on 
the cosphere bundle); the projection of its integral curves to the base variables gives 
the distance TT propagation of the geometric theorem of [15]. One should thus picture 
singularities entering the boundary r = 0 along (say) the stable manifold of one of 
these critical manifolds, propagating through the critical manifold and out through 
its unstable manifold; propagating across the boundary to the stable manifold of the 
other critical manifold; and then through it and back out of the boundary along the 
corresponding unstable manifold. As this whole process leaves the slow variables un­
affected, we see that they are preserved under the interaction with the boundary, 
leading to the law of specular reflection. 

To make sense of the propagation described above, one thus needs to have a de­
scription of propagation at incoming and outgoing radial points, as well as elsewhere 
within r = 0; this was accomplished in [15]. It is the radial points that cause the most 
significant subtleties in the propagation of singularities: at these points the relation 
generated by the flow becomes multi-valued, as in general a singularity arriving at 
a critical point along its stable manifold may produce singularities leaving along the 
whole unstable manifold. An important part of the analysis is to note that at the ra­
dial points, coisotropy corresponding to the stable/unstable submanifold transversal 
to r = 0 implies regularity (absence of edge wave front set) in the unstable/stable 
manifold within r = 0, and conversely. In particular, an incident wave coisotropic for 
the flow-in becomes edge-regular within r = 0 (away from the radial points) and then 
emerges to be coisotropic for the flow-out. A slight complication is that coisotropy is 
relative to a function space; there are losses in the background regularity space due 
to the radial points. 

The added difficulty in our setting relative to that of [15] is that the fibers have 
boundaries, and indeed typically corners. We deal with this by treating the propa­
gation into and out of these corners inside r = 0 analogously to the propagation of 
b-regularity analyzed in [30]. We thus compress the edge-smooth cotangent bundle, 
essentially by replacing the "smooth" vector field d$ by one tangent to the bound­
aries of the fibers, i.e., using f(6)de instead, where f(0) = sin 0 cos 6 has simple zeros 
at 0 = 0, 6 = TT/2 and is non-zero elsewhere in [0,7r/2]. Note that rdr, rdy and rdt are 
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already tangent to the boundary faces 6 = 0,7r/2, SO they do not require any adjust­
ments. The resulting vector fields are thus those tangent to the fibers of the front face 
of the blow-up, as well as to all other boundary faces, and we call these edge-b vector 
fields. We use a pseudodifferential algebra W*b(M) microlocalizing these vector fields 
to prove our main results. In addition to the already discussed results away from the 
boundaries of the fibers, we thus need to analyze propagation at incoming and outgo­
ing radial points at the boundaries of the fibers, as well as the analogue of hyperbolic 
and glancing points in the setting of MQ. This is accomplished in Section 7. 

Note that conormal regularity in XQ near a point is equivalent, after blow-up, to 
conormal regularity near the corresponding fiber of the front face. Explicitly, in our 
example of a codimension 2 corner, regularity with respect to x\dXl,X2dX2 and dy is 
equivalent to regularity with respect to rdr, f{0)de and <9y, where f(0) = sin 6 cos 6. 
Thus, away from 6 = 0,7r/2, i.e., in the interior of the front face, one has regularity 
with respect to rdri de and dy—where that this notion of regularity ignores the fi-
bration. Edge regularity in the same region is with respect to rdrj de and rdy, i.e., it 
is a weaker notion than conormality. However, the ability to mieroloealize within the 
fibers depends on its use. 

1.5. Organization of the paper 

We start in Section 2 by describing the blown-up space on which our analysis 
takes place. Then, in Section 3, we describe in detail the connection between both the 
smooth and b-structures on Mo, and between the edge-smooth and edge-b structures 
on M. In the same section, we study the bicharacteristics in the edge-b setting, i.e., 
that of M; this is in many respects analogous to Lebeau's work [11] in the blown-down 
setting (e.g., on Mo), though radial points are an important new feature. 

In Section 4, with the operator algebra construction provided by Appendix B , we 
describe edge-b pseudodifferential operators, and then in Section 5 the algebra of 
operators that are both edge-smooth-differential and edge-b-pseudodifferential; these 
provide the link between the wave operator (which is edge-smooth) and the mieroloeal-
izers (which are edge-b). The use of this mixed differential-pseudodifferential calculus 
is analogous to the use of (smooth-)differential, tangential-pseudodifferential opera­
tors by Melrose-Sjostrand [21, 22] in the smooth boundary setting, and (smooth-
differential, b-pseudodifferential operators in [30] in the proof of the standard propa­
gation result on manifolds with corners. This calculus provides the framework for the 
positive commutator estimates proving the edge-b propagation results. In Section 6 
we discuss coisotropic distributional, and their dual, non-focusing, spaces. Section 7 
proves the edge-b propagation of singularities. In Section 8 we show how coisotropy 
propagates through the edge. Finally, in Section 9 we prove the main theorem, The­
orem 9.0.13, and its corollaries, which in particular imply Theorem 1.1.1. 

To ease the notational burden on the reader, an index of notation is provided at 
the end of the paper. 
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CHAPTER 2 

GEOMETRY: METRIC AND LAPLACIAN 

Let X0 be a connected n-dimensional manifold with corners. We work locally, near 
a given point in the interior of a corner Y of codimension / + 1. Thus, we have local 
coordinates x i , . . . ,£/+1,2/1,... ,2/n-/-i in which Y is given by x\ = • • • = £/+1 = 0. 
Suppose that go is a smooth Riemannian metric on Xo, non-degenerate up to all 
boundary faces. We may always choose local coordinates in which it takes the form 

(2.0.1) go = (x^j dx*i dxj bij dvi dvj + 2 ( Cij dxi dt/j 

with Cij\y = 0. This can be arranged by changing the y variables to 

Rkg*{zn) ]xkYjk(yf) 

while keeping the x? unchanged. The cross-terms then become 

r ^ dj dxi dy'j + 2 bijYjkdy[ dxk, 

which can be made to vanish by making the appropriate choice of the Yjk, using the 
invertibility of {bij}. 

Let X = [Xo;Y], be the real blow-up of Y in Xo (see [18, 19]) and let Y denote 
the front face of the blow-up, which we also refer to as the edge face. Recall that the 
blow-up arises by identifying a neighborhood of Y in X0 with the inward-pointing 
normal bundle N+Y of Y in Xo and blowing up the origin in the fibers of the normal 
bundle (i.e., introducing polar coordinates in the fibers). Since the normal bundle is 
trivialized by the defining functions of the boundary faces, a neighborhood of Y in X 
is globally diffeomorphic to 

[0,00) x Y x Z, where Z xc [0,oo)/+1. 

We use coordinates ¿1 , . . . ,2/ in Z; near a corner of Z of codimension fc, these are 
divided into z[,...,z'k G [0,00) and z"k+1, z'j"k G R. There is significant freedom in 
choosing the identification of a neighborhood of Y and the coordinates on the fibers 
of the normal bundle but the naturality of the smooth structure on the blown up 
manifold, [Xo; Y] , corresponds to the fact that these are smoothly related. 

The metric go identifies NY as a subbundle of TyXo. This corresponds to coor­
dinates (xi,yj) as above with the dyj orthogonal to dx^ at Y. In the blow-up polar 
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14 CHAPTER 2. GEOMETRY: METRIC AND LAPLACIAN 

X 

z " 

y 

FIGURE 1. A manifold XQ with corners of codimension two (below) and its 
blow-up X (top). A geodesic hitting the codimension-two corner is shown, 
together with its lift to the blown-up space X, which then strikes the front 
"edge" face of the blow-up. 

coordinates are introduced in the xi but the yj are left unchanged. It is convenient 
to think of these as polar coordinates induced by Zij a -̂ dxidxj. In particular, we 
choose 

x = 
ij 

aij(U,y)XiXj 
,1/2 

as the 'polar variable5 which is the defining function of the front face. With this choice, 
the metric takes the form 

(2.0.2) g — dx +h [y, dy) + x k(x, y, z, dz) •f xh'(x, y, z, dx, dy, x dz). 

More generally, one can simply consider the wider class of manifolds with corners 
with metrics of the form (2.0.2), we refer to these as 'edge metrics' for brevity. Note, 
however, that there are no results currently available in this wider setting that limit 
propagation of singularities to generalized broken bicharaeteristies. Despite this, the 
results in §7 remain valid in this more general context. 
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Now, set 

M = R t x I , M0 = R x X0, W = R , x y , W = R x Y 

where VF, resp. W now represent the unresolved, resp. blown-up, version of the 
space-time "edge." 

Let Diff*s(X) denote the filtered algebra of operators on T8 (X) generated by those 
vector fields that are tangent to the fibers of the front face Y produced by the blow 
up; xDx, xDVj, DZj form a local coordinate basis of these vector fields. See §3 and 
§5 for further explanation of this algebra and of our terminology. The same definition 
leads to the algebra of operators Diff*s(M) on J?°°(M) with local generating basis 
xDt, xDx, xDVj, DZj. 

Lemma 2.0.1. — The Laplace operator A G x 2 Diffes(X) on X is of the form 

ç- d 2 
x 

f 
IX 

Rkn) 
1 

x2 
AZ + AY + x-1 DiS2es(X) 

where Az is the Laplace operator in Z with respect to the metric h (and hence depends 
parametrically on x and y) and Ay is the Laplacian on Y with respect to the metric k. 

In particular, sd D x G x-2 Diff2s(M). 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2013 





CHAPTER 3 

BUNDLES AND BICHARACTERISTICS 

In this section, we discuss several different geometric settings in which the propaga­
tion problem for • on M0 may be viewed. Somewhat loosely, each of these corresponds 
to a choice of a Lie algebra of vector fields with different boundary behavior; these 
then lead to distinct bundles of covectors, with the corresponding descriptors used as 
section headings here. The first, the "b'-bundle, can be considered either on MQ or 
M. Indeed, the bundle of b-covectors on Mo is the setting for the propagation results 
of [30]: these results are, as will be seen below, necessarily global in the corner, and 
do not distinguish between general diffractive rays and the subset of geometric rays 
(defined below). In order to discuss the improvement in regularity which can occur for 
propagation along the geometric rays, two more bundles of covectors, lying over the 
blown-up space M, are introduced. These, the "edge-b" and "edge-smooth" bundles, 
keep track of local information in the fibers of the blow-up W of W in MQ, and allow 
us to distinguish the diffractive rays from geometric ones. The distinction between 
the edge-b and edge-smooth bundles comes only at the boundary of W, and the rela­
tionship between the two bundles gives rise to reflection of singularities off boundary 
faces, uniformly up to the edge W. 

In order to alleviate some of the notational burden on the reader, a table is included 
in §3.5 in which the various bundles, their coordinates, their sections, and some of the 
maps among them are reviewed. The standard objects for a manifold with corners, 
Q, correspond to uniform smoothness up to all boundary faces, so °\/(Q) denotes the 
Lie algebra of smooth vector fields, TQ, the tangent bundle, of which V(Q) forms all 
the smooth sections, T*Q is its dual, etc. 

3 .1 . b-Cotangent bundle 

Let Vb(Q) C V(Q) denote the Lie subalgebra of those smooth vector fields on 
the general manifold with corners Q, which are tangent to each boundary face. If we 
choose coordinates as in §3, the local vector fields 

idXf+1 » dyi,..idX idXf+1 » dyi,..., dyn_f_1 ; 
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18 CHAPTER 3. BUNDLES AND BICHARACTERISTICS 

form a basis over smooth functions. Hence l/biQ) is the space of g^-seetions of a 
vector bundle, denoted 

hTQ. 

The dual bundle DT*Q therefore has sections spanned by 

dx 

Xi 

dxf+i 

xf+i 
dyi dyn-f-i-

The natural map 

(3.1.1) dx1 •b T*Q bT*Q 

is the adjoint of the bundle map i : hTQ —• TQ corresponding to the inclusion 
of Vb(Q) in V(Q) 

Canonical local coordinates on T*Mo correspond to decomposing a covector in 
terms of the basis as 

T*QT*Q 
3 

T*QT*Q 

3 

îjdxj, 

and elements of T * M 0 may be written 

r b dt + 

3 

rb dt +v 

i 

v dxj 

Xj 

so defining canonical coordinates. The map (3.1.1) then takes the form 

TTs . b ( x , t / , t , f ,77s ,rs) rb dt +rb dt +rb dt +v (s,y,*,a?£8,rç8,T8), 

with x£s ( x i £ f , . . . , z / + 1 ^ + 1 ) . 
The setting for the basic theorem on the propagation of singularities in [30] 

is bT*Mo. In particular, generalized broken bicharacteristics, or GBBs, are curves 
in bT*Mo- In order to analyze the geometric improvement, spaces that will keep track 
of finer singularities are needed. Before introducing these, we first recall the setup 
for GBBs. Note that at W, 7rs_>b|w maps N*W onto the zero section over W, and is 
injective on complementary subspaces of T ^ M Q , SO we may make the identification 

rs h\w(T^M0) T*W. 

We also recall that it is convenient to work on cosphere bundles. Since it is linear, 
7rs-_>b intertwines the React ions, but it does not induce a map on the corresponding 
cosphere bundles since it maps part of T*M0 \ o into the zero section of bT*M0. 
However, on the characteristic set of • this map is better behaved. Let 

Po = <?: € r ° ( T * M 0 \ o ) 

be the standard principal symbol of • E Diff2(Mo); it is of the form 

Po = (rs)2 rb dt ̂ 3 £1 Djh rfj sd 2 ds v**3 d 

with Ajk,Bjk,Cjk E ÏÏ°°(M0), Ajk = Akj and Bjk = Bkj, CjfeU=o = 0. Let 

(3.1.2) ^ 0 =P0 ' {0}) /M+ C S * M 0 
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3.1. B-COTANGENT BUNDLE 19 

be the spherical image of the characteristic set of • . This has two connected com­
ponents, s£o,±, corresponding to rs ^ 0 since {rs = 0} D SE0 = 0. Now, N*W C 
{rs = 0 } , so N*W f lp-1(0) = 0, meaning W is non-characteristic for • . Since 
N*W is the null space of 7rs_>b, there is an induced map on the sphere bundles 
7r^b : sSn —> b5*Mn; the range is denoted 

(3.1.3) b '0 rs >b (pöHo))ßi+ c hs*M0. 

Again, bE0 has two connected components corresponding to the sign of rs in sSo 
and hence the sign of rb. These will be denoted bUo,±. 

We use rs, resp. rb, to obtain functions homogeneous of degree zero on T*MQ \ o 
inducing coordinates on S*MQ near sEQ : 

x,y,t, Ew •e/\r% vs = tis/\ts\ 

Note also that these coordinates are global in the fibers of 5* Mo fl s£o,± ~~Mo for 
each choice of sign ± . 

Tr^s sgn rs 

lifts to a constant function ± 1 on s£Q ± . There are similar coordinates on bS'*Mo near 
bs0. 

In these coordinates, 

(3.1.4) s ds hS^M0 = Ux,y,tJh,f)h): x = o, r = 0, B < 
b 
i 
sd <i} s*w. 

We also remark that with HPo denoting the Hamilton vector field of po, 

Hs rb dt rb dt+ 

is a homogeneous degree zero vector field near p$ ( { 0 } ) , thus can be regarded as a 
vector field on 5*M0. 

Now we define the b-hyperbolic and b-glancing sets by 

(3.1.5) rb dt rb dt xc hS^M0 : (Ts hS^M0 SS0| = 1} 

and 

(3.1.6) hS^M [qehS wMo hS^M0 hS^M0 hS^ > 2 

These are thus also subsets of S*W. In local coordinates'1) they are given by 

(3.1.7) 
hS^M0 (xj2/,^fb,êb,f/b) x = 0, Th { ± 1 } , ih = 0, Bjkfi c 

c c b 
fc 
= i} 

hS^M0 (x,2/,t,fb,eb,r/b) x = 0, fb { ± 1 } , t = 0, hS^ b 
j 

c b 
k < 1 

Note that for q € b 5 ^ M 0 , at the unique point q0 in (7rs_b)_1(ç)nsEo, we have £s = 0, 
and correspondingly Hs(#o) is tangent to W, explaining the "glancing" terminology. 

Now we discuss bicharaeteristies. 

t1) The discrete variable fb is not, of course, part of the coordinate system, but serves to identify 
which of two components of the characteristic set we are in. 
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Definition 3.1.1. — A generalized broken bicharacteristic, or GBB, is a continuous map 
7 : I -> bE0 such that for all / G g?oo(b5*M0), real-valued, 

(3.1.8) lim inf 
S—>S0 

• ( / ° 7 ) ( з ) - ( / ° 7 ) Ы 
s - s0 

(3.1.9) mf{H.(7re^b/)(g) q G 7i - l 
1—>D 

hS^M0 S S 0 } . 

Remark 3.1.2. — Replacing / by —/, we deduce that the inequality 

; з . 1 . ю ) lim sup 
s—>SQ 

: / ° 7 ) ( * ) - ( / ° 7 ) ( * o : 
s - s0 

(3.1.11) < sup{Hs(7rs^b/)(g) q G 7i - l 
hS^ Х т Ы ) c 0 

also holds. 

We recall an alternative description of GBBs, which was in fact Lebeau's definition 
[11]. (One could use this lemma as the defining property of GBB; the equivalence of 
these two possible definitions is proved in [29, Lemma 7].) 

Lemma 3.1.3 (Г29, Lemma 71). — Suppose 7 is a GBB. Then 

1. //7(80) G $wh, let qo be the unique point in the preimage of 7(^0) under 

TTs^b = 7rs^b|s£0- Then for all f G <&co(hS*Mo) real valued, / 07 is differentiable 
at SQ, and 

d ( / o 7 ) 
ds S = SQ H s < hS^M0 

2. / / 7(30) € &w,b, lyi>n9 °ver a corner given in local coordinates by Xj = 0, 
j = 1 , . . . , / + 1, there exists e > 0 such that Xj(/y(s)) = 0 for s G (so — e, so 4- e) 
if and only if s = So- That is, 7 does not meet the corner {x\ = . • • = Xf+\ = 0} 
m a punctured neighborhood of SQ . 

Remark 3.1.4. — It also follows directly from the definition of GBB (by combining 
(3.1.8) and (3.1.10)) that, more generally, if the set 

(3.1.12' HS(7T! hS^M0 hS^M0 -1 
s^b (7(*о))П SE0} 

consists of a single value (for instance, if 7r^b(7(so))nsEo is a single point), then / 0 7 
must be differentiable at so, with derivative given by this value. This is indeed how 
Lemma 3.1.3 is proved. The first part of the lemma follows because 7r^b(7(so))ns£o is 
a single point, giving differentiability. On the other hand, the second half follows using 
/ = E ( j , for which the single value in (3.1.12) is - ( 1 - £Bijfftffiftffi) < 0, for 7(80) G 
«#V,b. Thus, / is locally strictly decreasing. Since f(q') = 0 if q' G b 5 ^ M 0 fl bU0, 
in particular at 7(so)> it is non-zero at 7(5) for nearby but distinct values of s—so in 
particular for such s, 7(5) ^ hS^Mo HbEo, showing that 7 leaves W instantaneously. 
In fact, this argument also demonstrates the following useful lemma. 

ASTÉRISQUE 351 



3.1. B-COTANGENT BUNDLE 21 

Lemma 3.1.5. — Let U be a coordinate neighborhood around some p £ W, K a 

compact subset of U. Let €Q > 0. Then there exists a 8 > 0 with the following 

property. Suppose that 7 is a GBB and 7(50) G b5^M0. If J2j=i i^(l(so)) > 0 and 

1 - %(7 (*o)) , t(l(so))) > 60 tten 7L[S0,S0+<5] n hswMo = 0, w«fe t/ E j = i #(7(*o)) < 0 

and 1 - % ( 7 ( * o ) ) , f)h(y(s0))) > e0 then 7l[So-<Mo] n h$wMo = 0 . 

Proof — Let U\ C U be open such that K C l/i, J7i C ?7. GBBs are uniformly 
Lipschitz, i.e., with Lipschitz constant independent of the GBB, in compact sets (thus 
are equicontinuous in compact sets), so it follows that there is an 8\ > 0 such that 
7(50) G hS^M0 implies that 7(5) G b 5 ^ M o for s G [s0 - <5i,s0 + ¿1]. Now the 
uniform Lipschitz nature of the function 1 — h(y(j(s)), ^ ( 7 ( 5 ) ) ) shows that there 
exists 82 G (0,¿1] such that for \s — s0| < $2? 1 — h{y(l{s))itf*{l{s))) > CQ/2. NOW 

let / = ebh Then 

H . « - . b / ) l - 0 
qx s q 

s 
s 
qs 

XjFij - ( 1 - -(1- b 
i *3 ! XjF2jJ 

with Fij,F2j G g"00(5*M0), so there exist ¿3 > 0 and c > 0 such that if Xj < 83 
for j = 1 , . . . , / + 1, then Hs(7r*_^b/)|sEo < - c . Now if Xj(i(so)) > 83/2 for some j , the 
uniform Lipschitz character of Xj o 7 shows the existence of 8f > 0 (independent of 7) 
such that Xj(j(so)) ^ 0 for \s — s0| < 8f. On the other hand, if XJ(J(SQ) < 83/2 for all 
j , then the uniform Lipschitz character of Xj 07 shows the existence of 8n G (0,82] such 
that XJ(J(SQ)) < 83 for \s—s0| < so /(7(5)) is strictly decreasing on [s0—<5", s0+8n}. 
In particular, if /(7(^0)) > 0, then /(7(5)) > 0 for s G [s0-£", s0], so 7(50) ^ hS^M0l 
and if /(7(^0)) < 0, then /(7(5)) < 0 for 5 G [s0,s0 + 8"], so 7(s0) £ hS^M0 again. 
This completes the proof of the lemma. • 

We now recall the following statement, due to Lebeau. 

Lemma 3.1.6 (Lebeau, [11, Proposition 1]). — If 7 is a generalized broken bicharacter-
istic, So G I, qo = j(so), then there exist unique q+,q- G SE0 satisfying 7rs_b((7±) = Qo 
and having the property that if f G <&°°(hS*Mo) then / 0 7 is differentiable both from 
the left and from the right at SQ and 

d 

ds 
( / ° 7 ) L ± = HS< b/(9±)-

Definition 3.1.7. — A generalized broken bicharacteristic segment 7 , defined on [0, so) 
or (—so? 0], 7(0) = q G &Y,b is said to approach W normally as s —» 0 if for all j , 

lim 
-(1-

-(1--(1--(1-

s 
¿ 0 ; 

this limit always exists by [11, Proposition 1]. 

Remark 3.1.8. — If 7 approaches W normally then there is si > 0 such that 7(s) G 
S*MQ for s G (0,Si) or s G (—si,0) since £7(7(0)) = 0, and the one-sided derivative 
of Xj o 7 is non-zero. 
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22 CHAPTER 3. BUNDLES AND BICHARACTERISTICS 

While the actual derivatives depend on the choice of the defining functions Xj for 
the boundary hypersurfaces, the condition of normal incidence is independent of these 
choices. 

3.2 . Edge-smooth cotangent bundle 

We now discuss another bundle, ultimately in order to discuss the refinement of 
GBBs that allows us to obtain a diffractive improvement. Let (3 : M —> Mo be the 
blow-down map. 

Let (Ves(M) denote the set of vector fields that are tangent to the fibers of (3\^ : 
W —> W (hence to W). This is a T8 (M)-module, with sections locally spanned by 

xdx ? xdu xdyj xdyjxdyj 

(In fact, one can always use local coordinate charts without the z" variables in this 
setting.) Under the blow-down map (3 : M —* Mo, elements of 'V(Mo) lift to certain 
vector fields of the form x~1V, V 6 (Ves(M), where x is a defining function of the 
front face, W. Conversely, x~LLVm{M) is spanned by the lift of elements of 'V(Mo) 
over %°°(M), i.e., 

(3.2.1) x-lcyes(M) if°°(M) x-lcyes(M)x-lcyes(M) 

Let esTM denote the "edge-smooth" tangent bundle of M , defined as the bundle whose 
smooth sections are elements of CKES(M); such a bundle exists by the above description 
of a local spanning set of sections. Let esT*M denote the dual bundle. Thus in the 
coordinates of §2, sections of EST*M are spanned by 

(3.2.2) r 
dt 

x 
s 

dx 

x 
sdd 

ddy 

x 
sd dz' ds dz". 

By (3.2.1), taking into account that dt2 — go is a Lorentz metric on Mo, we deduce 
that its pull-back g to M is a Lorentzian metric on x~lesT*M, i.e., that x~2g is 
a symmetric non-degenerate bilinear form on esTM with signature ( + , — , . . . , — ) . 
Correspondingly, the dual metric G has the property that x2G is a Lorentzian metric 
on esT*M. Note that G is the pull-back of G0 = cr2(D) € ^'{T'Mo \ 6). We thus 
conclude that CT2(D) G g,oo(T*M0 \ o) lifts to an element of o;-2g'00(esr*Af \ o); let 

P = o-es.2(a;2 e g,00(esr*M\o) 

be such that x 2p is this lift, so 

P\x=0 = I2 ~ (Ì2 + h(y,r,) •k{y,z,Q) 

Let esE C ESS*M denote the characteristic set of x2DJ i.e., the set 

es p -1 ({0}) /M+ = {aeso(x2\ ) = 0 } / R + . 

Thus, usine the coordinates 

;3.2.3) x,y,t,z,t = i IT , v = v/\z\, C = g\z\, <l=\z\-\ 
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on e s T * M , valid where r ^ 0, hence (outside the zero section) near where p = 0, and 

dropping a to obtain coordinates on esS*M, 

(3 .2 .4) df > es (x = 0,£ {(x = 0,£,2 / ,z,£,7),C) : I +h(yiff) + k(y,z,Ç) = l} 

T h e rescaled Hamilton vector field 

Hes = |r |-1 Hp 

is homogeneous of degree 0, and thus can be regarded as a vector field on e s 5 * M 

which is tangent to esS. (Note that while Hes depends on the choice of x, and the 

particular homogeneous degree —1 function, | r | _ 1 , used to re-homogenize Hp, these 

choices only change Hes by a positive factor, so its direction is independent of the 

choices—though our choices are in any case canonical.) 

W i t h the notation of [15 , Section 7] (where it is explained slightly differently, as 

the underlying manifold is not a blow-up of another space) , corresponding to the edge 

fibration 

ß : W W = Y x R , , 

there is a natural map 

^ e s esT* M T*W. 

In fact, in view of (3 .2 .1 ) , the bundle x~lesTM (whose sections are x-1 t imes 

smooth sections of esTM) can be identified with /?*TM0, so one has a natural map 

x~lesTM -* TM0. Dually, xesT*M can be identified with /3*T*M0, so one has a 

natural map xesT*M -> T * M 0 . Multiplication by x maps e s T * M to z e s T * M , and 

7rs^b : T*M0 -> bT*M0 restricts to the quotient map T^M0 T*W = T*M0/N*W 

over W, so wes is given by the composite map 

esT^M 3 a va e xesT 
w 

M • ßjxa) e 1 1* Mi 

[xa] e T*W C T * M 0 , 

which in local coordinates (3 .2 .2) is given by 

Wes{x = 0 , y , t , Z , ^ , 7 7 , T , C) (x = 0,£(x = 0,£ 

T h e fibers can be identified with R^ x T * Z . In view of the R+-act ion on esE, this gives 

rise to a map wes : esE —• S* W , which is a fibration over &w,b (where l—h(y, fjh) > 0) 

with fiber 

(x = 0,£ (x = 0,£ {(x = 0 , 2 / , t , z , | , 2 , Ç ) wx wx 

\Ì\2 + k(y,z,C l-h(y,f)h)}; 

the fibers degenerate at <§Wh- Then Hes is tangent to the fibers of wes. In fact, as 

computed in [15 , P roof of Lemma 2.3] (which is directly valid in our set t ing), using 

coordinates (3 .2 .3) on e s T * M , 

1 

2 
Hes 

1 

<w 
arip 

( 3 . 2 . 5 ) 

xc 
wx 

xdx - adg_ -Ç-dç] (x = 0,£ (x = 0, 
•I—.3 s 

1 

2 

OK* 

(x = 0,£ 
(x = 0,£ 
(x = 0,£ 

xH', 
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with H' tangent to the boundary, hence as a vector field on e s 5 * M , restricted 

to e s 5 ^ M , Hes is given by 

(3.2.6) 
1 

2 
Hes 

err 
eee Ç 

K^CdZj Kij err 
? Í 

1 

2 

(x = 0,£ 

sdd 
(x = 0,£ 
(x = 0,£ 

I t is thus tangent to the fibers given by the constancy of y, t, fj. Notice also tha t Hes is 

indeed tangent to the characterist ic set, given by (3 .2 .4 ) , and in e sS*^M, it vanishes 

exact ly at £ = 0. We let 

«-^es qees esS*wM HES(<7) = 0 } {(t,y,z,l,fi,Ç) es 
Ç 0 } 

be the es-radial set. 

3.3. Edge-b cotangent bundle 

Finally, we construct a bundle e b T * M over M tha t behaves like b T * M away from 

W, and behaves like e T * M near the interior of W. Before doing so, we remark tha t 

the pullback of bT*M0 to M is b T * M , so (3 : M —• M0 induces a map 

ß% : T*M b T * M 0 , 

such tha t 

ß$\hT*M b T * M M 0 , weM, 

is an isomorphism. I t commutes with the K+-act ion, hence induces a map 

A : b 5 * M • b S * M 0 , 

such tha t 

(x = 0,£ hSß(w)M0i w e M , 

is an isomorphism. 

More precisely, e b T * M arises from the lift of vector fields on MQ which are tangent 

to all faces of Mo and vanish at W. (The set V of such vector fields is a £?°°(Mo)-mod-

ule, but is not all sections of a vector bundle over MQ—unlike its analogue, ^ ( M o ) , 

in the construction of V e s ( M ) ; locally XjdXj, j = 1 , . . . , / + 1, Xidt, and X{dyv 

i = 1 , . . . , / + 1, j = 1 , . . . , n — f — 1, give a spanning list.) 

Definition 3.3.1. — Let y e b ( M ) consist of vector fields tangent to all of dM and to 

the fibers of W. 

Thi s is again a g?oc(M)-module, and locally xdxi xdtl xdyj, z^dz>_, and dz» give a 

spanning set; in fact 

V e b ( M ) r ° ( M ) lg°°(M0)P V. 
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3.3. EDGE-B COTANGENT BUNDLE 25 

Thus, there is a vector bundle, called the "edge-b" tangent bundle of M, denoted 
ebTM, whose sections are exactly elements of ^^(M). Let ebT*M denote the dual 
bundle. Thus in the coordinates of §2, sections of ehT*M are spanned by 

r dt 
X 

c dx 

Jb 
xc 

dv 
x 

xc 
dz{ 

z'-
% 

C" • dz" 

In particular, we point out that the lift of J2xjDXj from MQ to M by (5 is xDx, 
up to #yeb(M), hence considering their principal symbols gives 

3 

0* ̂ 3 - £ at x 0. 

Dividing by /?*|rb| = x x|rI yields 

(3.3.1) 
3 

xc b 
i 

x£ + 0(x2), Ê (x = 0,£ 

There exists a natural bundle map 

TTes •eb esT*iW ebT*M, 

analogous to the bundle map 7rs_b • T*Mo —• hT*Mo of (3.1.1). In canonical coordi­
nates, this maps 

(r,Ç,7,,Ç',Ç") (T = T, £ = £, r? (x = 0,£(x = 0,£ C" = Ç"). 

This map commutes with the R+-action of dilations in the fibers, and maps 
p~x({0}) C esT*M \ o into the complement of the zero section of ebT*M, so it gives 

rise to a map 

Let 
xc eb . eŝ  eb5*M. 

ebyj TTes eb 
es ehS*M. 

In coordinates 
x,y,t,z,£ (x = 0,£ v/\T\, C C / r , 

on eb5*M, and analogously defined coordinates on es5*M, 

TTes- •eb 
(x = 0,£(x = 0,£(x = 0,£ 
(x = 0,£(x = 0,£(x = 0,£ 

(x = 0,£vx x vx V, Q (x = 0,£ 
(x = 0,£ 

E" 

so for w W, z[(w) (x = 0,£ 0, z'p+l(w)^0. z'k(w) 7^0, withp> 1, 

ebs n eb c M (x = 0,£(x = 0,£(x = 0, 
(x = 0,£vv(x = 0,£vv£ 

Ci d 
f 

o, 

l>Ç2 + h(y,fj) + k(y,z, (0,...,0 
(x = 0 

V u 

Ek 

cv C") 

We again also obtain a map tueb : ebS H ehS*^M —> S*W analogously to wes which 
is a fibration over ^fw,b] in local coordinates (on S*W near the projection of ebE, 
(y, t, r)) are local coordinates, fj = rj/\r\) 

(3.3.2) tueb(0,y,M,|,£,C) (y,tifj = fi)l 
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More invariantly we can see this as follows. As discussed in [15 , Section 7] in the 

setting where the fibers on W have no boundaries, one considers the map 

x- : e b T * M b T * M 

given by multiplication of the covectors by x away from PF, which extends to a T8 

map as indicated, namely 

x- : 7 
dt 

x 
x 

dx 

X 
dxxcv 

dy 

x 
v 

dz' 

xv 
C" • dz' 

rdt xv 
dx 

x 
r]dy xv 

dz[ 

z'. 
•xC-dz". 

Note tha t at x = 0, this gives 

(3 .3 .3) 

x • (a) rdt+ 7] dy. 

a T 
dt 

xv 
v dx 

x 
xv 

dy 

x 
vx 

dz\ 

z'. I 
- C" • dz" e ebT w M , w G W. 

In particular, as the image under (x-) o 7res-»eb of p _ 1 ( { 0 } ) C e s T * M \ o is disjoint 

from the zero section, and since multiplication by x commutes with the K+-ac t ion in 

the fibers, J3$o (x-) descends to a map 

dxdxdx eb b 
>05 

and away from W it is given by the restriction of the natural identification 

of e b S ^ with hS*MoXWM0, while at W, as (3 .3 .3) shows, is given by (3 .3 .2 ) , 

where we consider S*W C b S * M 0 , cf. (3 .1 .4 ) . 

We now introduce sets of covectors tha t are respectively elliptic, glancing, and 

hyperbolic with respect to the boundary faces of Mo meeting at the corner W\ these 

sets are thus of covectors over the boundary of W : 

& : e b 5 ; ^ M \ e b {q E °hS*dWM : (^es—•eb; cv 
(«) = 0 ) , 

9 {qeehS;wM: ^es—»eb .-1Gz)l = i}, 

to {Q e ebS;w : I l̂ es—>eb 
- 1 

( f l ) l > 2 } , 

so ebS n eb5 
dw M = 19 to. 

In coordinates, note that , for instance, for 

w £ W, z'Aw) z'(w)=0, z ' ( w ) ^ 0 4 M * o, 
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3.4. BICHARACTERISTICS 27 

with p > 1, 

(3.3.4) 

e, eb s*wm 

{3j, i<j<P, Cîo} 

KÇ2 + h(y,rj) + k dxdx 0 , . . . , 0 , 
dxdx 

ZP+I 

ek 

4 
c" 

s ? ebSl,M Ci c; o , 

1 = $2 + h(y,fj) + k V,z, 0 , . . . , 0 , 
Cp+i 
Cp+i 

Ci 
4 

C" 

cv eb5:,M ci c; o , 

1 > £ 2 Cp+iCp 
Cp+i+i 

k Cp+i 0 , . . . , 0 , 
Cp+i 

4 + 1 

E'k 

4 
c" 

Remark 3.3.2. — The set Qw,b defined in (3.1.5) represents rays that are glancing 
with respect to the corner W, i.e., are tangent to all boundary faces meeting at W, 
while $ defined above describes the rays that are glancing with respect to one or 
more of the boundary faces meeting at W (see Figure 1). The sets $Wh and &w,b 
live in S*W C b 5 ^ M 0 . This can be lifted to b5*M by ¡3 (since bT*M = / rbT*M0), 
but in this picture $Wh and &w,b are global in the fibers of /3, i.e., live over all of W, 
not merely over its boundary. 

3.4. Bicharaeteristies 

We now turn to bicharaeteristies in ebE, which will be the dynamical locus of the 
geometric improvement for the propagation result. Taking into account that Hes is 
tangent to the fibers of mes, one expects that over W, these bicharaeteristies will lie 
in a single fiber of the related map tuebj i-e., y^,fj will be constant along these. The 
fibers of wes and zz7eb have a rather different character depending on whether they 
are over a point in $Wh or in $£w,b- Namely, over *§Wh the fibers of wes resp. web 
are £b = 0, Cb = 0 resp. £ = 0, ( = 0 i.e., they are the zero section. By contrast over 
a = (£, y, 77) £ <%w,b, the fiber of wes is 

es—>a,b (t,y, z,tfi = ri,Ç) df esS*M df Cp+iCp+i 1 - h(y,fj) 
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28 CHAPTER 3. BUNDLES AND BICHARACTERISTICS 

F I G U R E 1. Glancing rays. The ray depicted at top, in M (projected down 
to X ) , terminates at a point in ff. The ray depicted at bottom, in Mo 
(projected down to X o ) , terminates at a point in $Wh-

while tha t of tueb is 

Cp+i Cp+i Cp+iCp+iCp+i eebS*M: Ci Cp+i o, 

é2 k Cp+i 0. , 0 
Cp+i 

Z'P+I 

eK 

ek 

Ek 
<l-h(y,fj) 

T h e geometric improvement will take place over 3£w,b, so from now on we concen­

t ra te on this set. Now, for a = (t, y, fj) € M\v,b 

Cp+i df 
es- a,t Cp+iCp+iCp+iCp+iCp+i d es5*M : I 1 Cp+i 

hence has two connected components which we denote by 

^es.a.I IO (t,y,z,l,fi dsf 0 € esS*M : £ : Sgn(TI fl-h(y,y) 

with sgn ( r ) being the constant function ± 1 on the two connected components of es 
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3.4. BICHARACTERISTICS 29 

Here the labels "I/O", stand for "incoming/outgoing." This is explained by 

1 

2 
Hest Cp+i 

l 

2 Hes*̂  Cp+i 

so in a neighborhood of ^es,a,ij Hes£ and Hesx have the opposite signs, i.e., if t is 
increasing, x is decreasing along Hes, just as one would expect an incoming ray' to 
do; at outgoing points the reverse is the case. 

We also let 

&eb,aJ/0 ês—>eb (<^es,a,I/o) 

ft,t/,3,£,w,C = 0) G ebS*M i = ± sgnfr i = ± sgnfr 

and 
sgnfr <^eb,S,J/0 eb,a,I/O 

for 5 ^W,b-

Definition 3A. 1. — An edpe generalized broken bicharacteristic, or EGBB, is a contin­
uous map 7 : J ebE such that for all / G g?°°(eb5*M), real-valued, 

(3.4.1} 
lim inf 

8—>SQ 
( / ° 7 ) t o ( / ° 7 ) ( « o ) 

5 - S0 

inj Hes (TTes-̂ eb / ) (?) q G 7Tes_+eb -1 
/y(*o)) es 

Lemma 3A.2. — 1. EGBB outside ehS*^M is a reparameterized GBB (under 

the natural identification ofhSlIo^wMo with ehS*MS^M), and conversely. 

2. If a point q on an EGBB lies in ehS*^M, then the whole EGBB lies in ehS^M, 

in w~^(weh(q)), i.e., in the fiber of voe\> through q. 
3. The only EGBB through a point in &eb,a,i/o is the constant curve. 
4. For a G &w,b, an EGBB in &eb->a,b \ &eb,a,i/o projects to a reparameterized 

GBB in bT* Z', hence to geodesic of length n in Z. 

Proof. — 

1. As Hs and Hes differ by an overall factor under the natural identification t : 

SM0\WM0 es o*i = ± sgnfr]\T namely 

*̂ Hs IT8!"1 I r i s e s x-1 Hes 5 

we obtain this immediately. 
2. The tangency of Hes to the fibers of wes means that if we set / equal to any 

of ±yj,±t, ±fjhj, Hes/ = 0. By (3.4.1), then ( / o 7) '(s0) = 0 for all $0, and for 
each of these choices. This ensures that 7 remains in the fiber. 

3. Hes vanishes at the unique q G n^^eb (7(so)) H esE if 7(50) G ^eb,a,//o-

Moreover, the function £ o 7 is in C1, as 

Hes£ : 2 U T ( Î / , M , Ç ) 2 ( 1 - % , 2) 
i = ± sgnfr 
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30 CHAPTER 3. BUNDLES AND BICHARACTERISTICS 

on es2]. Thus, (3.4.1) entails that if £ = ± y 1 — h(y,fj) at some point on an 

EGBB, then it is constant. 

4. This follows from a reparameterization argument, as in [15], taking into account 

that Hes is tangent to the fibers of e sT^M, hence can be considered as a vector 

field on R| x T*Z. (In fact, a completely analogous argument takes place in [28, 

Section 6] in the setting of TV-body scattering.) • 

Suppose now that 7 : [0,J0] —> bSo is a GBB with 7(0) = a G &w,b> Thus, 

assuming So > 0 is sufficiently small, by Lemma 3.1.5, tI(o,<50] ^ hS^Mo = 0 . Since 

h^M0\wM° *s naturally diffeomorphic to e b 5 ^ ^ M , we can lift 7|(o,<50] t ° a curve 

7 : (0, ¿0] —* ehS*M in a unique fashion. It is natural to ask whether this lifted curve 

extends continuously to 0, which is a question we now address. 
The following is easily deduced from Lebeau, [11, Proposition 1] (stated here in 

Lemma 3.1.6) and its proof: 

Lemma 3.4.3. — Suppose that a € &w,b- There exists So > 0 with the following 
property. 

Suppose 7 : [0,<J0] b5*M0 is a GBB with 7(0) = a. Let 7 : (0,80] ehS*M be 
the unique lift o/7-|(o,<50] t° ehS*M. Then 7 (uniquely) extends to a continuous map 
7 : i = ± s ehS*M, With 7(0) G ^ e b a O . 

In addition, 7 approaches W normally if and only if 

i = ± sgnfri = ± sgnfr &eb,a,0 h 
gf 

&eb,a,0' 

The analogous results hold if [0,So] is replaced by [—¿0,0] and & e b , a , o is replaced 

by &eb,a,I-

Remark 3.4.4. — The proof in fact shows that So can be chosen independent of a as 
long as we fix some К С &w,b С hS^Mo compact and require a G K. 

Remark 3.4.5. — The special case of a normal GBB segment 7, which lifts to a curve 
7 : [0, Jo] —• ehS*M starting at W°, follows directly by the description of geodesic 
in edge metrics from [15], since normality implies that for sufficiently small So > 0, 
7|(o,<50] nas image disjoint from Xj = 0 for all j , i.e., the boundaries can be ignored, and 
one is simply in the setting of [15]. This argument also shows that given a e &w,b and 
P £ ^ e b , a , o \ ^ 5 for sufficiently small So > 0, there is a unique GBB 7 : [0, ¿0] —> hS*M0 
with 7(0) = a such that the lift 7 of 7 satisfies 7(0) = p . 

Proof. — Let a = (3/0, *o»nb0) First, by Lemma 3.1.5, 7|(o,<*0] П Ь 5 ^ М 0 = 0 for S0 > 0 
sufficiently small, hence the lift 7|(o,<50] exists and is unique. Lebeau proves in [11, 
Proof of Proposition 1] (with our notation) that 

lim 
s—»u 

i = ± sgnfr i = ± sgnfri sgnfr and 
dx(>y(s)) 

as 
s=0 : 2 ' 1 - % о , т ) & ) > 0 . 

This implies that 

sup{|Ç(<7)l q € (ti"s—*b) - 1 , (ti"s—*b 0 as s 0+, 
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since 

(ti"s—*b(ti"s—*b •i-h(y,f,)-l2 • ( t i " s — * b x G < l - h { y , f i ) E2 Cx 

on esXi, and 1 - ft(2/(7(s)),2(7(3))) - | ( 7 ( s ) ) 2 + Cx{^{s)) -> 0. It remains to 
show that the coordinates Zj have a limit as s —• 0. But by Lemma 3.1.6, 
(dxj o7/ds)\s=0 = 2 ^ ( 0 ) exists, and £ ^ £ ( 0 ) ^ ( 0 ) = 1 - h(y0^) > 0. 
Thus, considering Zj(/y(s)) = Xj(^y(s))/x(j(s))1 L'Hopital's rule shows that 
lims^0+ Zj(p({s)) = ij(0)/\/l — ft(yoj^o) exists, finishing the proof of the first 
claim. The second claim follows at once from the last observation regarding 

limfl_*0+*i(7(s))- D 

We also need the following result, which is a refinement of Lemma 3.4.3, insofar as 
Lebeau's result only deals with a single GBB emanating from the corner W of M0 : 
the following lemma extends Lemma 3.4.3 uniformly to GBBs starting close to but 
not at the corner. For simplicity of notation, we only state the results for the outgoing 
direction. 

Lemma 3.4.6. — Suppose that a G 3tw,b, P £ &eb,o,a, Pn € ehSM/W^M, and pn —• 

p in ehS*M. Suppose So > 0 is sufficiently small (see following remark). Let 7 n : 
[0,So] —• hS*Mo be GBB such that 7n(0) = pn. For n sufficiently large, let 7 n : 
[0,(50] -> ehS*M be the unique lift of jn to a map [0,<J0] -* ehS*M. Then for N 

sufficiently large, {7n}n>iv is equicontinuous. 

Remark 3.4.7. As pn > P, £(Pn) £(p) > 0, so there exists N > 0 such that 

/ + 1 

.7=1 
^3 iPn) x(Pn)£(Pn) 0{x(Pn)2) > 0 

for n> N; cf. (3.3.1). Thus, by Lemma 3.1.5, there exists So > 0 such that 7n|[o,«50] ^ 
hS^Mo = 0 for n > N—this is the So in the statement of the lemma. Hence, for n 
sufficiently large, 7 n has a unique lift 7 n to eb5*M, since ehS*M and hS*Mo are 
naturally diffeomorphic away from W, resp. W as previously noted. 

Proof. — Note first that {7n}neN is equicontinuous by Lebeau's result [11, Corol-
laire 2] (see also the proof of [11, Proposition 6])—indeed, this follows directly from 
our definition of GBB. This implies that {7n}nEN is equicontinuous at all so € (0, <5o]> 
for given such a SQ, there exists Ko C Mo compact disjoint from W such that 7n|[So,<5o] 

has image in b5^QMo, which is canonically diffeomorphic to ehS^1(^K^M. Thus, it 
remains to consider equicontinuity at 0. 

For sufficiently large n, all 7 n have image in hS^Mo where K is compact and K c O 
for a coordinate chart O on MQ. Thus, by the equicontinuity of 7 n , the coordinate 
functions 

X3 ° 7 n 1 tj ° 7 n » Vj ° 7 n , £j ° 7 n , Vj o 7 n 
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are equicontinuous. We need to show that for the lifted curves, 7N, the coordinate 
functions 

# ° 7 N , TJ o 7 n , % ° 7 N , Zj o 7 n , £ ° 7 N , rj°ln, CJ ° In 
are equicontinuous at 0. By the above description, and yj o7n = yj o^n, tj ojn = tj ojn 

and fjj o 7n = ^b o 7n are equicontinuous, as is x o 7n in view of x =ZaijXiXj)1!2. 

Thus, it remains to consider £ o 7n z,; o 7n and £7- o 7n. 

Let p = (0,2/o,2o,£o, ?7o,0), and write /x = £0 > 0. Thus, 

u = 1 - /¿(2/0,7)0). 

Let ei > 0. One can show easily, as in the proof of Lebeau's [11, Proposition 1], that 
for all n sufficiently large (so that pn sufficiently close to p) and so > 0 sufficiently 
small, 

(3.4.2) s e 0, s0 I ° 7 N 0 0 G [ / i - € i , / i + €i] 

Indeed, Hs£ = 2z~1 (ti"s—*b F with F smooth, so Hs£ > —Co over the compact 

set K, hence 

(3.4.3) £ ° 7 N ( s ) > £(Pn) - C0s. 

On the other hand, on esE, 

e 
df 

1 - /1(2/, 3) - Kij{y,z)^(ti"s—*b.+xG<l h(y,ff) + C i x , 

hence on eb 
i2 < l - % , 7 ) ) + dx. 

Let 

$(x,2/,rf) = l-h(y,f)h) + dx; 

this is thus a Lipschitz function on a neighborhood of a in bS*MQ, hence there û 
5 n > 0 such that $ o 7NLFO s'l is uniformly Lipschitz for n sufficiently large. Thus, 

(ti"s—*bcv < *(7N(a)) < *(<*) + |*(p„)-*(<*)!+ 1 *(7„(«))-$(p„)| 

< a - h(y0,n0) + |*(pn) - *(a) + C"s. 

Thus, for sufficiently large n (so that p„ is close to p), 

(3.4.4) K ( 7 N ( * ) ) | < 1 - h(y0,7jo) f e i /2 + C;s. 

Combining (3.4.3) and (3.4.4) gives (3.4.2). 
Now consider the function 

= l - % , f ) ) - f , 

SO 7T* 
S—>D sS0n5*M0 (ti"s—*b This satisfies 

Hs 2|H8£ + Fi = -4aT1£ 2|H8£ + Fi = -4aT1£2|H2| 

with Fj smooth. Now, 

a;(pn) + (/x - ci) s < x o 7 n ( s ) < z(pn) + (/i + ei)s, 
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so 
à 

ds 
o7n + 4 x - 1 | e < c 

implies that 
d 

ds 
dff 

4 ( m - c i ) 

x(Pn) + (/i + €i)s 
2|H8£ + 

where we write ©n = @ ° 7n • Multiplying through by 

(x(Pn) + (/i + €i)s) 
4(/i-ei)/(/i+ci) 

gives 

(3.4.5) 

d 
ds 

[x(pn) + (fl + €i)s 
k4(/x-ci)/(/i+ci) 

xx 

< C(x(pn) + (M + ci)«) 
4(/i-61)/(Ai+c1) 

Integration gives 

(3.4.6) 
2|H8£ + Fi = -4aT1£ ,4(^-ei)/(M+ei) 

)n(s) -a;(pn) \4(/x-ei)/(u+ei) 
n(0) 

< c x{Pn) + (A* + €i)s' 
l+4(Ai-€i)/(/x+ci) 

z(Pn) i+4(/x-€i)/(/h-ci; 

Thus, 

(3.4.7) >n(«) < (l + (AA + €i)s/a;(p„) -4(/i-€i)/(M+ci) 
'n(O) 

+ C"| (ff(Pn) + (a^ + ci)«) ff(pn)(l + (A* + ei)s/z(Pn)J .-4(/z-ei)/(/x+ei) 

Since 
1 + (ti + ei)s/x(pn) 

-4(aì-€i)/(/ì+ci) 
< 1 , 

this yields 

(3.4.8) 
n 
Xs)<en(o) + c'(x(pn) (/x + ei)s) 

On the other hand, as on sDo, © = YLKAC-C • + wf with F smooth, so 0 > — Cx, 

we deduce that 

4(^-ei)/(M+ei) -C(x(pn) Ox + €i)s). 

Thus, 

•C(s(Pn) + (A* + ei)«) < >n(«) < >n(0) + C"(s(pn) + (/i + Ci)fl). 

Suppose now that e > 0 is given. As pn —> p, there is an AT such that for n > N, 
Cx{pn) + @n(0),C'x(pn) < e/2. Moreover, let s0 > 0 such that C(/x + ei)so>C"(M + 
ci)«o < e/2. Then for > N, s G [0,50], - c < 8n(s ) - Gn(0) < e, giving the 
equicontinuity of On at 0 for n > N. In view of the definition of On and the already 
known equicontinuity of y o jn and r) o 7n, it follows that (£ o 7n)2, hence £ o 7n are 
equicontinuous. As on esE, |£|2 < C | 0 | + Car, we also have |£|2 < C | 0 | + C'x there, 

so 

IC°7n(5) -C(Pn) | <lC(Pn)| + |C°7n(*)| <\C(Pn)\ + C\ )n(8)\+C'xtfn(s)). 
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Given e > 0, by the equicontinuity of ©n and xo^nj there is SQ such that for s G [0, so]5 
C|@n(s)| + Cfx(;yn(s)) < e/2. As ((pn) —> 0 due to pn —• p, for n sufficiently large, 
\C(jPn)\ < c/2, so for n sufficiently large and s G [0, s0], |C ° 7n(«) - C(Pn)| < €> giving 
the equicontinuity of Ç ° 7n at 0. 

It remains to check the equicontinuity of Zn = z o jn. But 
xcv 

cv 
< Csup x-2|CI2<Ca;-2 wcccc '0, 7TS. wx<wx wxw< 

and for such g, by (3.4.7), 

x-2|CI2<Ca;-2a wcxc 

< C(x(pn) /i + ei)a/s(Pn (1 + (/i + ei)a/s(Pn)} 
-4(AÌ-CI)/(M+CI) 

n (0) 

+ C(a;(pn) + (/x + e1)s), 
so 

qsdd 

< C(x(pn) + (fi - €i)s) 1 (l + (/i + €i)s/#(Pn)) 2(M-EI)/(M+ei) n(O)1/2 

cvx /i + ei)a/s(Pncxvv 

< Cxipn)-1 (l + ifi-e^s/xipn)] ,-1-2(A*-CI)/(A*+CI) rx(0)1/2 

+ Cy/x(pn) + (/x + €1)5. 

Thus, integrating the right hand side shows that 

\Zn(s) - Zn(0)\ wcxwc /i + ei)a/s(Pn (l + O - €i)s/x(pn) 
2(Ai-€i)/(/i + 6!) 

- 1 

sqdsd x(pn) + (/i + ei)s 

sqdd n 
/i + ei)a/s(Pn #(Pn) 4" (/i + €i)s. 

An argument as above gives the desired equicontinuity for n sufficiently large, com­
pleting the proof of the lemma. • 

Corollary 3.4.8. — Suppose that a G &w,h, P £ <̂ eb,o,co Pn € ehS*MS^M, and pn —• 
p m eb5*M. Let 7n : [0,<J0] -> b5*M0 be GBB such that 7n(0) = pn. Then there is 
a GBB 7 : [0,5o] ~~̂  bS*Mo and jn has a subsequence, {7nfe}> such that jUk —• 7 
uniformly, the lift 7 : [0,<50] ehS*M of 7 satisfies 7(0) = p7 and £/ie K/£ 7nfc of 7nfc 
converges to 7 uniformly. 

Proof — As pn —• p, it follows that there is a compact set KQ C MO such that jn(s) G 
b5^oMo for all n and all 5 G [0, $o]- Then by the compactness of the set of GBBs with 
image in hS^Mo in the topology of uniform convergence, [11, Proposition 6], 7n has 
a subsequence, jUk, uniformly converging to a GBB 7 : [0, <50] —• hS*M0. In particular, 
7(0) = lim* 7nfc(0) = limjfe weh{pnk) = weh(p) = a. By Lemma 3.4.3, 7 lifts to a curve 
7 : [0, So] —> ebS*M. We claim that 7(0) = p—once we show this, the corollary is 
proved. 
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Let 7n : [0, Jo] —> ehS*M be the lift of 7n. By Lemma 3.4.6, {7nfc}feGN is equicon­
tinuous. Since for S > 0 7nJ[<5,<50] "~> 7 uniformly, and these curves all have images 
in hSxiMo for some K\ compact, disjoint from W, where hS^iMo and e b 5 ^ _ i ^ ^ M 
are canonically diffeomorphic, we deduce that Jnk\[s,s0] ~~> 7l[<5,<50] uniformly; in par­
ticular {7nfe |[5,(50]} is a Cauchy sequence in the uniform topology. 

Let d be a metric on eb5*M giving rise to its topology. Given e > 0 let S > 0 be such 
that for 0 < s < 5 and for all n, one has d(7n(s),7n(0)) = d(7n(s),pn) < e/3—this 5 
exists by equicontinuity. Next, let N be such that for k,m> N, d(pnk,pnrn) < e/3 and 
for k,m > N, S < s < ¿0, d(;ynk(s),;ynrn(s)) < e/3; such a choice of N exists by the 
uniform Cauchy statement above, and the convergence of {pn}- Thus, for k,m > N 
and 0 < s < 5, 

< <H7W («), Pn J < <H7W («), Pn J + rf(Pnfe, Pnm ) + %nm,7nm(s)) < c 

Since we already know the analogous claim for S < s < <5o, it follows that {7nfc} 
is uniformly Cauchy, hence converges uniformly to a continuous map 7 : [0, So] —> 
eb5*M. In particular, 7(0) = limfc7nfc(0) = limfcpnfe = p . But %k\[sts0] ~> 7l[Mo] 
uniformly for S > 0, so 7i[<5,<50] = 7l[5,<50]- The continuity of both 7 and 7 now shows 
that 7 = 7* and in particular 7(0) = p as claimed. • 

Now we are ready to introduce the bicharacteristics that turn out in general to 
carry full-strength, rather than weaker, diffracted, singularities. 

Definition 3.4.9. — A geometric GBB is a GBB 7 : ( - s0 , s0 ) "~* b^o w^n # = 7(0) ^ 
#V,b such that there is an EGBB p : R —• ehT^M with 

lim 
s —00 

p(s) lim 
0 

7 - M , 

lim 
s—>+oo 

p (s) lim 
0 

7+M, 

with 7 + , resp. 7 _ , denoting the lifts 7|[o,«50]» resP- 7|[_<s0}o]> So > 0 sufficiently small, 
to eb5*M. 

We say that two points w,wf G bSIo are geometrically related if they lie along a 
single geometric GBB. 

Let T be a large parameter, fixed for the duration of this paper. 

Definition 3.4.10. — For p G &w,b the flow-out of p, denoted fb O,P is the union of 

images 7((0 ,T]) of GBBs 7 : [0,T] -+ bE0 with 7(0) = p . 

For p G &w,b, the regular part of the flow-out of p, denoted &oiPiTeg, is the union 
of images 7((0, so)) of normally approaching (or regular) GBBs 7 : [0, so) —• bDo with 
7(0) = p and 7(5) G T*M° for s G (0, s0). 

The regular part of the flow-out of a subset of &w,b is the union of the regular 
parts of the flow-outs from the points in the set. 

We let 

ff b 
o, p,sing 
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36 CHAPTER 3. BUNDLES AND BICHARACTERISTICS 

denote the union of images 7(0, T] of non-normally-approaching GBBs 7, i.e., those 
GBBs 7 with 7(0) G g fl &eh. 

The flow-in and its regular part are defined correspondingly and denoted 

fg f 
1 ,p-> 

9 rb 
I,p,reg* 

We let J7 j /o denote the union of the flow-ins/flow-outs of all p G <^fw,b-

We also need to define the flow-in/flow-out of a single hyperbolic point 
q € $ehjajI/o\ehSQW^M (i.e., for p G &w,b as above, we will consider the flow 
in/out to a single point in a fiber q G «$eb,p,//o)- By Remark 3.4.5, given such a 0/, 
there is a unique GBB 7(5), defined on [0,T] (or [—T,0], in case of J ) , with lift 7 
satisfying lim8—0 7(s) = Q-

Definition 3.4.11. — For q G <$eb?//0\ebS*#M, let S7l/o,g denote the image 7((0,T]) 
(or 7([—T, 0)) in case of 7) where 7 is the unique GBB with lift 7 satisfying 
lims^0 7(5) = <?. Let ^//o,g,reg be defined as the union of 7((0, s0)) with 7(5) G T*M° 
for all s G (0, s0)- Additionally, let S ^ / o denote the union of all flow-ins/flow-outs 
of q G ^eb?//0\ebS;#M, and let £Tb = 57? U 9%. 

For brevity, we often use the word 'flow-out' to refer to both the flow-in and the 
flow-out. 

One needs some control over the intervals on which normally approaching GBB do 
not hit the boundary of M: 

Lemma 3.4.12. — Suppose K C W° is compact, ft C ftw,b is compact, eo > 0. 
Then there is S0 > 0 such thai if 7 : [0, €0] —• hS*M0 a GBB with lift 7, 7(0) G 
< <H7W («) ehS*KM for some a eft, then 7((0, S0)) H ehS%MM = 0 . 

Proof. — First, by Lemma 3.1.5 there is a J0 > 0 such that any GBB 7 with 7(0) G ^ 
satisfies 7|(o,ay disjoint from b5^Mo. 

Suppose now that there is no $0 > 0 as claimed. Then there exist GBBs jj : 
[0,e0] b5*M0, pfj G ehS*KM n ^eb,aJ5o, ctj € and ^ > 0, Sj 0, such that 
7j'№) ^ b^aM0^o5 and the lift 7j- of 7j- satisfies 7?(0) = p̂ -. We may assume that 
Oj < eo/2 and (5j < S0 for all j , hence jj(Sj) £ b 5 ^ M 0 . By passing to a subsequence, 
using the compactness of ft and of K, hence of ̂ S ^ M n ^ ^ o ? we may assume that 
{ctj} converges to some a G ft, and {p'j} converges to some p G ehS^M fl <$eb,a,o-
Using the continuity of 7^ for each j , we may then choose some 0 < e3 < Sj such 
that pj — Jj(ej) —> p as well; note that p^ ^ eb£*^M. (We introduce €j to shift the 
argument of 7^ by e^, namely to ensure that 7j(. + e^) at s = 0 is outside b 5 ^ M , 
so Corollary 3.4.8 is applicable.) Thus, we can apply Corollary 3.4.8 to conclude 
that 7j(. + Cj) : [0,e0/2] —> b5*M0 has a subsequence jnj such that 7nj-(. + enj.) 
converges uniformly to a GBB 7, the lifts ;yUj (. + enj.) also converge uniformly to the 
lift 7, and 7(0) = p. Thus, nfnj((Snj - en.) + enj) 7(0) = p since d^. - enj. - » 0. 
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3.4. BICHARACTERISTICS 37 

As jnjdSnj - enj) + en.) G ebS*QM^M and ^ S ^ ^ M is closed, it follows that 

p G e b 5 * M ^ 0 M , contradicting p G eb5^M. This proves the lemma. • 

Remark 3.4.13. — Another proof could be given that uses the description of the edge 
bicharaeteristies in [15], since the GBB covered are normally incident. 

Corollary 3.4.14. — Suppose U C W° is open with U c W° compact, U C $£w,b is 
open with %L C &w,b compact. Then there is So > 0 such that the set O of points p G 
eb5*M for which there is a GBB 7 with lift 7 such that 7(0) G eb5^)M fl $eb,^,o and 
7(5) = p for some s G [0, ¿0) is a 8?°° coisotropic submanifold ofehS*M transversal 

to ehS?;,M. 
w 

Proof. — By Lemma 3.4.12, with K = U, ft = 2/, there is a So > 0 as in the lemma, 
hence the set O consists of points p for which the GBB 7 only meet DM at s = 0, 
so (taking into account part (2) of Lemma 3.4.2 as well) O is a subset of the edge 
flow-out studied in [15] (e.g., by extending the edge metric g smoothly across the 
boundary hypersurfaces other than W). In particular, the properties of the flow-out 
of such an open subset being T8 coisotropic(2) and transversal to ehS*^M follow 
from Theorem 4.1 of [15]. • 

We now turn to properties of the singular flow-out. 

Lemma 3.4.15. — The singular flow-out, &^ng, is closed in ebS^^M. 

Proof — Suppose pn G S^ing? and let 7n be such that the lift 7n of 7n satisfies 
7n(0) G ̂ f l $eb, and jn(sn) = Pn, sn G (0,T]. Suppose that pn p G e b 5 ^ ^ M . 
Then there exists a compact subset K of M such that 7n(s) G hS^M for all n 

and all s G [0,T]. By passing to a subsequence we may assume that sn —• s; as 
p £ ehS*^M, s 7̂  0. By passing to yet another subsequence we may also assume that 
7n(0) - > g e f f l $eb. Let en > 0, en 0, so 7n(en) £ ebS*^M and 7n(en) q. 

By Corollary 3.4.8 we conclude that 7n(. + en) : [0,T] —> b5*M0 has a subsequence 
7nj such that 7nj(- + enj) converges uniformly to a GBB 7, the lifts 7nj(- + enj.) also 
converge uniformly to the lift 7, and 7(0) = q. In particular, as 7n ((sn — en.) + en.) = 

7nj (5rij ) — Pn-, p, and 5nj - enj s, 7(5) = p, so p G 57 eb 
sing as claimed. 

Lemma 3.4.16. — Suppose K C W° is compact, ft C &w,b is compact. Then K has 
a neighborhood U in M and there is €0 > 0 such that ¿/7 : [0, eo] —• hS*Mo is a GBB 
with lift 7, 7(0) G ̂ eb,o n ^ , 7(0) G ft then 7(5) £ ebS£M for s G (0, c0]. 

(2) In [15], being coisotropic is considered as a property of submanifolds of a syrnplectic manifold, 
eT*M \o , M being an edge manifold. Conic submanifolds of eT*M \ o can be identified with sub-
manifolds of eS*M, and conversely, thus one can talk about submanifolds of eS*M being coisotropic. 
Alternatively, this notion could be defined using the contact structure of e5*M, but for the sake of 
simplicity, and due to the role of syrnplectic structures in classical microlocal analysis, we did not 
follow this route in [15], necessitating making the connection via homogeneity here. 
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Proof. — Let €o > 0 be such that any GBB 7 with 7(0) G ÚÍ satisfies 7J(o,c0] disjoint 
from b 5 ^ M o ; such eo exists by Lemma 3.1.5. 

Now suppose that no U exists as stated. Then there exist GBB 7n and sn G (0, €0] 
such that the lifts % of 7n satisfies 7n(0) G ̂ o H f , 7n(0) G ÚC and 7r(7n(sn)) —> g, 
q e K, where 7r : eb5*M —> M is the bundle projection. 

By the compactness of K and the compactness of UaGi#¿#eb,o,a H ^ we may pass 
to a subsequence (which we do not indicate in notation) such that 7n(0) converges 
to some a G tK and TW(0) converges to some p G &eb,o H G We may further pass 
to a subsequence such that sn —• so £ [0,eo], and still further (taking into account 
the compactness of the fibers of eb5*M M) that jn(sn) ^ p G eb5^M. Choose<3> 
en G (0, sn) sufficiently small such that en —» 0 and 7n(en) —• p. By Corollary 3.4.8 
7n(- + €n) has a convergent subsequence 7nfc such that 7nfc(- + €nfc) converge uniformly 
to a GBB 7 and the lifts 7nfc(- + enfc) converge uniformly to the lift 7 and 7(0) = p . 
Thus, Jnk(snk + enJ -> 7(50), so 7(50) = p G eb5^M. But by the definition of e0, 
7(50) ^ b 5 ^ M 0 if so > 0, while s0 = 0 is impossible as 7(0) = p G eb£*^M, while 
-K" C W° This contradiction shows that the claimed U exists, proving the lemma. • 

Corollary 3.4.17. — Suppose K c W° is compact, ÚC C &w,b is compact. Then K 
has a neighborhood U in M and there is eo > 0 such that if o G U\W and 7 is a GBB 
with 7(0) G hS*M0 then for s G [—e0,0], 7(5) G ÚÍ implies 7 ¿5 normally incident. 

In particular, ifqE W°, a G 3¿w,b and 70 is a GBB with 70 (0) = a and lift 
70(0) G eb5*M iften t/iere is S0 > 0 such that s G (0,¿0], 7o(s) G b5*M0 implies that 
every GBB 7 with 7(0) G bS*Mo, 7(5) = a, s G [—eo,0], is normally incident. 

Proof. — Let U and eo be as in Lemma 3.4.16. If o G U, 7 is a GBB with 7(0) G 
b5'*Mo, «o £ [—€o,0], 7(50) € ^ and 7 is not normally incident, then the lift 7 
of 7 satisfies 7(̂ 0) G <$eb,o H $ by Lemma 3.4.3. Thus, with 70(s) = j(s — so), so 
70(0) G ̂ eb,oH^, 70(0) G K Lemma 3.4.16 shows that j0(s) £ ehS¡jM for s G (0, e0], 
contradicting 7o(—s0) G b5*M0. 

The second half follows by taking ÚC = {a}y K = {q}. • 

3 .5 . A summary 

The following table summarizes a number of the most useful facts about the bundles 
that we have introduced above. 

Again, we do this so that Corollary 3.4.8 is applicable; cf. the proof of Lemma 3.4.12. 
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Manifold Mo Mo M M 

Bundle b s eb es 

Vector fields Mo cv oXj cv xdx 5 xdy z[dz>,dz» xdx •> xdv,dz. 

Dual coords V7' cv cv cv Mo Mo MoMo 

Char, set b£o Mo Mo Mov 

(We have omitted time coordinates and their duals, as they behave just like y 
variables, and the notation follows suit.) 

We also employ a number of maps among these structures, the most common being: 

7I"s—»b T*M0 bT*M0, 

tes >eb : esT*M ebT*M, 

'Cues esT~ M T*W. 

weh : ebT^M T*W. 

Recall that hats over maps indicate their restrictions to the relevant characteristic 
set. 
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CHAPTER 4 

EDGE-B CALCULUS 

Recall from Definition 3.3.1 that VebiM) is the space of smooth vector fields that 
are tangent to all of dM and tangent to the fibration of W C dM given by blowdown. 
Thus, in local coordinates, Veb(M) is spanned over ^ ( M ) by the vector fields 

(4.0.1) xdx, xdt, xdy, z[dz^dzn 

Definition 4.011. — The space Diff*b(M) is the filtered algebra of operators over 
t8 M ) generated by yeb(Af). 

Recall also that Veb(M) = J?°°(M; ebTM), and ebT*M is the dual bundle of ebTM. 
In Appendix B the corresponding pseudodifferential operators are constructed. 

Theorem 4.0.2. — There exists a pseudodifferential calculus \£*K(M) microlocalizinq 
Diffe*b(M). 

The double space Me2b on which the kernels are defined is such that the quotient 
x/x' of the same boundary defining function on the left or right factor, lifts to be 
smooth except near the 'old' boundaries at which the kernels are required to vanish 
to infinite order. It follows that x/x' is a multiplier (and divider) on the space of 
kernels. This corresponds to the action by conjugation of these defining functions, so 
it is possible to define a weighted version of the calculus. Set 

VP m.l 
eb 

(M) = x~ly\ m 
eb 

(M). 

Proposition 4.0.3. — ty*£(M) is a bi-filtered calculus. 

Now, W*b(M) has all the properties (I-VII) of [15, Section 3], where V in [15, 
Section 3] is replaced by eb. Since the multiplier x/x' is identically equal to one 
on the lifted diagonal, the symbol is unaffected by this conjugation and hence the 
principal symbol map extends to 

<H7W («)J dd m.l 
eb 

(M) •x~lS m 
horn ;ebT*M), 

with the standard short exact sequence—see properties (III-IV). There are edge-b-
Sobolev spaces, i? |b(M), defined via the elliptic elements of ^ | b ( M ) , and on which 
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the elements define bounded maps 

A d m (M) A : H d 
'eb' 

(M) E rs—m 
3b 

(M) 

(see property (VII)) . 

The symbol of the commutator of A G \I ra,/ 
eb 

(M) and B € f df 
eb 

(M) is given by 

Veb,m+m' -•1,1+1' ,{t[A,B]) H7W («)J|_| ;A)(^eb,ra',/'(^))-

In local coordinates the edge-b Hamilton vector field becomes 

(4.0.2) Heb?i 
df 
sd xdx x 

dì 

dx 
n • 

df 

Or, 
d^ + x 

df 
dr] 

dy 
fdf 
sd d x 

df 
dy. 

dr, 

+ 
df 
sd 

sdq sd df 
dz1. 

ds df 
dq 

sd df 

dz" 
dt" 

In particular, 

[4.0.3) „ — reu 
^ "eb,xka 

kadç + Hebe­

ln the space-time setting, where one of the y variables, £, is distinguished (and we 
still write y for the rest of the base variables), it is useful to rewrite this using the 
re-homogenized dual variables f) = rj/\r\, £ = £ / | r | , £ = C/ITI> a = M-1? valid near 
eb this becomes 

(4.0.4; qsddd 
'eb,/ 

df 

di 
xdx x 

dj_ 
dx 

c 
df 

da 
sd df 

dC 
ds X 

df 

dr¡ 
dy 

— x a 
df 
lo ri­

ef 
df) 

+ d df 

9£ 
+ c 

df 

dt 
sd dj 

dê 
ada + C-d¿ 

+ x 
df 
dt 

ada + f)-dfi + £d¿ + C • dt X 
df 
dy 

df, 

+ 
df 

sd 
sdsq 

4 
df 

dz'i 
qs + 

dì 

'dC' 

sd df 
dz' 

d%„ 

This is tangent to the fibers of cc7eb : ebS n ehS*^M —> S*W, in fact to its natural 

extension to a neighborhood of ebEnebS£,Af in ehS*~„M, so if b € (ehS*-„M) with 
w w v w / 

b\ehS*_ M constant along the fibers of this extension, then crM_1Heb,/& £ x"6°° (ehS*M) 
w 

for / homogeneous degree ¡1. 
The fact that the operators are defined by kernels which are conormal means that 

there is an operator wave front set WFeb for the eb-calculus, i.e., for A G \&*b(M), 
WFeb(A) C eb5*M, with the properties (A)-(F) of [15, Section 3], so in particular 
algebraic operations are microlocal, see properties (A)- (B) , and there are microlocal 
parametrices at points at which the principal symbol is elliptic (see property (E)) . 
These parametrices have error terms with which are smooth on the double space, but 
they are not compact. We will abuse notation by writing W F ' WF^b 

when there is no possibility of confusion (i.e., usually). 
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As is the case for the b-calculus, for each boundary face {zfj = 0} we may define a 
normal operator Njm, in the special case of a differential operator in Diff*b(M), written 
in the form 

P = <H7W («)J 

where Pk G Diff*b(M) have no factors of {z\Dzi^k in terms of the local basis (4.0.1), 

Nn (P) is the familv of operators on the face z' = 0 given bv 

<H7W («)J <H7W («)J 

This map extends to a homomorphism on \£*b(M), and its vanishing is the obstruction 
to an operator lying in ^ ^ * b ( M ) , i.e., enjoying extra vanishing at the boundary face 
in question. (See [15, Section 3] for a brief discussion of normal operators and [13] 
for further details.) 

As a consequence of the normal operator homomorphisms, \P*b(M) has the addi­
tional property that the radial vector fields Vj for all boundary hypersurfaces {zfj = 0 } , 
i.e., all boundary hypersurfaces other than W, [A,Vj] G zfi^M) if A G *£b(M), 
i.e., there is a gain of zfj over the a priori order. In local coordinates a radial vector 
field for zfj = 0 is given by Zj dz>.; Vj being a radial vector field for zfj = 0 means 
that Vj — zfj dz>, G z'jVebiM). This latter requirement can easily be seen to be defined 
independently of choices of coordinate systems. The fact that the normal operator 
of z'jdz'j is a scalar then proves the assertion. 
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CHAPTER 5 

DIFFERENTIAL-PSEUDODIFFERENTIAL OPERATORS 

5.1 . The calculus 

We start by defining an algebra of operators which includes • . First, recall that 
cJ/es(M) is the Lie algebra of vector fields that are tangent to the front face and to the 
fibers of the blow down map restricted to the front face, /3\^ : W —• W (but are not 
required to be tangent to other boundary faces). Thus, elements V of Ves(M) define 
operators V : t8 (M) -+ &°°(M) and also V : *&°°(M) -+ *6°°(M). 

Definition 5.1.1. — Let Diffes(M) be the filtered algebra of operators (acting either 
on t ° ° ( M ) or W°°(M)) over W°°(M) generated by cVes(M). 

We also let D i f f^ (M) = x-1 D i f f ^ M ) ; this is an algebra of operators act-
• oo ~ 

ing on (M) , and also on the space of functions classical conormal to W, M). 

Remark 5.1.2. — Note that the possibility of the appearance of boundary terms re­
quires care to be exercised with adjoints, as opposed to formal adjoints. See for in­
stance Lemma 5.2.2. 

We also remark that D i f f ^ M ) , hence x~l D i f f ^ M ) , is closed under conjugation 
by x~r where a: is a defining function for W. This follows from the fact that DiffgS(M) 
is so closed; the key property is that 

xr(xdx)x r (xdx) - r € Diffi(M). 

We will require, for commutator arguments that involve interaction of singulari­
ties with dM\W, a calculus of mixed differential-pseudodifferential operators, mixing 
edge-b-pseudodifferential operators with these (more singular) edge-smooth differen­
tial operators. 

Definition 5.1.3. — Let 

Difl es 
m 
eb (M) = AjBj : Aj e Diff k 

es [M), B4 e * m 
eb [M) 
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Proposition 5.1.4. — (Jfc?rnDiffe:s^m3(M) is a filtered "6°° (M)-module, and an algebra 

under composition; it is commutative to top eb-order, i.e., for P G D i f f ^ ^ ^ M ) , 

Q € DiffeKsY mrb (M) , 

\P,Q] e Dit k +k 
fLes 

f ra-fra —1, 
eb KM). 

The key is the following lemma. 

Lemma 5.1.5. — If Ae^H m 
eb (M) and Q G Ves(M), ifcen 

(5.1.1) A Q] QjAj + B, [A, Q] A'jQ'j + B> 

where B, B< € V™h(M), Ah A'j € *2b_1(M) and Qv Q'j € V « ( M ) . 

Proof. — As both Ves(M) and \l>{£(Af) are g>00(M)-modules, we can use a partition 
of unity, and it suffices to work locally and with a spanning set of vector fields. Since 
xDx, xDVj, DZII € Veb(M), the conclusion is automatic for Q chosen from among 
these vector fields since then B = [A, Q] € ^^(M). Thus it only remains to consider 
the Q = Dz>, where z'j is a defining function for one of the other boundary faces. Then 

for Q = z'jQ = zJD*/ e Diff^b(M), [A, Q] e ¥ £ ( M ) ) . The normal operator at z] = 0 

satisfies Nj([A,Q]) = [Nj(A), Nj(Q)], and Nj(Q) is scalar, and hence commutes with 

Nj(A). Thus iVj([A,Q]) = 0, so [A,Q] € z'^fh{M). Consequently, 

(5.1.2) \A,Q\ IQ.A (z'rl[Q,A) + ([(z')-\, Alz'Xz'y'Q, 

with the first term on the right hand side in ^ ^ ( M ) , the second of the form AQ, 

A G ̂ ^ ( M ) . This proves the first half of the lemma. The other part is similar. • 

Proof of Proposition 5.1.4- — The algebra properties follow immediately from the 
lemma. It only remains to verify the leading order commutativity. 

As the bracket is a derivation in each argument, it suffices to consider P, Q lying 
in either <Ves(M) or \£*b(M). If both operators are in \J>*b(M), the result follows from 
the symbol calculus. If P, Q G Ves(M), we have [P,Q] = R G Ves(M). We need 
to write R as a sum of elements of D i f f ^ M ) times elements of ^f~^(M). To this 
end, let A be an elliptic element of \E^b(M) given by a sum of square of vector fields 
in VebiM), e.g., in local coordinates 

A (xdx)2 + (xdt)2 ixdv)2 [z'dz>)2 
Q2zij 

We write A = Yl^f f°r brevity. Let T G \£eb2(M) be an elliptic parametrix for A. 
Then we may write 

Id <H7W («)J 

with E G #~b°°(M). Now since Veb(Af) c Ves(M), we certainly have Vj G Vea(M) 
for each hence RVj G Diff;L(M). Moreover VT G ̂ Jv ! (M). Thus, 

R (RVjKV^ + RE, 

and we have shown that R G Difl 2 
es 

df - l 
eb 

(M). 
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Finally, if P G <Ves(M) and Q G ^ ^ ( M ) (or vice-versa) then using the lemma (and 
its notation) we mav write 

<H7W («)J QjAj + B. 

Using the same method as above to write B = JZRVjCVjY) + BE we find that 

[P,Q] e Diff*s VP™"1 W -

The above proof also yields the following useful consequence. 

Lemma 5.1.6. — For all m, I € R, and k € N, 

Dif c vi cc cxc Diff xc 
es 

xc J-k 
eb 

(M). 

We note the following consequence of (5.1.2): 

Lemma 5.1.7. — Let A G * m eb (M), a = aeb ,m(A). Then 

<H7W («)J AlX-lDz,. 
3 

-x 1A0 

where AQ G \I m 
eb (M) , Ai G « m — 1 

eb (M), 

0"eb,ra 
(4>) 

9a 
xc 

0"eb,ra-l(^l) 
9a 
xc 

da 
xcx 

Note that this is exactly what one would expect from computation at the level of 
edge-b symbols: the Hamilton vector field of Ci/(xzi) 1S 

( C ' / ( ^ ' ) ) ( % wc <H7W («)Jw 

Proof. — This follows immediately from writing 

[x-xDz..A] x-\A]Dz> x-'lD^.A}. 

We then use (5.1.2) together with the following principal symbol calculations 
in tf*b(M), see (4.0.2): 

icr»wm(\Q\ A]) <H7W («)J 

<H7W («)J <H7W («)J )A]zfj) = dCiai 

zcreb,m-i([a: ,A x <%a, 

as well as [xl^*h(M),xl'^h{M)\ C xl+l'^k^k' *(M), which allows one to exchange 
factors after the previous steps without affecting the computed principal symbols. • 

We now define the edge-smooth Sobolev spaces. It is with respect to these base 
spaces that we will measure regularity in proving propagation of edge-b wavefront set. 

Definition 5.1.8. — For s > 0 integer, 

H s,/-(/+l)/2 
es 

(M) = {ue xlL 2( 
9^ 

M) : A e Diff •s 
es (M) Au G xlL 2 

9 xcc 
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The norm in Hl£ ^ + 1 ^ 2 ( M ) , up to equivalence, is defined using any finite number 
of generators Aj for the finitely generated 5?°° (M)-module D i f f ^ M ) by 

w | | H M - ( / + l ) / 2 ( M ) 

3 

\\x-lAjUl 2L29(M) 

1 / 2 

The space HsJ~(f+1)/2(M) is the closure of t8 (M) in HSJ~U+1)/2!(Af). 

Remark 5.1.9. — The orders above are chosen so that setting s = 0, I = 0, we obtain 
L2g(M) = He°s'~(/+1)/2(M). Thus a;tf+1>/2L2(M) = L 2 { M , x ~ ^ ( f + 1 ) dg) is the L2-spaee 
corresponding to densities that are smooth up to all boundary hypersurfaces of M 
except W, and that are b-densities at the interior of W, meaning that x(x~^+1^ dg) 
is actually a smooth non-degenerate density on M. This convention keeps the weights 
consistent with [15]. 

Note also that the subspace l of "6°° (M) given by 

( 5 . 1 . 3 ) fdf x'x"6°a(M) 

is dense in Hes st-'f+1)/2(M) for all s and I; one could even require supports disjoint 

from W. Thus, the difference between HSJ#U+1)/2(M) and HSJ~U+X),2{M) corre­
sponds to the behavior at the boundary hypersurfaces of M other than W, i.e., those 
arising from the boundary hypersurfaces of Mo, where the boundary conditions are 
imposed. Thus, this difference is similar to the difference between HS(Q) and HQ(Q) 
for domains Cl with smooth boundary in a manifold. 

The boundedness of #°b(M) on J5Ti1_(/+1)/2(M) is an immediate consequence of 
the commutation property in Lemma 5.1.5. 

Theorem 5.1.10. — Y0ebh(M) is bounded on both H^1~^+1^2(M) and on the closed 

subspace H^-(f+1)/2(M). 

Remark 5.1.11. — The more general case of HeV~(/+1)/2(M) with arbitrary I follows 
from the case of I = 1 using x~lAxl e ^eb(M) for A e * j jb(M). 

In fact, reduction to I = 0 would make the proof below even more transparent. 

The case of Hsl es -f+1)/2 can be proved similarly, but we do not need this here. 

_ • oo • oo 

Proof. — As # e b ( M ) : % (M) % (M)> the second statement follows from the 

first and the definition of H1-1es,0(f+1)I2(M). 

As above, let be the subspace of f?°°(M) consisting of functions vanishing to 

infinite order at W, which is thus dense in fli1_(/+1)/2\M). Let A € ^%{M). As 

\£°b(M) : *6 —• ??, and A is bounded on L2(M) , one merely needs to check that 

for Q e Diff;j;s (M) there exists C > 0 such that for u G J?, 

\\x 1QAu\\L2 C | M | H i , i - ( / + i ) / 2 ( M ) . 
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But 
x-1 QAu ([x-^Alx^x^Qu) ([x-^Alx^x^Qu) Aix^Qu). 

By Lemma 5.1.5, [Q, A ([x-^Alx^x^Qu) o 
eb 

MY A* G $ -i 
eb 

([x-^Alx^x^Qu)cvxcv 
hence x^lQ.A] = TAx^AixMx^Qi) + (x^Bx^x'1, 

x xQAu ([x-\A]x)(x-1Qu) (x 1AJX)(X 1Qju) 

+ (x~lBx)(x-1u) A(x-lQu), 

so the desired conclusion follows from 

\x-1 Qu\\L2(M)A X 1QjU\\L2jM), I X-1 U\\L2(M] C||m||„1,1-( / + 1)/2 11 es (My ue%> 

and additionally [x'1, A]x,x~xAjX G 9e^(M) C *°b(M) (which are thus bounded 
on L2g(M), just as A,x~xBx G ^h(M) are)- D 

We can now define the eb-wave front set relative to a given Hilbert (or even Banach) 
space, which in practice will be either the Dirichlet form domain or a weighted edge-
smooth Sobolev space serving as a stand-in for the Neumann form domain. We also 
define the relevant Sobolev spaces with respect to which these wavefronts sets measure 
regularity. For future reference, we also include the analogous definitions with respect 
to the b-calculus. 

Definition 5.1.12. — Let X C *6~°°(M) denote a Hilbert space on which, for each 
K C M compact, operators in $?®h(M) with Schwartz kernel supported in K x K are 
bounded, with the operator norm of Op (a) depending on K and a fixed seminorm 
of a. Let 3£ioc consist of distributions u such that <fiu G X for all </> G f?£°(M). 

For m > 0, r < 0, let 

H m,r 
3b,JL,loc 

(M) = {ue Xioc : Au G £ioc for all A G $ m.r 
el 

(M)}. 

Let q G eb5*M, u G X\oc. For m > 0,r < 0, we say that q £ W F ^ ( u ) if there 
exists A G ̂ , r ( M ) elliptic at q such that Au G X\oc. We define q £ ' w F ^ ( t t ) if 
there exists A G ^£(M) elliptic at q such that Au G H80,ebloc(M). 

There is an inclusion 

if 

W F \m,r 
eb,3t U E E dff 

eb,X u 

m < m\ r < r1. 

Remark 5.1.13. — We could alter this definition to allow u a priori to lie in the larger 

space 

MV 

with Aj G \P°£,0(Af); this would allow us to give a non-trivial definition of WF^ '^ u 
even for m < 0. 
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The restriction to r < 0 is more serious: operators in web (M) would in general fail 
to be microlocal with respect to a putative W F ^ ' ^ ( M ) with r > 0, simply because 
such operators would fail to be bounded on X. 

Note also that if X' is a closed subspace of X, with the induced norm, and if 
elements of ^ b ( M ) restrict to (necessarily bounded) maps X1 —X' then for u G X' 

(5.1.4] Wf m,r 
eb,3t [u] WF m,r 

3b, X' 
[u). 

In particular, this holds with X = H^l(M) and X' = H^l0(M). 

The eb-wave front set captures eb-regularity: 

Lemma 5.1.14. — If u G X, r < 0, m > 0 and W F ^ ( w ) = 0, *Aen u G 

^eb'x z<?c(̂ )> *,e*> /or a^ A £ ^eb,r(^) with compactly supported kernel, An G X. 

Proof — This is a standard argument (see e.g., [30, Lemma 3.10]): For each q G 
eb5*M there is Bq G \ ^ ' r ( M ) elliptic at q such that Bqu G X. By compactness, 

eb5*M can be covered by IJ^-ell(Bgj) for finitely many points qj. Now choose Q G 
#~bm ~r(M) elliptic, and set B = ^2QBqi.Bqj. Then B is elliptic and Bu e X. As B 

has a parametrix G G #~m'~r(M) with GB — Id G *~b°°'0(M), 

Au = AG(Bu) + (A(Id-GJB))u, and j l ( I d - G J B ) G * - ° ° ' r ( M ) C #eb0(M), 

shows the claim. • 

Pseudodifferential operators are microlocal, as follows by a standard argument: 

Lemma 5.1.15 (Microlocality). — IfBe V8Ji(M) then for r,r - I < 0, u G X, 

WF m—s.r—l 
eb, x (Bu) C WF'(B] I WF m,r 

eb,£ 
(u) 

In particular, ifWF'(B) n W F ^ ( u ) = 0 tten Bu € H2~£l~\M). 

Proof. — We assume m > s and m > 0 in accordance with the definition above; but 
the general case is treated easily by the preceding remarks. 

If q e ehS*M, q £ WF'(B), let A e #™~s,r_i(M) be elliptic at q such that 

WF'(A) n W F ' ( B ) = 0. Thus AB € \P~b0°'r(M) c #eb°(M)> hence € so 
9 £ WF™b"j'r" '(Bti). (Note that we used r < 0 here.) 

On the other hand, if q e ebS*M, 9 £ W F ^ ( u ) , then there is C e * ^ ' r ( M ) 
elliptic at g such that Cu G X. Let G be a microlocal parametrix for C, so G € 

Y-meb~r(M), and g £ W F ' ( G C - I d ) . Let 4 € $™-s ' r - ' be elliptic at q and such that 
WF'(A) fl WF ' (GG - Id) = 0. Then 

ABu = ABGCu A ß (Id - G G ) u , 

and AB (Id -GC) € *e"b°°,r(M) c *"b (M) since WF'(A) n WF'(Id -GC) = 0, so 
the second term on the right hand side is in X. On the other hand, Cu £ X and 
ABG € *°b°(M), so ABG(Cu) € X as well, proving the wave front set containment. 

The final claim follows immediately from this and Lemma 5.1.14. • 
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There is a quantitative version of the lemma as well. Since the proof is similar, cf. 
[30, Lemma 3.13], we omit it. 

Lemma 5.1.16. — Suppose that K C eb5*M is compact, U is a neighborhood of K, 
K C M compact. 

Let Q G *eb(M) elliptic on K with WF' (Q) C U and the Schwartz kernel of Q 
supported in K x K. 

If $ is a bounded family in >P*b (M) with Schwartz kernel supported in K x K and 
with W F ' ( $ ) C K then for r,r — I < 0, there is C > 0 such that for all u G X with 
W C b £ ( t i ) n t f = 0 , 

\\Bu\\x < C(\\u h + \\Qu\\x) for all Be<£. 

5.2. Dual spaces and adjoints 

We now discuss the dual spaces. For simplicity of notation we suppress the loc and 
c subscripts for the local spaces and compact supports. In principle this should only 
be done if M is compact, but, as this aspect of the material is standard, we feel that 
this would only distract from the new aspects. See for instance [30, Section 3] for 
a treatment where all the compact supports and local spaces are spelled out in full 
detail. 

Recall now from Appendix A that if X is a dense subspace of L2g, equipped with an 
inner product ( . , i n which it is a Hilbert space and the inclusion map t into L2 is 
continuous, then there is a linear injective inclusion map L2g —» X* with dense range, 
namely 

i* = £T o 7 o c : Lg fg 

where £Î : (L*(M))* X* is the standard adjoint map, j : L2g(M) -> L^(M)* 
the standard conjugate-linear identification of a Hilbert space with its dual, and c 
is pointwise complex conjugation of functions. In particular, one has the chain of 
inclusions X C L2(M) C X*, and one considers X*, together with these inclusions, as 
the dual space of X with respect to L2g{M). 

Definition 5.2.1. — For s > 0, the dual space of H^l(M) with respect to the L2(M) 

inner product is denoted Hess' 1 (/+1)(M). 
For 5 > 0, the dual space of the closed subspace 

H s,l 
es,0 

M fg g 
fg'es 

(M) 

is denoted Hess' 1 (/+1)(M); this is a quotient space of Hes*' 1 (/+1)(M). We denote 
the quotient map by 

P ' H r-Ä,-J-(/+l 
es 

([x-^Alx^x^Qu) ([x-^Alx^x^Qu) 
les 

[M). 

The standard characterization of these distribution spaces, by doubling across all 
boundary faces of M except W is still valid—see [7, Appendix B.2] and [30, §3]. 
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Note that for alls,/, elements of j^es5' * (/+1)(M) are in particular continuous linear 
functionals on l, which in turn is a dense subspace of H^l(M). In particular, they can 
be identified as elements of the dual l' of 6\ Thus, were it not for the infinite order 
vanishing imposed at W for elements of g\ these would be "supported distributions"— 
hence the notation with the dot. On the other hand, elements of He~ss,~l~^+1^(M) 

• oo 
are only continuous linear functionals on 5? (M) (rather than on l) though by the 
Hahn-Banach theorem can be extended to continuous linear functionals on in a 
non-unique fashion. If P G x r Diff^fM), then it defines a continuous linear map 

P:H •k,i 
es 

M) H 0,Z-r 
es (M). 

Thus, its Banach space adjoint (with respect to the sesquilinear dual pairing) is a 
map 

(5.2.1) 
P* : (L n l-r 

es 
(M))* H 0,r-Z-(/+l) 

es 
(M) (H rk,l 

es 
(M))* H ([x-^Alx^x^Qu) 

es (M), 
{P*u,v) = (u,Pv ([x-^ ^Alx^x^Qu)rO,r-

es 
fM), veH k,l 

3S 
[M). 

In principle, P* depends on I and r. However, the density of 5? in these spaces shows 
that in fact it does not. 

There is an important distinction here between considering P* as stated, or as 
composed with the quotient map, p o P*. 

Lemma 5.2.2. — Suppose that P G x~r DiffgS(M). Then there exists a unique Q G 
x~r Diffe:s(M) such that po P* = Q. However, in general, acting on "6, P* ^ Q. 

If, on the other hand, P G x~r Diffgb(M); then there exists a unique Q G 
x~r Diff*b(M) such that P* = Q. 

Proof. — For the first part we integrate by parts in (u,Pv) using u,v € i? (M) 
(noting that "6 (M) is dense in H^l0(M)). Thus, one can localize. In local coordinates 
the density is dg = Jx? dx dy dz, with J G ^ ^ ( M ) , so for a vector field V G c)/es(M), 
noting the lack of boundary terms due to the infinite order vanishing of u and v, one 
has (with the first equality being the definition of V*) 

(V*u,v) (u. Vv u Vv Jx^ dx du dz 

(xfu)([x-^Alx^x^Qu) v Jx^ dx dy dz, 

where for V = a(xDx) + )bj(xDy.) ([x-^Alx^x^Q with a.bj.Cj G g* (M), 

V"1" = Dxxä + xDyjbj Dzc7 G Difl f1 
Les 

(M). 

Conjugation of W by Jx? still yields an operator in Diff^M). This shows the exis­
tence (and uniqueness!) of the desired Q, namely 

Q = J-1x-tVUx*. 
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The density of &°°(M) in # e ° s r " M / + 1 ) ( M ) now finishes the proof of the first claim 
when P = V G Ves(M), since this means that (P*u,v) = (Qu,v) for all u G 
#es ' r~M/+1) (M) , v G H^l0(M). The general case follows by induction and adding 
weight factors (recalling Remark 5.1.2). 

The same calculation works even if u, v G l provided that V G Veb(Af): in this 
case DZj is replaced by vector fields tangent to all boundary faces, i.e., Dz» and ZjDz/, 
for which there are no boundary terms—in the second case due to the vanishing factor 
z'y This proves the claim if P G x~r Diff*b(M). 

Note, however, that this calculation breaks down ifu,v€ *6 and V G c]/es(M): the 
Dz> terms gives rise to non-vanishing boundary terms in general, namely 

3 sd 

{—%)cjuv JxJ dx dy dêj 

3 

f(-iaesA(V)(dxj)u, v)Hj, 

where Hj is the boundary hypersurface Zj = 0, dzj shows that dz'- is dropped from 
the density, and on Hj one uses the density induced by the Riemannian density and 
dzfj. This completes the proof of the lemma. • 

We now define an extension of Diffes(M) as follows. 

Definition 5.2.3. — Let x~r DiffgS j(M) denote the set of Banach space adjoints of 

elements of x~rDiEks(M) in the sense of (5.2.1). 
Also let #~2r Diff2g^(M) denote operators of the form 

N 

j=1 

([x-^Alx^x^Qu) Difi x (M) , Qi Gx"rDif l k 
es,f 

(M). 

For M non-compact, the sum is taken to be locally finite. 

Thus, if P G x~2r Diff2^(M), Pj, Qj as above, and Q6 = i i ; , Rj G x~r Diff^(M), 

tnen 

(Pu, v) 
N 

j=1 

[PjU, Rjv). 

We are now ready to discuss Dirichlet and Neumann boundary conditions for P G 
x~2r Difi :2k 

•es.tt (M) . 

Definition 5.2.4. — Suppose P G x 2r DifF^jj(M). By the Dirichlet operator associ­
ated to P we mean the m a ü 

noP : H •k,l 
es,( (M) •H — k,l-2r 

es 
(M) 

where p : H-k'l~2r(M) H~h'l~2r(M) is the quotient map. For / G H~k^-2r(M) 
we say that u G H^l0(M) solves the Dirichlet problem for Pu = f if p o = Pu / . We 
also say in this case that Pu = f with Dirichlet boundary conditions. 

Similarly, for / G H~k>l~2r(M) we say that u G H^l(M) solves the Neumann 
problem for Pu = / if Pu = / . We also say in this case that Pu = / with Neumann 
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boundary conditions. Correspondingly, for the sake of completeness, by the Neumann 
operator associated to P we mean P itself. 

Remark 5,2.5. — For the Lorentzian metric g = dt2 — g on Mo lifted to M , and with 
P = d*d, the equation 

Pu = f, / G ff-1-,-1-</+1>/2(M). « € ffI>,+1-<'+1>/2(M) 

with the Neumann boundary condition means (du,dv)~ = {f,v)~ for all v G 

ffis'~l+1~^+1^2(M), or equivalently for all vG l Away from W, this is the standard 
formulation of the Neumann problem on a manifold with corners (or indeed on a 
Lipschitz domain): pairing with v vanishing at the boundary and integrating by parts 
yields Pu = f in the interior; pairing with v nonvanishing at boundary faces other 
than W then yields vanishing of normal derivatives at those faces. 

Thus near W, we impose the Neumann condition in the sense described above 
on all other boundary hypersurfaces, uniformly up to W, but there is no condition 
associated to W. In particular, a Neumann solution u (just like a Dirichlet solution) 
on M need not solve the corresponding problem on Mo, where a condition is enforced 
even at W: u may blow up arbitrarily fast at W. 

Remark 5.2.6. — As noted in Lemma 5.2.2, when considering the action of Diffes(M) 
on ff (M) , Diffes(M) is closed under adjoints (which thus map to ff~°°(M), i.e., 
extendible distributions), so one can suppress the subscript fj on Diffesjj(M). Thus, 
the subscript's main role is to keep the treatment of the Neumann problem clear— 
without such care, one would need to use quadratic forms throughout, as was done 

in 130]. 

We now turn to the action of ^^l(M) on the dual spaces. Note that any A G 
^ebl(M) maps ff to itself, and that ^ ^ ( M ) is closed under formal adjoints, i.e., if 
A G ^\M) then there is a unique A* G ^ ( M ) such that (Au,v) = (u,A*v) for 
all u, v G ff — cf. Diffeb(M) in Lemma 5.2.2. We thus define A : ff' ff' by {Au, v) = 
{u, A*v), u G ff', v G ff. Since ff is (even sequentially) dense in ff' endowed with the 
weak-* topology, this definition is in fact the only reasonable one, and if u G ff, the 
element of ff' given by this is the linear functional induced by Au on ff. 

Next, for subspaces of ff' we have improved statements. In particular, most rele­
vant here, dually to Theorem 5.1.10, any A G * ° b ( M ) is bounded on H~^l(M) and 
o n ^ ( M ) . 

We now turn to an extension of Diffes ^eb(M). First, taking adjoints in 
Lemma 5.1.5, we deduce: 

Lemma 5.2.7. — If A € * ^ ( M ) and Q € D i f f ^ ^ M ) , then [A,Q] = Y,QjAj + B> 

B e Ymeb(M) Aj G VT'iM), Qj e DiffL;t(M).' 

Similarly, [A,Q] = Ea'j Q'j+ B' B' G ¥ S ( M ) , A', G ^{M), Q' G 

Difi t+(M). 
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Proof. — The proof is an exercise in duality; we only spell it out to emphasize our 
definitions. We have for u € e , v € 5?, 

{[A,Q}u,v) ((AQ-QA)u,v) u, (Q*A* - A*Q*)v) [u,[Q*,A*)v) 

where Q* € Diff^(M), A* € tf^. Thus, by Lemma 5.1.5 (applied with Ves(M) 

replaced by Diff^s(M)), there exist Aj 6 * ^ _ 1 ( M ) , B € ¥ £ ( M ) , <?., € Diff^(M) 

such that [Q*, A*] = -[A*,Q*] = £ Q j A , + 5 - Thus, 

(\A,Q]u,v) . U. 

df 
QjÄj + £ f 

f 

([x-^Al P* ssff 

with i * g tf™_1(M), p* e *2b(M)> Q) e DiffeS,t(M)- This Proves the second half of 
the lemma. The first half is proved similarly, using the second half of the statement 
of Lemma 5.1.5 rather than its first half. • 

In fact, the analogue of Lemma 5.1.7 also holds with Dz> replaced by D*, G 
3 zj 

Diff* +(M): 

Lemma 5.2.8. — Let A G V eb (M) a =aeb,m (A). Then 

%[x-'D*z,,A] Axx^Dl, + x-xA0 

where An e ^ m, 
eb M), Ai G 4 -fra—1,Z 

et 
dsx 

0"eb,m(A)) 
<9a 

dff 
^eb,mdfdf-l(̂ l) 

da 
df 

dfda 
df 

We thus make the following definition: 

Definition 5.2.9. — Let 

Diff es,ft 
m 
eb fM) AaB0 : Aa G Difi fd 

es,jj 
i(M), P* g \ m 

eh ;m) 

Using Proposition 5.1.4 and duality, as in the previous lemma, we deduce the 
following: 

Proposition 5.2.10. — Diff k 
•es, ft 

f ra,Z 
eb [M) is a1® 0 

eb 
(M)-bimodule, and 

(5.2.2; 
P G Diff •es.a 4 ™'Z(M), Ae* s,i 

eb fM) 

PA. AP G Difi •es.n ^ rm+s,Z+r 
eb 

(M), [P,A] G Diff es,ft 1* 
rra+s — 1 J+r / 
eb 

(M). 
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5.3. Domains 

In this section, we discuss the relationship between Dirichlet and Neumann form 
domains of A and the scales of weighted Sobolev spaces that we have introduced. 
First, we identify the Dirichlet quadratic form domain in terms of the edge-smooth 
Sobolev spaces. 

The Friedrichs form domain of A with Dirichlet boundary conditions on XQ is 

HQ(X0), 

also denoted by jHrl(X0) (see [7, Appendix B.2]); we may also view this space as the 
completion of ff^(Xo) in the f/'1(Xo)-norm, 

Nltf^-Ko) \\U\\L10{X0) l|du||L2o(Xo;T.Xo). 

Equivalently in terms of "doubling" X0 across all boundary hypersurfaces, HQ(XO) 
consists of i71-functions on the "double" supported in XQ. 

Lemma 5.3.1. On ff (X) = /3*fc°°(Xo), the norms 

\\U\\HHXa) ( N i k • l|d«||i3 ) 1/2 

E M I 
^Alx^x^Qu) (/ + D/2(X) 

are equivalent. 

Proof. — Multiplication by elements of ff°°(Xo) is bounded with respect to both 
norms (with respect to Jffe1s,1"(/+1)/2(X) even ff (X) is bounded), so one can localize 
in Xo, or equivalently in X near a fiber /3~1(p), p G W, of W, and assume that u is 
supported in such a region. 

Elements of V(X0) lift under /? to span x~LCVes(X) as a g,°°(X)-module by (3.2.1). 
In particular, merely since ^^(XQ) c x~1(Ves(X), we obtain(1) 

(5.3.1) \UWHÌ(X0) ([x-^Alx^x^Qu) ue f fT8 (X). 

We now prove the reverse inequality. By the spanning property, we have 

(5.3.2] lb lAu\ l2 II^IIhi(Xo) 

for any A G (VES(X) as ff°°(X) is bounded acting by multiplication on L2G(X) = 

L2Q(XQ). AS C}/ES(X) together with the identity operator generates Dif f^X) , we only 
need to prove-

\\x lu||hi(x) Nli^cxo)* 

W We use the notation that a < b if there exists C > 0 such that a < Cb. Usually a and b depend 
on various quantities, e.g., on u here, and C is understood to be independent of these quantities. 

ASTÉRISQUE 351 



5.3. DOMAINS 57 

for u £ *6 (X) supported near a fiber (3~X (p), p £ Y, of Y\ However, this follows easily 
from identifying a neighborhood of (3~x(p) with [0, e)x xOyx ZZ1 where O C E71-^"1, 
and using the Poincaré inequality in Z, namely that 

Ha?,y,.)llL*(z) C||(dzw)(x,2/,.)IU2(z), ne'e (Xo). 

Multiplying the square of both sides by x ^ J and integrating in x, y, yields 

C||(dzw)(x,2/,.)IU2(z) II (x 1dzu)(x,y,.)\\L2(X) C'\\u\\Hi(X) 

by (5.3.2). 

In view of the definition of x l,l-(/+l)/2 
es,0 

X) as the closure of (X) in 

ffeV-(/+1)/2(X), we immediately deduce: 

Proposition 5.5.2. — ITie Dirichlet form domain of A is given by 

(5.3.3) H l o (X0) c rl,l-(/+l)/2 
3S,0 A: 

in t/ie strong sense that the natural (up to equivalence) Hilbert space norms on the 
two sides are equivalent In particular, for u £ HQ(XQ), we have 

Ik^QtilUj C\\u\\HHx0) 

for all O £ Difl 
•l 
ee 

(X). 

For Neumann boundary conditions the quadratic form domain is i f1 (X0) , whose 
lift is not quite so simple in terms of the edge-smooth spaces. However, we have the 
following lemma, which suffices for the edge-b propagation results below (with a slight 
loss). 

Lemma 5.3.3. — We have H1,1es-(f+1/2(X) C H1(Xo) C H1es-(f+1/2(X), with all 
inclusions being continuous. 

Proof. — The first inclusion is an immediate consequence of (5.3.1) holding for u £ g\ 

5? as in Remark 5.1.9 (thus dense in HH (/+1)/2(X) for all I), using again that 

elements of ^(XQ) lift under /3 to span (and in particular lie in) x~lc]/es{X) as a 

g^PO-module by (3.2.1). 

For the second inclusion, we need to prove that || A ^ H ^ x ) < C'IMIfPCXo) 
for A £ DiffgS(X). As this is automatic for A £ £?°°(X), we are reduced to consider­

ing A £ VesCX"). But (5.3.2) still holds for u £ 5?, so ||Au||L2(x) < C'\\x-lAu\\L2 < 

C\\u\\Hi(x0) for A £ VesiX). This finishes the proof of the lemma. • 
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5.4. T h e wave opera tor as an element o f x 2DiffgSli(M) 

For / G ff, in local coordinates. 

df [xdxf] 
dx 

x 
3 

,2/,.)IU2(z) 
dy3 

X 3 

,2/,.)IU2(z) 

Thus, the exterior derivative satisfies 

d G Difi t (M;Ç,esT*M), 

with C denoting the trivial bundle. As the dual Riemannian metric is of the form 
x~2G, where G is a smooth fiber metric on esT*X, and A = d*d, we deduce that • G 
x~2 Diffgg J J ( M ) . However, we need a more precise description of • for our commutator 
calculations. 

So suppose now that U is a coordinate chart near a point q at dW with coordinates 
(x, y, z', z") centered at q, and recall from (2.0.2) that the Riemannian metric has the 
form 

(5.4.1) g = dx + h(y,dy) x2k(x, z, dz) xk'(x, y, z, dx, dy, x dz). 

By changing zn if necessary (while keeping x,y,z' fixed—cf. the argument of §2 leading 
to (2.0.1), we can arrange that the dual metric K of k have the form 

K(0,y,z) 
k 

xcxv 
khij{0,y,z)£.C 

k 

i=l 

xcf 

3=k+l 

fe,¿j(0,y,z)C^ 

(5.4.2) 
xc 

,2/,.)IU2(z) 

, 2 / , . ) I U 2 ( z i j ( 0 , y , z ) ^ C ' , kz\c 0, 

where 

C = {x - 0, z' = 0 } . 

We deduce the following lemma: 

Lemma 5.4.1. — Let U be a coordinate chart near a point with x = 0 and z' = 0, and 
suppose that we have arranged that at 

C = {x = 0, z' = 0 } , 

the vector spaces 

spick,-, i = 1 , . . . , k\ and sp{dZj, j = k + 1 , . . . , / } 

are orthogonal with respect to K. With Qi = x 1DZ>, the wave operator satisfies 

(5.4.3) 
xc 

Qi ^tj Qj 
i 

(x^MiQi + Q^x^M') X-2H on U 
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with 

KI3- e ë?00(M): MuM[eDiff1eb\h{M), H G Diffe2b(M) 

aehìl{Mi) m ,2/,.)IU2(z)vcb ,2/,.)IU2(z) 

(5.4.4) K>ij\w -ki,ij(y,z), m»|c 0, rrii\w E 
c2 

cv 

i=fc+i 
k3,ijÇj > 

cxvxcb v ,2/,.)IU2(z)v 
cv 

»,j=fc+lb 

,2/,.)IU2(z)xcvv 

We next note microlocal elliptic regularity. 

Proposition 5.4.2. — Le£ u G X = H^l(M), and suppose that 

ue h —1,1-2 
es 

(M) = 2) 

wt/i Dirichlet or Neumann boundary conditions. Then 

sd m,0 
eb,£V ds eb WF im,0 

eb,2) (•t i ) . 

In particular, i] )u = 0, tten WF oo,0 
eb,£ («) 

- eb 

Proof. — The proof goes along the same lines as Proposition 4.6 of [30] and Theo­
rem 8.11 of [15]; we thus provide a sketch. An essential ingredient is the top-order 
commutativity of xl Diff2s^ ^ ^ ( M ) , which allows us to treat all commutators as error 
terms. The key estimate is stated in Lemma 5.4.3 below. 

Given the lemma, one proceeds by an inductive argument, showing that if 

W F ^ f ' ° ( w ) C ebE U WFesb^/2,0(Dw) (which is a priori known for 5 = 1/2, starting 

our inductive argument) then W F ^ x(u) C ebEU W F ^ ^(Du). In order to show this, 

one takes A G ^ + ( / _ 1 ) / 2 ( M ) , with W F ' ( i ) n e b S = 0 , W F ' ^ n W F ^ p n ) = 0 . 

Let A7 be uniformly bounded in V°eb(M)' 7 e (°> ^ with A7 e W7b'°(M) FOR A11 7> 

0"eb,O,o(A7 (i+7(ie i2 M 2 + M 2 IC I2 ) ) "1 , 

so Ay = A7A is uniformly bounded in \I/™,Z+^~1)/2(M) and A1 —• A in 

^™+^+(/_1) /2(M) (S > 0 fixed) as 7 -+ 0. One then concludes by Lemma 5.4.3 that 

for all e G (0,1], 

(5.4.5) KdtA^dtA^u) - (dxA7u,dxA7u)\ < e\\A7u\\2H^(f+1)/2(M) + Ce~\ 

with C uniformly bounded, independent of 7 . 
We now note that the Dirichlet form is microlocally elliptic for Dirichlet boundary 

conditions, i.e., 

I I A ^ H 2 
ffeY-(/ + 1)/2(M) 

C'\(dtA~u,dtA~u) - (dxA~u,dxA~u) C I M I 2 ïeV-(' + 1)/2(M)" 
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For details, see the proof of Proposition 4.6 of [30], which can be followed essentially 
verbatim^ since the non-trivial aspect is the b-behavior in the fibers of the edge; the 
(x,y) variables here, as well as the z" variables, play the role of the y variables in 
[30], the z' variables here play the role of the x variables in [30], and \I/eb(M) plays 
the role of Yb (X) in [30] (where X is spacetime). (Likewise is simple to modify the 
inductive arguments for the Neumann condition as the Hei1 ~^+1^2(M) norm of an 
additional eb-derivative, which one would need to bound, can be bounded in terms 
of the ffis '1_^+1^2(M) norm; this is the same process as in [30].) 

Thus, for sufficently small e G (0,1], e||AyM||2 ltl-,f+1)/2, in (5.4.5) can be ab-

sorbed in (C')_1||A7 
U\\ „I,I-(F+I)/2(MSI an(i then one concludes that ||Ayw||H.i,i-(/+i)/2,Af.. 

is uniformly bounded independent of 7. As A7 —• A strongly, one concludes by a 
standard argument Au e fli1_(/+1)/2(M). Thus, at+V-WAu € Hl;l(M), hence 
(as X = H^(M)) ell(A) dsf df 

df u) 
completing the iterative step. 

As mentioned above, the key ingredient in proving microlocal elliptic regularity is 
the following lemma. 

Lemma 5.4.3. — For Neumann boundary conditions, let X = H^l+1(M), 2) = 
H^l~'1(M); for Dirichlet boundary conditions letX = fl^^Af), 2) = Hes-1,l-1(M). 
Let K c eb5*M be compact, U C eb5*M open, K c U. Suppose that U is a bounded 
family of ps.d.o's in ^l+if+1)/2(M) with W F ' ( S ) c K, such that for A G U, 
A G ^2~1,lHni)/2(M) (but the hounds f°r A in ^^"1,Z+(/+1)/2(M) are not nec­
essarily uniform in A!). Then there exist G G ^r^_1^2'°(M), G G \ J /^ ' ° (M) with 
W F ' G , W F ' G c U and C0 > 0 such that for e > 0, A G U, 

(5.4.6) 

u G X. WF ,m-l/2,0 
eb,X [u)r\U WI M H 

eb,2)' U) \U 0 

\{dtAu,dtAu) - (dxAu,dxAu}\ 

: elicli9 
sd 

,l-(/ + D/2(M) CodMII + HGtilll 

c^llDfill l+c^HGOiilli) 

Remark 5.4.4. — Recall that u G iJes Hes1,1- (f+1)/2(M) is equivalent to dxu G L2g(M), 
dtu G L2g{M) and x~lu G L2(M), so e||Ati||2 1,1-if+1)/2, on the right hand side of 
(5.4.6) is comparable to the terms (dtAu^dtAu) and {dxAu, dxAu). However, if A 
is supported away from ebE, the Dirichlet form is microlocally elliptic, by the same 

To give a rough idea, one distinguishes between the two components of the elliptic set in terms 
of (3.3.4) and uses a square root construction in the edge-b algebra; in the first component noting 
in addition that the Dirichlet form involves Dz/u, so in z'- < 8, one can estimate 5~1z'-Dzru using 

3 J J 3 
this. 
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arguments as those in the proof of Proposition 4 . 6 of [30] and Theorem 8 . 1 1 of [15], 
so this term can be absorbed into the left hand side, as was done in Proposition 5 . 4 . 2 . 

The hypotheses in ( 5 . 4 . 6 ) assure that the other terms on the right hand side are 
finite, independent of A G S. 

Proof. — Again, this follows the argument as Lemma 4 . 2 and 4 . 4 of [30] and 
Lemma 8 . 8 and 8 . 9 of [15], so we only sketch the proof. We sketch the Neumann 
argument; the Dirichlet case needs only simple changes. We have 

(dtu,dtA*Au) (dxu,dxA*Au) u, A* Au) 

for all u G X and A G Yeb 1,l+(f-1)/2 (M) since A*Au ^ H™-l - (f-1) (M)> which is 
mapped by • into £T^1'~Z~^"I"1^(M) = {H^l{M))*. Modulo commutator terms, one 
can rewrite the left hand side as 

{ât Au, ôt Au) [dxAu,dxAu), 

which is the left hand side of ( 5 . 4 . 6 ) . The commutator terms can be estimated by 
the second and third terms (which do not depend on e) on the right hand side of 
( 5 . 4 . 6 ) . The other terms on the right hand side arise by estimating (using that the 

dual Of #eV(M) is Hesh~l~{ni\M)) 

\u,A*Au) \\A ,2/,.)IU2(z),2/,.)IU2(z) Au^Hh1-u+1)/2{M) 

,2/,.)IU) }u\\2 
Ä - L . - L - ( / + L ) / 2 ( M ) 

e\\Au\\: ,2/,.)IU2(z),2/,.)IU2(z) 

• e-Hx-i-U^)/2A lu||' ,2/,.)IU2(z) •e\\Au\\ ffe".1'-1"(/ + 1 ) / 2 ( M ) ' 

and as x~l~(f+1^2A is uniformly bounded in \P^ '°(M), with wave front set in K, 
||aj-'-(/+1)/2Ani6||2p can be estimated by a multiple of | |nu|| |j + | |GEk/| | | in view of 
Lemma 5 . 1 . 1 6 . This completes the proof. • 

The following is analogous to Lemma 7 .1 of [30] and Lemma 9 . 8 of [15] and states 
that near *@ the fiber derivatives x~lDz>. of microlocalized solutions Au to the wave 
equation can be controlled by a small multiple of the time derivative, modulo error 
terms (note that G is lower order than A by 1 / 2 ) . The theorem mentions a (^-neigh­
borhood of a compact set K C *@ (for S < 1 ) ; by this we mean the set of points of 
distance < S from K with respect to the distance induced by some Riemannian metric 
on e b 5 * M . Note that the choice of the Riemannian metric is not important, and in 
particular, is defined by x = 0 , z' = 0 , 1 — h{y, if) — £2 — k{y, z, £ ' = 0 , £ " ) = 0 , so 
the set given by 

x < C'5, \z'\ < C'5, 2 / , . ) I U 2 ( z ) l - h { y , f ) ) - £ 2 - k (v<zX' = 0X")\ <C'6, 

is contained in a C^-neighborhood of $ for some C" > 0 , with C" independent of S 
(as long as C1 is bounded). 

Lemma 5.4.5. — For Dirichlet or Neumann boundary conditions let X and 2) be as 
in Lemma 5.4-3. 
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Let K E g There exists So G (0,1) and Co > 0 with the following property. 
Let 0 < S < So, and S > 0, and let U be a S-neighborhood of K in ehS*M. 

Suppose ft is a bounded family of ps.d.o's in # ™ ' H ( / + 1 ) / 2 ( M ) with WF'(g) c U, 
such that for A e ft, Ae * £ ~ 1 , l + ( / + 1 ) / 2 ( M ) . Then there exist G G tf™~1/2'°(M), 
G G * ^ , 0 ( M ) with WF' G, WF' G c U and C = C(J) > 0 *ucA tfia* for A eft, 

u G 3t, WI m-l/2,C 
df («) df w i jm,0 

eb,2) 
(Du) !1U = 0 

implies 

x 1Dz'Au 2 

Co6\\DtAu\\2 •C( | |u| | | + | G « | | | + | + IIG "111 dsfdg 

Proof — This is an analogue of Lemma 7.1 of [30] and Lemma 9.8 of [15], so we 
only indicate the main idea. By Lemma 5.4.3 one has control of the Dirichlet form in 
terms of the second through fifth terms on the right hand side, so it suffices to check 
that E ||x-1 Dz'1 Au||2 can be controlled by the Dirichlet form and J | | D t ^ | | 2 . This 
uses that K m g Dt is elliptic on e b E , and (HAu, Au) is small as WF'(A) c U; see 
the aforementioned Lemma 7.1 of [30] and Lemma 9.8 of [15] for details. • 

Corollary 5.4.6. — For Dirichlet or Neumann boundary conditions let X and 2) be as 
in Lemma 5.4.3. Let K m E g S > 0. 

Then there exists a neighborhood U of K in ehS*M with the following property. 
Suppose that ft is a bounded family ofps.d.o's in W ™ ' ' + ( / + 1 ) / 2 ( M ) with WFf (ft) c U, 
such that for A € ft, AG ¥ ™ _ 1 ' l + ( / + 1 ) / 2 ( M ) . Then there exist G G ¥™~ 1 / 2 '°(M), 
G G W™'°(M) with WF' G, WF' G c U and C = C(S) > 0 such that for A e ft, 

u G X, W F ,m-l/2,0 
eb,X 

(u) £7 = 0 , W F m,0 
eb,2) Iii) u 

implies 

x 1Dz*Au i 

. S\\DtAuf C{\\u\\% + \\Gu\\% u\% + \\G u\\m) 

Proof — Fix a Riemannian metric on e b 5 * M . Let #o,Go be as in Lemma 5.4.5, and 
let 5' — min(J 0/2,8/Co)- Applying Lemma 5.4.5 with 8' in place of S gives the desired 
conclusion, if we let U be a ( '̂-neighborhood of K. • 

Recall now that C = {x = 0, z' — 0} denotes one boundary face of W in local 
coordinates, and that as a vector field on esT*M tangent to W (but not necessarily 
the other boundary faces), restricted to esT^M, Hes is given by 

1 
2 

dfd lxdx 
\\Gu\\% \\Gu\\% vv\\Gu\\% \\Gu\\% 1 

2 
dKij 

dzk 

\\Gu\\ 
\\Gu\\%% 

see (3.2.5)-(3.2.6). We can expand the Kli terms by breaking them up into z' and 
z" components at G, using (5.4.2). This becomes particularly interesting at a point 
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q G esE which is the unique point in the preimage of p G eD££M fl g under 7reŝ eb-

At such points C = 0, so many terms vanish. One thus obtains 

1 

2 
HES(<?) \\Gu\\%lxdx - lgßa \\Gu\\% 

\\Gu\\% 
\\Gu\\%\\Gu 
\\% \\Gu\\% 

\\G\<w\Gu\\% 
u\\%v\\Gu\\% 

1 

2 

u\\% 

u\\% 
\\Gu\\% 

Pushing forward under 7 ^ 1 ^ , we obtain 

ês—>eb* H „ ) ( P ) - 2£xdx + 2Ìod„ \\Gu\\\\G 
cxvbvbu\\% 

2k2,ijQ'dz» \\Gu\\%\\Gu\\% 
\\Gu\\\\Gu\\%% 

\\Gu\\% 

xvv 
C"C"d~.. 

Below, this appears as the vector field \r\Vo, and will give the direction of propagation 
at glancing points in Theorem 7.4.1. 

Lemma 5.4.7. — Let Qi \\Gu\\\Gu\\%\ 
%sdff\\Gu\\%dfdf 

rrii, h be as in Lemma 5.4-1- For A £ 

v eb M , 

(5.4.7) v 
cv 

,A*A] Q*LijQj [(X^LÌQÌ + QÌX-1^) x 2L0, 

with 

Li, e 3 2m-1.2l 
•eb : M ) , L ^ L J G « .2m. 21 

CU 
( M ) , Lo G * 2m+l,2i, 

eb 
v\\Gu\\% 

&eb,2m-l(L>ij) — 2aVija, where Vij = K>ij(dç' sdqs 2dç) + HEB,«Y J 

êb,2m (Li) 7eb,2m (L') 2aVia, where 

(5.4.8) df 
7 

\\Gu\\% 
1 

2 
>BIC?£ -h Heb,mJ 

1 

2 
\\Gu\\%\\G 
\\Gu\\u\\% 

0"eb,2m+l (Lo)- 2aV0a, V0 2hdç cxvbx 
cxvc 

i 
c 

rriidz'., 

WF'eb(iy),WF'et ^ . W F ^ ) , \ \ G u \ \ % W F ^ B ( L 0 \\Gu\\%WF^). 

In particular, for f € ë,00(eb5*M) lui* / | ^ = w*h<f> for some 4> € %°°(S*W), 

(5.4.9) \\Gu\\% 0, Vif\w \\Gu\\% 0. 

Moreover, as smooth vector fields tangent to ehT^M (but not necessarily tangent to 

the other boundaries), 

(5.4.10) 

V0\c -2£x&. - 2 f2 
ij 

, k2,ij(i(j dt-2Ç(TdT + ridri) 

•2 
wx 

)k2,ijCidz'; 
xw 

\\Gu\\%\\Gu\\%\\G 
\\Gu\\%\\Gu\\%u\\% 

Vale - k h i j ( d c + d c . + 2 d ^ \ \ G u \ \ % 
ed 

№z>'kltij)dc>>, P^LC 
7 

\\Gu\\% 
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and 

(5.4.11) 

(MVoOiw - 2 
a 

\\Gu\\%\\Gu\\% 

(\r\Vi()\^ 
x 

\\Gu\\%\\Gu\\% \\Gu\\% \\Gu\\%\\Gu\\% 

\\Gu\\%\\Gu\\%xvvvv ^ = - 2 ( r + s)£, \\Gu\\%\\Gu\\% l * = o> 
•\T\-s+lx-rV ( M V ) ' \\Gu\\% 

Remark 5.4.8. — This is the main commutator computation that we use in the next 
section. We stated explicitly the results we need. First, Equation (5.4.9) shows that 
functions of the "slow variables" do not affect the commutator to leading order at W, 
hence they are negligible for all of our subsequent calculations. 

Next, (5.4.10) gives the form of the commutator explicitly at C; this is what we 
need for hyperbolic or glancing propagation within W, i.e., at points of H resp. § 
away from radial points. These are sufficiently local that we only need the explicit 
calculation at C, rather than at all of W. 

Finally, (5.4.11) contains the results we need at radial points in *§\ there the con­
struction is rather global in W, so it would be insufficient to state these results at C 
only. On the other hand, localization in £ is accomplished by localizing in £, the "slow 
variables" and the characteristic set, so fewer features of Vij, etc., are relevant. 

Proof. — By Lemma 5.4.1, 

A*A 
sd 

[Qi > A A] Kij Qj Q*Kij[Qj,A*A] Q*[Kij,A*A]Qj 

isd 

x~1Mi[Qi,A*A]- [x-1MuA*A)Qi 

Q^A^A)x-1M[ Qllx-1 M[, A* A) 

\x-2H,A*A] on U. 

The three terms on the first line of the right hand side are the only ones contributing 
to Lij\ in the case of the third term, via 

^eb,2m-l([«ij,-A*-A]) Heb,«.,-«2 2aHebjKija, 

while in the case of the first two terms by evaluating the commutators using 
Lemma 5.1.7 and taking only the Ai-terms, with the notation of the lemma. The 
^o-terms of the first two commutators on the first line of the right hand side (with 
the notation of Lemma 5.1.7) contribute to Li or L[, as do the second and fourth 
terms on the second line and the Ai-term of the first and third terms on the second 
line. Finally, the expression on the third line, as well as the ^4o-term of the first and 
third terms on the second line contribute to L0. We also use (4.0.3) to remove the 
weight from HehjX-imi and Hehx-2~hJ e.g., x2Heh^2~h = -2hd^ + Heb^. 
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The computation of the Hamilton vector fields at C then follows from Lemma 5.4.1 
and (4.0.2) (recalling that t is one of the y-variables). • 
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CHAPTER 6 

COISOTROPIC REGULARITY AND NON-FOCUSING 

In this section we recall from [15] the notion of coisotropic regularity and, dually, 
that of nonfocusing. We will be working microlocally near 67^ and in particular, 
away from the difficulties of the glancing rays in £7^g. Consequently all the results 
in this section have proofs identical to those in [15, Section 4], where the fiber Z is 
without boundary. 

Let ^ be a compact set in &eh. By Lemma 3.4.15, there exists an open set U C 
eb5*M such that fK C U and U D &*h C £7^g. Recall from Corollary 3.4.14 that 
in this case £7eb fl U is a coisotropic submanifold of ebS* M—recall from Footnote 2 
that a submanifold of ehS*M is defined to be coisotropic if the corresponding conic 
submanifold of ehT*M \ o is coisotropic. 

In what follows, we let U be an arbitrary open subset of ehS*M satisfying Un^eh C 
£7^ , thus 17n£7"eb is a 5?°° embedded coisotropic submanifold of eb5*M; the foregoing 
remarks establish that such subsets are plentiful. 

Definition 6.0.9. — Given U as above, let M denote the module (over # ^ ° ( M ) ) of 
operators A G \ ^ ° ( M ) such that 

W F ' A c C / , 
OrehA(A)\cTeb 

REG 
0. 

Let n be the algebra generated by M with Uk = U fl * ^ ° ( A f ) . 

As a consequence of coisotropy of £7^ , we have: 

Lemma 6.0.10. — The module M is closed under commutators, and is finitely gener­

ated, i.e., there exist finitely many Ai G Y1eb with <reb,i(^4i)l£7eb = 0 such that 

M \AeV i 
eb 

(U) 3Qi e * e1 [U), A -

N 

i=0 

QiAi}. 

Moreover we may take AN to have symbol \r\ 1creb,2,o(^2n) and AQ = Id. 
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We thus also obtain 

(6.0.12) gk 

\a\<k 
Qot 

N 

i=l 

A?\ Orv G ̂  o 
eh 

U 

where a runs over multiindices a : { 1 , . . . , N} —» No and \a\ = ot\ + h ax-

Definition 6.0.11. — Let X be a Hilbert space on which ^^°(M) acts, and let K c U. 
We say that(1) u has coisotropic regularity of order k relative to X in K if there exists 
Q G *!!i0(M), elliptic on K, such that 

WQu e X. 

We say that u satisfies the nonfocusing condition of order k relative to X on K if 
there exists Q G ^^°(M) , elliptic on K, such that 

Que Uk(X). 

We say that u is nonfocusing resp. coisotropic of order k relative to X on an 
arbitrary open subset S of £7eb if for every open O C S with closure disjoint from 

ŝing* it ls nonfocusing resp. coisotropic on O of order A; with respect to X. 
We say that u satisfies the nonfocusing condition relative to X on K (without 

specifying an order) if u satisfies the nonfocusing condition of some order k G N. 

Remark 6.0.12. — 1. u is coisotropic on K if and only if u is coisotropic at every 
p e K, i.e., on {p} for every p e K. This can be seen by a partition of unity 
and a microlocal elliptic parametrix construction, as usual. 

2. The conditions of coisotropic regularity and nonfocusing should be, loosely 
speaking, considered to be dual to one another; a precise statement to this 
effect appears in the proof of Theorem 9.0.13 below. 

3. Coisotropy and nonfocusing are only of interest on Feb reg itself: away from this set, 
to be coisotropic of order k with respect to X means merely to be microlocally 
in H%h x while to be nonfocusing means to be microlocally in H~^x. 

4. Certainly, away from W, cr(D) vanishes on S^eg' as the latter lies in the char­
acteristic set E by definition. Splitting E into component according to the sign 
of r, and letting U± be pseudodifferential operators over M° microlocalizing 
near each of these components, we thus have 

• n ± = Q± A± + R 

with A± in M, Q± elliptic of order 1, and R smoothing. 

From Lemma 6.0.10, we obtain the following. 

t1) Note that our choice of U containing K does not matter in the definition. 
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Corollary 6.0113. — If u is coisotropic of order k on K relative to X then there exists 
U open, K c U such that for Q G V°e£(M), WF'(Q) c U implies QAau G X 
for \a\ < k. 

Conversely, suppose U is open and for Q G \P^°(M), WF' (Q) C U implies QAau G 
X for \a\ < k. Then for K <zU, u is coisotropic of order k on K relative to X . 

Proof. — Suppose first that u is coisotropic of order k on K relative to X. By def­
inition, there exists Q elliptic on K such that UkQu C X. Let U be such that Q is 
elliptic on U, K C U, and let S G ^ ^ ° ( M ) be a microlocal parametrix for Q, so 
WF'(f l ) H U = 0 where R = SQ- Id. 

We prove the corollary by induction, with the case k = 0 being immediate as 
one can write Qu = QSQu + QRu, QS G * ^ ° ( M ) is bounded on X, Qu G X, 
Qi? G #~b°°'0(M) (for they have disjoint W F ' ) , so QRu G X. 

Suppose now that k > 1, and the claim has been proved for A: — 1. By Lemma A.0.1, 
applied with Qn = Q (i.e., there is no need for the subscript n, or for uniformity), 

AaQ = QAa 

l/3|<M-i 
CaA*. 

Thus, for I a I = 

QAau = QSQAa QRAau 

and 
QSQAQ QSAaQ -

\0\<\a\-l 

\\Gu\\% 

together with the induction hypothesis (due to which and to QSCp G \£^°(M) with 
WF'(QSCp) C U, QSCpAPu G X) and QR G *~°° '0(M) imply QAau G X, providing 
the inductive step. 

The proof of the converse statement is similar. • 

We now set 

Si L2M x X0) 

where J is a compact interval. We additionally introduce another Hilbert space X C i } , 
given by HQ(I x Xo) or HX(I x X0) with / an interval and the 0 denoting vanishing 
at J x dXo- Note that Id +A : X —• X* is an isometry. 

Suppose K is compact. For N > k + r we let 2 ) ^ denote the subspace of S) 

%)K = W £ X* : WF?fi.(w) C K, i£ is coisotropic of order k w.r.t. 

#b,2* OU K}. 

Let 

3K: = {</> € X : u is coisotropic of order k w.r.t. H[x on i f } . 

Also, for v G R, we choose a family of operators for adjusting orders; we let 

T„ G ^ z/,0 
eb (M) 
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be (globally) elliptic of order v. Thus, Tu are simply weights. Later, in (7.2.11), we 
make a slightly more specific choice. 

Lemma 6.0.14. — Suppose that K C O, K compact, O open with compact closure, 
and Q G * ° ( M ) such that WF'(Id —Q) f)K = 0, WF' (Q) c O. Let 

(6.0.13) 2) = {u G X* : TN(Id-Q)ueX* \a\ < k TrAaQu G X * } 

and 

6.0.14 3 {u e X : \a\ : k TrAaQu e X) 

Then 
Dk I?) No 

and 

IK 3 3o-

Proof. - If u e 2)K, then WF£fl . (u) C K implies that T/v(Id -Q)u E X* € X*. Moreover, 
since u is coisotropic on K, it is coisotropic on a neighborhood O' of K; we construct 
Q' e * ° ( M ) with W F Q ' c O', WF(Id - Q ' ) n K = 0 . Then 

\\Gu\\% TrAaQ'Qu •TrAa (Id-Q')Qu, 

and the first term is in X* by coisotropy of u on O' while the latter is in X* by the 
wavefront condition on u. 

On the other hand, if u G 2), we have r iv( Id-Q) t i G X* hence W F ^ . ( w ) fl 
ell (Id —Q) = 0 , so in particular, W F ^ . ( u ) C Oc, since Id —Q must be elliptic 
on Oc. It remains, given p G O, to check coisotropic regularity at p. If p G ell(Id — Q), 
it again follows from the wavefront set condition, hence it suffices to consider p G 
ellQ D [ell(Id — Q)]c; at such points coisotropic regularity follows from TrAaQu G X*. 

The proof for 3 works analogously. • 

Corollary 6.0.15. — Suppose K = CijOj, Oj open with compact closure, Oj+\ C Oj. 
Let Nj 3 j be given by (6.0.13), (6.0.14) where Qj satisfies WFf(Id-Qj) f)K = 0, 
WFf(Qj) C O. Then %K = n ^ - , 3 K = nfix. 

In particular, %)K and 3 x become Frechet spaces when equipped with the 2)^, 3 j 

norms. 

Remark 6.0.16. — It is easy to see that the Frechet topology is independent of the 
choice of the particular Oj. 

Proof. — The fact that Nk C Plj2)j follows from Lemma 6.0.14. For the reverse 
inequality, note that u G fl2)j C H2)Q - has WFb,^* {u) c C\Oj = iiT. On the other 
hand, as u G 2)i , |a | < fc A^Qitt G X and Qi is elliptic on K. Thus, u G 2)# . 

The same holds for 3K- • 

We now note the following functional-analytic facts: 
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Lemma 6.0.17. — Let Q be as above, and aqain let 

[6.0.15; n= {ueX*: TN(ld-Q)ueX*\ \a\ k TrAaQueX*}, 

and 
3 {u € X. : |a | k TrAaQu e X} 

Then the dual of%) with respect to the space f) (see Appendix A) is 

ST {u : u vo + TjvCld-Qîvi 

|a|<fc 

TrAaQvai v0,vi,va G X } , 

and the dual of 3 with resvect to Si is 

3* = {u : u = v0 •+ 
|û£|<fe 

TrAaQva, v0,va e X * } , 

Proof. — First consider the dual of 3 with respect to ft. We apply the discussion of 
Appendix A leading to (A.0.7). More precisely, with the notation of the Appendix, 
we take ft = L2g(I x X0), and X = Hl(I x XQ), resp. X = H^(I x X0), as set out 
earlier. We also let <2>=<g00(Ix X0), resp. <£=<&0°(Ix X0) (with the dot indicating 
infinite order vanishing at I x dXo). We define the operators Bk in (A.0.6) as follows: 
we take B^, k = 1 , . . . , N, to be a collection of T8 vector fields on XQ which span 
V{X) over ^°°(X), B0 = Id, and define the X-norm on 2) by 

(6.0.16) \\u\\% = \\B0u\\l + 
N 

k =1 

\\Bku\\l, 

cf. (A.0.4); then X is the completion of 2). Then we take the collection of Aj in 
defining the space 2) in Appendix A, with the norm (A.0.3), to be TrAaQ, \a\ < k. 
Then our claim about 3* follows from (A.0.7) and (A.0.1), taking into account that 
the principal symbol of the conjugate of a pseudo-differential operator by complex 
conjugation is the complex conjugate of the principal symbol of the original operator, 
so its vanishing on J7^g is unaffected. 

We now consider the dual of 2), with 2) given by (6.0.15). As I d + A : X -> X* is 
an isomorphism, the norm on X* is given by 

H I * . = ||(Id+A)-1t*||3C = 
N 

k=0 
WBkild+Ay'uWl, 

with Bk as in (6.0.16), we are again in the setting leading to (A.0.7) with X in the 
Appendix given by our X*, the Bk in the Appendix given by Bk(ld + A ) - 1 , the space 
2) in the Appendix being our space 2) in (6.0.15), and the Aj in the appendix given 
by TN(ld-Q) and TrAaQ, \a\ < k. Then our claim about 2)* follows from (A.0.7) 
and (A.0.1). • 

Now let 

kn= {u e TN(X) u is nonfocusing of order k w.r.t. i7b ^ on i f } , 
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3K = {u € T : u is nonfocusing of order k w.r.t. Hh x, on A } 

Lemma 6.0.18. — Define 21, 3 as above. Then 

xc 2J* 9 ô -

and 

3K 3* 3Ô-

The proof follows that of Lemma 6.0.14 closely, using the characterization of 2)* 
and 3* from Lemma 6.0.17. 

We remark that away from W, we may always (locally) conjugate by an FIO to 
a convenient normal form: being coisotropic, locally £7eb can be put in a model form 
( = 0 by a symplectomorphism $ in some canonical coordinates (?/, 2,77, £), see [7, 
Theorem 21.2.4] (for coisotropic submanifolds one has k = n — /, dim S = 2n, in 
the theorem). We may moreover arrange the (z,C) coordinates (i.e., apply a further 
symplectomorphism) so that o(D) o $ = q(x for some symbol q elliptic in a small 
open set. We now quantize $ to a FIO T, elliptic on some small neighborhood of a 
w G 67̂ bg, which can be arranged to have the following properties: 

— TD = QDZlT+R where Q G ^rl(M°) is elliptic near $(w) and R is a smoothing 
operator. 

— u has coisotropic regularity of order k (near w) with respect to Hs if and only 
if D^Tu e Hs whenever |a| < k. 

— u is nonfocusing of order k (near w) with respect to Hs if and only if Tu G 
G G \£_1(M°) wxw 

Let G G \£_1(M°) be a parametrix for Q. As a consequence of the above observa­
tion, Du = f implies that DZlTu — GTf G microlocally near &(w), and if / 
is coisotropic of order k relative to / F - 1 , then D^GTf G Hs for \a\ < k (with an 
analogous statement for non-focusing) hence we have now sketched the proof of the 
following: 

Proposition 6.0.19. — Suppose u is a distribution on M°, Du = f. If f is coisotropic 
of order k, resp. nonfocusing of order k, with respect to JFP-1 then the coisotropic 
regularity of order k, resp. non-focusing regularity of order k, with respect to Hs, is 
invariant under the Hamilton flow over M°. 

In particular, for a solution to the wave equation, coisotropic regularity of order k 
with respect to Hs and nonfocusing of order k with respect to Hs are invariant under 
the Hamilton flow over M°. 

(We remark that one could certainly give an alternative proof of this proposition 
by positive commutator arguments similar to, but much easier than, those used for 
propagation of edge regularity in the following section.) 
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Corollary 6.0.20. — Suppose that f is coisotropic, resp. non-focusing, of order k rela­
tive to H171'1, supported int > T. Let u be the unique solution ofDu = f with Dirich­
let or Neumann boundary conditions, supported int > T. Then u is coisotropic, resp. 
non-focusing, of order k relative to H™ at p G S*M° provided everyS1^ GBB 7 with 
7(0) = p has the property that there exists SQ such that t(/y(so)) < T, and for s G [0, so] 
(orse [50,0], if s0 < 0), 7(5) G S * M ° . 

The analogous statements hold if f is supported in t < T, and u is the unique 
solution ofDu = f supported int <T, provided we replace ¿(7(50)) < T by ¿(7(50)) > 
T. 

Proof. — This is an immediate consequence of Proposition 6.0.19, taking into account 
that u is coisotropic, resp. non-focusing, in t < T, by virtue of vanishing there. • 

If K C M° is compact, then there is 8 > 0 such that if p G S*KM° and 7 is a GBB 
with 7(0) = p, then for s G (—(J, £), 7(5) G M°. As s is equivalent to t as a parameter 
along GBB, we deduce the following result. 

Corollary 6.0.21. — Suppose K c M° is compact. Suppose that f is coisotropic, resp. 
non-focusing, of order k relative to H™-1, supported in t > T. Let u be the unique 
solution of Du = f with Dirichlet or Neumann boundary conditions, supported int > 
T. Then there exists So > 0 such that u is coisotropic, resp. non-focusing, of order k 
relative to Hm at p G S*KM° ift(p) <T + 60. 

Of course, what happens to coisotropic regularity and nonfocusing when bicharae­
teristies reach W is of considerable interest, and will be discussed below. 

(2) The restriction of this GBB to [0,so]? if so > 0, or [so,0] if so < 0» is unique under these 
assumptions. 
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CHAPTER 7 

EDGE PROPAGATION 

This section contains a series of theorems that will enable us to track propagation 
of regularity into and back out of the edge. They are as follows: 

— Theorem 7.1.1, which governs propagation of regularity into and out of the 
interior or W as well as the microlocal propagation of coisotropic regularity 
there (i.e., iterated regularity under application of operators in 8 ) . 

— Theorem 7.2.1, which governs propagation of regularity into W along glancing 
rays, tangent to one or more of the boundary faces meeting at R x Y (in the 
blown-down picture). 

— Theorem 7.3.1, which governs the propagation of edge regularity at non-radial 
hyperbolic points at the boundary of the edge W. 

— Theorem 7.4.1, which governs the propagation of edge regularity at glancing 
points at the boundary of the edge W. 

These theorems will then be assembled (together with the propagation over the inte­
rior of the edge, which we may simply quote from [15]) to yield the propagation of 
coisotropic regularity into and out of the edge in Theorem 8.0.4, and this result is the 
key ingredient in proving the "geometric" improvement in regularity on the diffracted 
wave. 

7.1 . Radial points in the interior of the edge 

The following theorem enables us to track edge wavefront set entering and leaving 
the edge at radial points over its interior. Since we are working locally (even within 
the fibers!) over the interior of the edge, i.e., over W°, we can use edge, edge-b and 
edge-smooth objects interchangably, for the only boundary in this region is the edge 
itself. 

Theorem 7.1.1 (Propagation at radial points in the interior of the edge, see [15, Theo­
rem 11.1]) 

Let u e H^l(M) solve Du = 0 with Dirichlet or Neumann boundary conditions. 
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1. Letm> l + f / 2 . Given a G &w,b, andpe Cb,<*,i> */ i^i P\9M) n WFm Au = 

0 , for all AeUk then p £ WFem/ Bu for all V < I and all B G Uk. 

2. Let m < I + / / 2 . Given a G J%V,b, V £ ^eb,<*,o> if a neighborhood U of p 

in eS*\dMM is such that WFem>l(Au) nU C B9q for all A G Uk then p $ 

WF em>l(Bu) for all Be Uk. 

This theorem is literally the same theorem as [15, Theorem 1 1 . 1 ] as we are restrict­
ing our attention to the interior of the fibers, hence the presence of a fiber boundary 
in our setting is irrelevant. We thus refer the reader to [15] for the proof. 

Remark 7.1.2. — In fact, we could take u G H~°°>l(M) here, but the restriction on 
regularity will be necessary in later theorems to maintain the boundary condition at 
the side faces z\ = 0, and we prefer to keep a uniform hypothesis. The boundary 
conditions are irrelevant here; again, they are stated for the sake of uniformization. 

7.2. Propagat ion into radial points over the boundary or the edge 

We now turn to the question of propagation into the edge at glancing points, i.e., at 
points over the boundary of the fibers of M. Note that the hypotheses of this theorem 
are global in the boundary of the fiber: we do not attempt to distinguish different 
points in the fiber boundary. 

Theorem 7.2.1 (Propagation into radial points over the boundary of the edge). — Let u G 
X = H^l(M) solve Du = 0 with Dirichlet or Neumann boundary conditions (see 
Definition 5.2.4)-

Let m > Z + / / 2 — 1 with m > 0. Suppose that q G &w,b and there exists a 
neighborhood U of 

<̂ eb5g,J \\Gu\\% ^eb,g,J G 

in ehS*M such that {x > 0} \TJ WF im.* eb,XU Then 

^eb,q,I eb5* - A 
°dW1V 

WF m,l' 
ib,XU 

for all V < 0. 

Proof. — Choose local coordinates on W, and let q = (yo?*o5'7o £ { ± l } , r ) o ) € &w,b-
Choose £o such that |Q = 1 — h(y, fjo) with sgn|0 = sgnr0 (this is the incoming point). 

One of the central issues in proving the theorem is to construct a symbol that is 
localized in the hypothesis region that is sufficiently close to being flow-invariant. To 
begin, we will need a localizer in the fiber variables. Fix any K <s W° and fix a small 
number €K > 0. Let 

T : eSUM) \\Gu\\%v\\% Z 
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be locally defined by 

T(ç') : z(exPz~c SooHes) <->oo 
sgn| 

D 
Ko 

arctan 

r 
r 
rt 

where q' € esS^(M) has "edge-smooth" coordinates (t,y, z,r, £, 77, £) (we are using 
the canonical identification of e5*M with esS*M away from dM\W). This map is 
well-defined provided €K is chosen sufficiently small (so that the flow stays away 
from dW). The map simply takes a point over the boundary to its limit point in the 
fiber variables along the forward bicharacteristic flow, hence on Wwe certainly have 
T.(Hes) = 0. 

We now employ T to create a localizer away from dW. Fix 

K" TT K' U K w° 

with K", K', K compact and U', U open such that 

1. a G esS*KXUM and \\Gu\\% < eK imply TK(a) <=W\K', 

2. a G esS^„M and Ç(«)/ | («) < eif imply TK(a) G 1/ . 

Now let X € I ? 0 0 ^ ) be equal to 0 on W\K' and 1 on U'. For eK sufficiently small, 
X o T x vanishes on ^S^^M, hence can be extended as 0 to esS*^ M to define a 

t8 function. Thus, this extension of X ° T k is well defined and smooth on 

c / l < eK, x < eK \esQ* W/U A/ esS*M; 

it equals 0 on the fibers over W\U and 1 on those over K . But 

df < eK, x < eK \\Gu\\% cvcvd <eK, x < eK \\Gu\\% 

for e'K > 0 sufficiently small as on 17, ee 
dfg 

dfd since \zfi\ are all bounded away 

from 0 there. Due to the vanishing near dW, we can equivalently regard this extension 
of X o Yk as a tt8 function p on the following subset of the edge-b cosphere bundle: 

dff 
sdds 

\\Gu\\%\\Gu\\% \\Gu\\% 

The resulting function satisfies 

7.2.1 \\Gu\\% O(x) on c/i < efKl x < e'K ebbW\UM' 

and 

7 . 2 . 2 ) P = OON ebs ;wM. 

It is convenient to extend p to all of eb5*M by defining it to be an arbitrary fixed 
positive constant, say 1, where it is not previously defined. Note that by (7.2.2), when 
we need to calculate derivatives of p in a commutator calculation, we may always 
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assume that we are away from dW, hence use the edge-calculus Hamilton vector field 
result. 

Now consider the function 

u = \V-Vo\2 \y-yo\2 + P2 \t-t0\2. 

(Note that keeping a;, |£ — £o| and x sufficiently small on Seb automatically means 
that C is small as well.) 

We now identify some appropriate neighborhoods in which to localize. First, choose 

eo,ei < 1 such that 

Kl2 < CO, X < €i, w < ci, l£-£ol2 < Ci IC/fl < 4 / 2 . 

Second, choose e2 < ei such that 

Let 

Jeb \\Gu\\% {a; < e2} { | | - & | 2 < € 2 } ICI2< eo 
2 

K = \\Gu\\% {a; < e2} i l é -éo |2<e2) ICI2 Co 
2 

Next, given 5 > 0, which will depend on if, let U = Us be as in Corollary 5.4.6. 
Finally, given any (3 > 0 (to be specified below) we will choose e = e(/3, S) so that 

(7.2.3) e,e(l+/?)<e2, 

and so that 

K e \\Gu\\%\\Gu\\% lé-£ol2<€, ICI2 < e0 U = US. 

(Note that #e C K by (7.2.3).) 
Let 0 G ^( [O.c ) ) ,Y0 € ^r([0,60)), identically 1 on [0,€0/2], </>i G ^ ( [ 0 , 0 ) , 

identically 1 on [0, e/2], i/; G £?^((—oo, e)), all non-increasing, 

a = a€ = |r | x r^ (w-ßx)M\i-to\2) (w-ßx)M\i-to\2) 

Thu 
x < e, w < e(l + /?), \i-io\2<e, ICI2 < eo on suppae. 

We usually suppress the e-dependence of a below in our notation. Equation (7.2.3) 
ensures that e(l + ¡3) < 1 on suppa, so p < 1, and thus (7.2.1) holds. We have also 
arranged that 

c/i < e'K/2 on suppa 

and that -00(IC12) = 1 on supp(^(o; - ßx)(j){x)^i(\i - £o|2)) H £eb- This latter obser­
vation means that we need never consider derivatives falling on the ipo term when 
computing the action of the Hamilton vector field on a. (The cutoff V>o(C) is therefore 
not necessary for correct localization of a, as that is achieved by the cutoffs in W £ 
and x if we restrict our attention to £et>; rather this is necessary to make a a symbol, 
which it would not be if independent of CO 

We quantize a to A G \£^r(M), i.e., take any A with creb,s(̂ l) = a. By Lemma 5.4.7, 

(7.2.4) l\ A* A] Qi^ijQj [x^LiQi + Q l x - 1 ^ l L 4 I x Ln, 
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with 

(7.2.5) 
La e V r2s-l,2r 

eb M , Li e * r2s,2r 
eb (M), L0 G * 2s+l,2r 

eb 
'№), 

&eb,2s-l(Lij) 2aVaa, crGh.2s(Li) 2aViai creb,2s+i 'M 2aVoa, 
W F l J ^ A W F ' (L4),WF;b(Lj), WF;b(L0) WF' (A), 

with Vij, Vi and Vo smooth vector fields tangent on e T*M tangent to W and such 
that for / € g>°°(eb5*M) with fU = w*eh(j> for some <j> € S*W, 
(7.2.6) WF;b(L0) WF;b(L0) -- 0, Vo/|# 0. 
In view of Corollary 5.4.6, we are led to regard the and LiJ terms as negligible, 
provided that their principal symbol is bounded by a constant multiple of creb,s+i(£o) 
times the appropriate power of |t| (to arrange homogeneity of the same degree). Also 
by Lemma 5.4.7, 

(7.2.7) 

(\T\VO£)\W - 2 
ij 

W 0 , y , z ) £ ' C i 

(\r\Vii)\„ 
j 

WF;b(L0)WF;b(L0) (\r\Vi^)\w -2ki,ij(0,y,z), 

( iT l - ' -^ -Vod-WF;b(L0) -2(r' + s% (|r|-'x-rVi(|T|''a;r')) 1 ^ = 0 , 

WF;b(L0)VWF;b(L0) t\r\s *r ))\w 0, 

In particular, with s' = 0, r' = 1, |t|_1,^)X = — 2£x, while ViX, VijX are 0(x2). 
In computing Va for various homogeneous degree fx — 1 vector fields V on ehT*M, 

we will employ the following arrangement of terms: 

Va =ib (w - f3xU(xU0(K\2)' M\i-io\2)V(\r\sx-r) 

| t | s z - ^ o ( | C | 2 ) ^ (x)M\Ì-Ìo\2 e0 )4>'(w - 8x)(Vw - BVx) 

• \T\sx-ré(uj - Bx) MK\2)M\Ì-Ìo\2)V(4>(x)) 

\T\SX rtj)(u) - 3x)én(\C\2U(x)V Wi(IC-Col2)) 

\r\sx rip(uj (3x)<t)(x)il>i l\i-èo\2)vm\c\2))-

As Irl^Vox = -2ix while M " 1 ^ ^ = xj for some / G ^co(ehS*X), and \£\ is 
bounded below on K (which is a compact subset of eb5*M), it follows that there 
exists /3 > 0 such that — (sgnr0)|r|~1(Vbu; — /3VQX) > x on K, and thus 

(7.2.8) (sgnr0)|r| x( [V0u> - (3V0x) xc\ 

for some smooth positive function C2 defined on K, hence on a neighborhood of supp a 
in eb5*M. Moreover, 

VoM\Ì-Ìo\2) - 4 ( É - & № i ( l É - & H 
SD 

*2,y(o,tf,*)C#-

Similar computations hold for the Vt and V̂ j terms, with result shown below in (7.2.9). 
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We start by discussing the terms in (7.2.4)-(7.2.5) in which the vector fields Vb, V$, 
Vij differentiate y1 (E — £o|2)- These terms altogether have the form 

(7.2.9) Q*Lij iQj (x 1Li%iQi Q*Lij iQj x 2Lo,i) where 

^eb,2s-l(^',l)|^ -(sgnro)aiA:i^(0,y,^), 

< êb,2s(̂ i,l)lw <7eb.2.s (L')U 1 
2 

(sgnr0)ai 

3 

k3,ij(0,y,z)Ç", 

0"eb,2s+l(£o,l)lw -(sgnr0)ai 
xc 

**,ii(O,y,20W 

with ai = 8a(sgnr0)(£ - £Q)\ \r\ x rtp(uj — /3x) M\Cn4>(xW(\Z-£on 

On^nsupp^i ( | | - |0 |2)nebi ; , | - |o has sign-sgn^o = -sgnr0,so (sgnr0)(|- |o) < 
0 there. Thus, noting that the right hand side on the last line is a square for x 
sufficiently small in view of Y1 < 0 when (sgnT0)(£o — 0 > 0, it has the form 

(7.2.10) ( - sgn T0)d*zx CQC0X dz - E0 + EQ + F0, 

Cn e * 5-1/2,r 
eb 

(M), E0,E'€DiSl^ >2s-l,2r+2. 
Leb 

Q*Lij iQj 

^eb,s-l/2V^o) H((sgnr0)(Co - 0)^(*)oi 
,1/2 

W F ' ( £ £ ) n e b WF:b(B„) fx > 0) supp a, 

F0 G DiH 2 
es,5 

x 2s-2,2r+2 
eb 

[M), WF'eh(E'0).. WF;b(F0) supp a, 

where H is the Heaviside step function (recall that ip[ — 0 near the origin, and < 0) 
and 0 G 5?̂ ° ([0,62)) is identically 1 near 0 and has sufficiently small support. 

Next, the terms in (7.2.4)-(7.2.5) in which the vector fields Vb, V*, Vij differentiate 
Y(w— (3x) have the form 

QlLijoQj tx-'LijQi + Qtx-'L'tj) - x 2LQ 2, where 

0~eb,s-l(-^i?,2) : a2/ù',27 C"eb,s(̂ ,2) : 0"eb,a(£i.2) Q*Lij iQj2 i* 

0~eb, s+l(^0,2) -(sgn r0)a2c2, c2 as in (7.2.8) 

a?. : -2zaMs+Vr<//(u; /3^o( |C |2)0 (^ i ( lé -^o |2) , 

with fij,2l fi,2 smooth. Moreover, terms in (7.2.4)-(7.2.5) in which the vector fields 
Vb, V{, Vij differentiate ^o(|C|2) have wave front set disjoint from ebE as already 
discussed, while the terms in which these vector fields differentiate </>(#) are supported 
in supp a fl {x > 0}, where we will assume the absence of W F ^ ^ * u (the weight is 
indicated by an asterisk as we are away from x = 0, so it is irrelevant). 
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Finally, the terms in (7.2.4)-(7.2.5) in which the vector fields Vb, VJ,Vij differentiate 
|r |sx~r have the form 

Q^Lij^Qj [(x-1 Li,3Qi + Q+ix-'L'i,3) - x 2Lo,2 y where 

0eb,s-l(£r/,3] = Cl2xfij£, <7eb,s(^,3) : <7eb,a(£i,3) a2xfii3, 

0"eb, s+l(^0,3) •a2(sgnr0)|r|2(s - r)cj, 

where c § | ^ = 4(sgnr0)£ > 0. 
Finally, recall that terms with -0o derivatives are supported in the elliptic set of • . 
We are now ready to piece together the above information to compute the commu­

tator [•, A* A]. First we choose a family of operators convenient for adjusting orders: 
pick 

(7.2.11) T„ G \I eb Q*Lij iQjQ*Lij iQj I t I" near K. 

Thus, Tv are simply weights, for \r\u is elliptic of order i / o n a neighborhood of K. 
Adding all the terms computed above, and rearranging them as needed, noting the 

top order commutativity in eb-order of Diffes - \Peb(M), we finally deduce that 

(7.2.12) 

2(sgnr0) A*A 

A*2c*2x-2C2 

i 

Q*Lij iQjQ*Lij iQjQ*Lij iQj 

ij 
Q*Fij,2Qj A2 

Q*Lij iQj CÏ2(s - r)x-2C3 + 

i 
(x^Fi.3Qi + Q*i x - 1 U ^ F U - i 3 

ij 
Q*Fij,zQj T1/2A 

+ d%x CXCQX dz + E + E' + R" 

with 

1. A2 G * ^ 1 / 2 ' r - 1 / 2 ( M ) , aeh,s+1/2(A2) = a2, W F ^ ( A 2 ) C suppa 

2. C2,C3 G *°b°(M); Fit2,F!t2,Fii3jF!t3 GY tt^M) and i ^ , 2 , i ^ , 3 G *7b2'°(M); 

3. On K, aeb,0(C2) ^ 0 and aeb,o(C3) = (sgnT0)£ ^ 0, 

4. Co G \ C 1/2'r(M), WF;b(C0) C suppa, 
5. ^ ^ G D i f f ^ ^ - ' ^ ^ M ) , 

6. R" G Diff2s^2^-2'2r+2(M) (i.e., is lower order), WFeb(#") C suppa, 

7. WFeb E c { x > 0 } f l suppa (our hypothesis region), 
8. WFebE' n ebE = 0 , WFeb(£ ' ) C suppa. 

When we pair both sides of this equation (suitably regularized) with a solution to 
the wave equation the terms E, E' and R" will be controlled respectively by the 
hypothesis on u in x > 0, microlocal elliptic regularity, and an inductive hypothesis 
in the iterative argument in which we improve the order by 1/2 (or less) in each step. 
The remaining terms on the right hand side are either positive, or involve Qi, and the 
latter terms are controlled by the former, by Corollary 5.4.6. Thus, save for the need 
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to mollify to make sure that we can actually apply this commutator to u and pair it 
with u,and also be able to rewrite the commutator as the difference of products, this 
would give our positive commutator result, controlling H a ^ T ^ C s A u H . 

We do, however, need to mollify. Let a > 0 (typically we take a = 1/2, always 
a G (0,1/2]) A7 G * "^(Af) for 7 > 0, such that {A7 : 7 G (0,1]} is a bounded family 
in \J>°b(Af), and A7 —• Id as 7 j 0 in **b(Af), for all e > 0. Let the principal symbol 
of A7, considered a bounded family in \£°b(M), be (1 + 7|r|2)_cr/2 on a neighborhood 
of K. Let A1 = A7A We now have A1 G W*ba,r(M) for 7 > 0, and A7 is uniformly 
bounded in ^ r ( A T ) , A1 -* A in ^ g , r ( A f ) . Moreover, 

(7.2.131 2 , A Ï ^ 7 ] A;Z A*A]A7 + A*t[ ,A*A7]A + # , 

with R uniformly bounded in Diff2Sj lreb ' r+ (M) (hence lower order). Now, for a 

vector field V on ebT*M, 

y ( l + 7 | r | 2 r < 7 / 2 - (CT/2)7(1+ 7|r |2) -a/2-iv,T|2B 

Applying this, the general Formula (7.2.4)-(7.2.5) with A7 in place of A and (7.2.7) 
with rf = 0, sf = 2, we deduce that 

(7.2.14) 

(sffnr0)A*t I , A ; A 7 U 

A * A ; T * / 2 A 7 - 2 a C ^ - 2 C 3 

i 

(x^F^Qi + Q*ix-1F'i,4) 

13 

Q*Lij iQj T1/2Â7A7,4 + i C 

with FijM € #~2'0(Af), Fif4, F/f4 G *^1,0(Af), A7 uniformly bounded in W^°(Af) with 
principal symbol 

^eb(Â7) 7 l r |2( l + 7lr |2)-1 
1/2 

< 1 , 

C3 G ^eb°(M) and TV2 € W^2'°(M) as in (7.2.12) and i?7 uniformly bounded 
in Diff2S jj ̂ 2b"2,2r+2(M), hence lower order. Note that this commutator has the op­

posite sign from (7.2.12), which limits our ability to regularize. However, as long as 
a' — a > 0, we can write 

2a/Id-2<xÂ*Â,Y B*,By 
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with B1 uniformly bounded in Y0,0 eb(M). Thus, if s — r > cr, taking a' such that 
a < a' < s — r, we deduce that 

(7.2.15) 

-zfsenrn] , A ryA^y] 

4* CXx~2C2 + 
fg 

( x i x T x Q i T - 1 Q * L i j i Q j T-iQ^Tix'1 F'i2) 

ij 

T-Lij iQjQiQjFij^Ti A2,y 

A*rp* 
/171l/2 

2(s - r - a')x-2CzQ*Lij iQj 

d 
Qj iQj{x^FifTxQiT-x T^Q+T^F') 

df 
TQij iQj-iQ*QjFij^Ti T\/2A1 

- A*1Tli2ClBtiB1CzT1i2A1 

d^x-'A^CoAjX^dz + E1 + £7 + 

with the terms as in (7.2.12), in particular F^)5, i^ 5 as ^¿,3, etc., there, and A2n = 
A2A1, etc. Here we rewrote the terms in (7.2.12) somewhat, inserting T\ and T_i in 
places (recall that T\T-\ differs from Id by an element of W~^0(M) on K, and this 
difference can be absorbed in R") in order to be able to use Corollary 5.4.6 directly 
below. Applying both sides of (7.2.15) to u and pairing with u, we claim we may 
integrate by parts for any 7 > 0 on the right hand side of the resulting expression to 
obtain 

(7.2.16) 
-z(sgnr0) i M 7 K u) 

x - o , u \ \ 2 Q * L i j i Q j Q * L i i Q j + 2 ( s - r - a ' ) \ \ Q*LQjIx^CsTy^uW' 

a 
QiFijvT^.-yU,Q*Lij QiTliA2.yu) 

i 
T^Ao^u.x LQ*Lij iQj TTFl2A2„u) Q * L i j i Q j ( x - ^ F ' A o ^ Q i T -\A2nu) 

i 
Q j i Q j ( Q i T ^ T u i A ^ i Q * L i j i Q j - ' T Ï F ' T u ^ u ) 

(x-1T1F!.T1/2A1u, Qj iQj iT^T^A^u) 

xc 
{QjTiFij^Ti/2A1u Q*Lij iQjQ*Lij iQjcv 

\\B^CzTll2Au\t + WCoKx^dzuW2 + ((E7 + Eir + R'J()u,u), 
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and that we may similarly expand the left side by using 

(7.2.17) qsd.AZAJu.u) {A*7AlUl u) \u,A^Ayu}, 

so that pairing with a solution to the wave equation yields identically zero. 
We begin by justifying these two integrations by parts, after which we will read 

off the consequences. We start with the Dirichlet case. Note that the L2-dual of 2) = 
HlsQ(M) is HeSly~l~^+1\M) (where as usual the xf+1 factor derives from the dif­
ference between the metric density used in the pairing and the "edge-density" used to 
define the norm on He's0(M)). We have 

aT2 Diff 2 (M) 9 2) H -1,1-2 
sd 

(M) a.2i+(/+l)-2(?)).> 

Here we suppressed the quotient map p : Hes1,1 2(M) —• Hes1,1 2 (M), i.e., the stated 
mapping property is, strictly speaking, for po • . Furthermore, the dual of H^r^(M) 
is 

(H •sf ,r 
Q*Lij Q*Lij i H —s',—r' 

eb,(<0)* (M) . 

Equation (7.2.17) makes sense directly and naively for 7 > 0 if the products of • with 
A ; ^ 7 € #2*_2<T,2r(M) map H^^(M) to its dual, H~^~f(M). We thus require 

AlAy : E -s ,r 
eb,2) 

(M) sd qfdsf—s',-r'-2Z-(/+l)+2 
eb,2J 

(M) 

which holds if 

(7.2.18) 
s — a < s', 

Q*Lij i Q j r < r ' + / + ( / + 1 ) 7 2 - 1 . 

Following the same line of reasoning shows that if we are willing to settle for just 
(7.2.16), by contrast, we only require the milder hypotheses 

(7.2.19) 
s - < s ' + 1/2,Q*Lij iQj 

Q*Lij iQjr < r ' + / + ( / + l ) / 2 - l . 

In fact, we claim that (7.2.19) suffices for both (7.2.16) and (7.2.17), with the latter 
being obtained via the following subtler regularization. 

This is best done by replacing u in the second slot of the pairing by a separate factor 
Ayu, where A7 is constructed just as A7, but with the greater degree of regularization 
cr = l . Thus we have a replaced the lost half of an edge derivative (on each factor) 
which obtains from assuming (7.2.19) instead of (7.2.18) and may again integrate by 
parts to obtain, for 7 , 7 ' > 0, 

(7.2.201 
A*A7]u,Ayu) (AlA~u, \A~>u) u, A* A7Ayu) 

— {A^AyU) A7< u) + (A*Ayu, , A y H - ( l \U,A1A«A~>U) 

Now, A y —• Id strongly (but not in norm) on H^r^(M) and on H^ty* f°r a^ s',r '; 
this takes care of the first and third terms. Furthermore, [•, Ay] —• 0 strongly (but 
not in norm) as a map from jff*b'^(M) to Hs'+1,r' eb,Hes 1,1 (M). Thus, letting 7' —• 0 
shows (7.2.17) just under the assumption s - a < s' + 1/2, r < r' - 1 + / + ( / + l ) / 2 . 
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The Neumann case is completely analogous, except that then L^-dual of X = 

tfeV(M) is i J ~ 1 , - M / + 1 ) ( M ) . We have 

x~2 Difl 2 
es= 

(M)3 X Q*Lij iQjQ*Lij iQj a.2Z+(/+l)-2^*> 

Furthermore, the dual of H^rx(M) is 

7= df 
eb,3E 

(M * fi — s',—r' 
eb,£* M ) . 

The rest of the argument proceeds unchanged. 
Having justified our integrations by parts, we now show that we can absorb the 

Qi-terms in (7.2.16) in the positive terms (uniformly as 7 j 0) by using Corollary 5.4.6. 
Thus, given S > 0, let U be as in Corollary 5.4.6; for sufficiently small e > 0, suppa C 
U. For instance, by Cauchy-Schwarz, 

Q*Lij iQjQ*Lij iQj QiT\A2~u) Q*Lij iQjQ*Lij iQj Q * i Q j W Q j F i ^ T ^ u W 2 

Q*Lij iQjQ*Lij iQj W t F i i j T ^ - u f Q * L i j i Q j 

F(\\u\\2 Hl,r+l/2-(/ + l)/2(M) 
ll<7*/.ll2 

Q*Lij iQjQ*Lij iQj 

where G G ^se~h0(M). The the \\Gu\\2 + 
i/2-(/+i)/2,A,x term can be estimated as 

-"es \M ) 
(R"u,u) since 

(7.2.21) l i b i l i 2 
llHl,r+l/2-(/ + l)/2(M) 

\\x-r^2dMGu\\ 2 
L2(M;AM)' 

and (x-r^2dMGy( x-r1/2dMG) G Diff2s^2r2,2r+1(M), hence in fact a little bet­
ter than R", which has weight 2r + 2. Now, for Fo > 0 sufficiently large, depending 
on K but not on e > 0 (as long as e satisfies (7.2.3) and suppa C U, i.e., e > 0 is 
sufficiently small), we have 

0eb,O,l (DtFiji2Ti) FoCeb,0,l(# ^2) 

on a neighborhood of K. Thus, 

\\DtFii»T1A2~u\\2 

; 2Fo\\x-1C2A2~u\\2 

-F'(\\x-r-lu\\ Q*Lij iQjQ*Lij iQ iQj IIG'mII^! r+1/a_(/+1)/a 

with G' G Ys-1 eb(1,0(M) (so the last term behaves like (7.2.21)). Thus, if we choose S > 0 
such that 8Fo^2^ < 1, the first term (for all i,j) can be absorbed in ||#_1C2A2,7'm||2, 
while the last two terms are estimated as (R"u,u). Essentially identical arguments 
deal with all the other terms with Qi and Qj. In the case where Qi is present on one 
side of the pairing only, we write, for instance, 

U Q i T ^ A o ^ x Q * L i j -QiQjiTÌF?2A2„u) 

5-lf2\\QiT^A2ìlu\\2 Q * L i j i Q j • S V H x - ' T Ï F ^ A ^ u f . 

Using Corollary 5.4.6 on the first term, we have an estimate as above after possibly 
reducing S > 0. 
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Recall that uniform finiteness of ||x 1C^Ti^A^H as 7 j 0 will give absence 
of WFebl~^2,r~l~if+1)/2 uHellA (as always the contribution to the weight of ( / + l ) / 2 
comes from the metric weight while I comes from the weight in the definition of 
the base space, JE). Similarly evaluating the other terms in the pairing, we take the 
extreme values of s ' ,r ' allowed by (7.2.19) to obtain 

(7.2.22) 

WF s-l/2-<7,r+l-Z-(/+l)/2 
eb,X U W F ' A 

E E S W F ,s-l/2,r+l-l-(/+l)/2 
eb,£ U VF' A [ x > 0 l 

and s > r + cr, a G (0,1/2J 

WF ij iQj ,s-l/2,r+l-Z-(/+l)/2 
eb,X U ell A 

or, relabeling, 

(7.2.23) 

W F df 
EB.Jt 

U W F ' , 4 W F s+er,r 
eb,£ 

w Q*Lij iQj {a: > 0} 

Q*Lijs > r + I + / / 2 - 1, 

W F xcw 
eb,3t cx )ellA 

Recall here that a = ae, and 

(7.2.24) 0 < € < €; WFf(A€) eb̂  Q*Lij iQj eb 

Finally, we show how to use (7.2.23) iteratively, together with an interpolation 
argument, to finish the proof of the theorem. A priori we have u G 3£, i.e., 

W F ,0,0 
sdd 

u 

If 0 > I + f / 2 — 1, we may iteratively apply (7.2.23) (shrinking e > 0 by an arbitrarily 
small amount, using (7.2.24) to estimate the lower order error terms R") starting with 
5 = 0 and always keeping r = 0, to obtain the conclusion of the theorem. (We choose 
a = 1/2 at every stage in this process, until we are applying (7.2.23) with s such that 
s 4 -1 /2 > m, at which point we finish the iteration by choosing a — m — s so as to 
retain our estimates on the wavefront set in the hypothesis region.) 

However if 0 < / + / / 2 — 1, we may not apply (7.2.23) directly owing to the lack 
of positivity of the commutator, and we must employ an interpolation argument as 
follows. Applying (7.2.23) iteratively, this time with r = r0 < 0 chosen sufficiently 
negative that we recover 0 > r o + Z + / / 2 — 1, shows that we obtain 

(7.2.25) W F Q*Lij iQj 
eb,X U S 

with S = WF; Ae for some e > 0, Ae constructed as above. Let 

L = S U D V : W F Q*Lij 
eb,£ 

11 S r' < 0 } . 

Note that the set on the right hand side is non-empty by (7.2.25). We aim to show 
that L = 0. To this end, note that if L < 0, then for any r' < L 

W F yTTl.r 
eb,X U S W F 0,0 

eb,X \S 

ASTÉRISQUE 351 



7.2. PROPAGATION INTO RADIAL POINTS OVER THE BOUNDARY OF THE EDGE 87 

An interpolation then yields, for S G (0 ,1) , 

WF mS,r'S 
eb,X U S 

Note that for any S G (0,1) fixed, the compactness of S implies that for some e' > e, 

WF mô,r'S 
eb.X sd W F ' Ae 

still holds. If S G (0,1) in addition satisfies 

(7.2.26) mS > r'S + I + f/2 - 1 

then by iterating (7.2.23), shrinking e' in each step (but keeping it larger than e), we 
conclude that 

W F m,r Ô 
eb,X U \S 

providing a contradiction with the definition of L if 

(7.2.27) r'6>L 

It remains to check whether 6 G (0,1) satisfying both (7.2.26) and (7.2.27) exists. 
This is evident from Figure 1, but a proof is as follows: we have / + / / 2 — l > 0 b y 

r s = r + l + f/2-l 

(0,0) (m,0) 
s 

Q*Lij iQj \m, r'S] 

{my) 

FIGURE 1. The interpolation argument. The figure shows the (s,r) plane, 
where we plot the values for which there is no WF^'^(u) (i.e., microlocal 
regularity of this order holds). We have a priori regularity of order (0,0) 
and wish to conclude regularity of order (m, Z;) with I' < 0. By (7.2.23) 
we may take a step to the right of length a for any a G (0,1/2] provided 
that our starting regularity is below the line s = r + I + f /2 — 1 and 
that our endpoint is on s < m. If we know (m,rx) regularity, we know 
regularity by interpolation on the whole line connecting this point to the 
origin; then starting on the interpolation line just below its intersection 
with s = r + Z + / / 2 — 1 allows us to achieve (m, r'S) regularity by moving 
to the right, thus improving the optimal weight for which we have our 
estimate. 
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assumption (otherwise we are in the preceding case); moreover m > 0 (so that the 
theorem is not vacuous), and / 4- f / 2 — 1 < m by hypothesis. Thus, for any r' < 0, 

0 < 
I + f / 2 - 1 

771 — r 

m 
771 — r' 

< 1. 

Setting 

Q*Lij iQj I + f / 2 - 1 

m — r' 
e [0,1) 

we see that (7.2.26) is an equality with 8 = 80(r) and that taking 5 S (<5o(r'), 1) yields 
(7.2.26). In particular, (7.2.26) is satisfied by 8 = 8(r', A) = 80(r')(l + X) for any A > 0 
sufficiently small. If L < 0, we have 80(L) < 1, hence the function of r' and A given 

by 
r'8(r', A) r'80(r')(l + A) 

is strictly greater than L for r' = L, À = 0. Hence increasing À slightly and decreasing 
r' slightly preserves this relationship by continuity, and these choice of r1 and S yield 
rf5 > L a s desired. • 

In order to verify the hypotheses of Theorem 7.2.1, which are stated at points over 
the edge, we will employ the following geometric result. 

First note that if q G &w,b then <$eb,g,i has a neighborhood 0\ in ehS*M and there 
is a S0 > 0 such that any GBB 7 with 7(0) G 0\d{x > 0} satisfies 7|[_5o?0] n b S ^ M 0 = 
0. Indeed, we simply need to take a coordinate neighborhood 

0\ ij iQj{p e ebS*M : ê(p) Q*Lij iQj'1 - % ) A x(p) < eu \y(p) - y(q)\ < ei, 

\t(p)-t(q)\<€U Q*iQj \V(P)-Vh(q) \<ei} , 

€1 > 0 sufficiently small, since on its intersection with {x > 0} (where eb5*M is 
naturally identified with b5*M0), Ez b,j < 0, hence Lemma 3.1.5 gives the desired #o 
(cf. the argument of Remark 3.4.7). Thus, such GBB 7 can be uniquely lifted to curves 
7 in eb5*M. 

Lemma 7.2.2. — Suppose that q G Hw,b- There exists €0 > 0 with the following 
property. 

Suppose that 0 < e\ < eo, and U is a neighborhood of S^^sing H {t = t(q) — ei}. 
Then there is a neighborhood O of $>eb,q,i^$ in ehS*M such that for every maximally 
backward extended GBB 7 with 7(0) G O fl {x > 0} there is an s0 < 0 such that 
7(*o) e U, 7(s) $ hS^M0 for s G [5o,0]. 

Proof. — It follows from the discussion preceding the statement of the lemma that 
there is a neighborhood 0\ of <$eb,g,i and So > 0 such that every GBB 7 defined 
on [-¿0,0], with 7(0) G Oi H {x > 0} satisfies 7(5) g b S ^ M 0 for 5 G [-¿0,0]. 
As ¿(7(5)) — £(7(0)) = 2fb(7(0))s, this implies that there is an €0 > 0 such that 
for t(7(*)) G [t(g) - e0,t(g)], 7(s) g b 5 ^ M 0 . 

Suppose now for the sake of contradiction that there is no neighborhood O 
of &eb,q,i n ^ in ebS*AT such that for every (maximally extended) backward GBB 
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7 with 7(0) G О П {x > 0}, there exists s0 < 0 with 7(80) G 17. As <$eb,<z,/ П ̂  is 
compact, we conclude that there is a sequence of points pn G Oi С eb5*M with 
#(Pn) > 0 (so pn can be regarded as a point in hS*Mo) and GBB 7n such that 

— 7n(0) = pn, 
— the image of 7n disjoint from 17, 
— Pn -* P G $eb,g,J П ^. 

By Corollary 3.4.8, {7n} has a subsequence {7nfc} converging uniformly to a GBB 
7 such that the lift 7 of 7 to eb5*M satisfies 7(0) = p . Thus, by Lemma 3.4.3, 
7 is not normally incident, so the image of 7 is in ^qsing1 and thus intersects 
57j sing П {£ = 61}. As 7nfe —> 7 uniformly, for large enough k, jnk intersects U, 
providing a contradiction. Thus, there exists О such that for every (maximally ex­
tended) backward GBB 7 with 7(0) G ОГ\{х > 0}, there exists s0 < 0 with 7(s0) G U. 
We may assume that О С 0\ by replacing О by О П Oi if needed. 

To finish the proof, we note that, provided 60 > 0 is sufficiently small, if 7(0) G 
О С Oi, t(7(5)) G [t(q) - 60, t(q)] implies 7(5) g b S ^ M 0 . • 

Theorem 7.2.1 and this lemma immediately give the following Corollary. 

Corollary 7.2.3. — Let и G X = i f ^ (M) so/ve Dtz = 0 with Dirichlet or Neumann 
boundary conditions. 

Let m > l + f / 2 — 1 with m > 0. Suppose that q G $fw,b ^ j^s ing^WF^'5^. г¿ = 

0. Iben е Ь # ^ М П WF™'J u = 0 for all V < 0. 

Proof — Let 60 > 0 be as in Lemma 7.2.2. As WF^'5^ и is closed, £7/? g?sing П {£ = 
£(#)—бо/2} has a neighborhood U disjoint from W F ^ ' ^ u. By Lemma 7.2.2, ^ е ь , д , / П ^ 
has a neighborhood О such that every backward GBB 7 with 7(0) G О П {x > 0} 
intersects C7 and is disjoint from b5^Mo- By the propagation of singularities, [30], 
WF^x(u)nO(l{x > 0} = W F ^ * ( « ) n O n { i > 0} = 0. Note that this uses the fact 
that every backward GBB 7 with 7(0) G O n { x > 0} intersects £7 and is disjoint from 
bS^Mo, for we do not assume that и lies in a b-derivative of X as we allow arbitrary 
weights at W. Thus, by Theorem 7.2.1, ehS*dWM П W F ^ u = 0 for all V < 0. • 

7.3. Propagation at hyperbolic points within the edge 

Now we consider propagation within eb5^M, away from the radial points. The 
propagation away from dW is given by the results in [15]: on the edge cosphere 
bundle over W°< we find that WFehu = WFeb)iu (with, say, X = H^l(M), for 
Dirichlet boundary conditions, X = H^l0(M) for Neumann boundary conditions— 
though this is irrelevant since we are working away from dW) given by is a union of 
integral curves of Hes|es<s'* M, given by (3.2.6), i.e., 

1 

2 Hes Q*Lij iQj Q*Lij iQj •Kij с е л -
-г—3 s 

1 

2 
xwcv 
xc 

Q*Lij iQj 

SOCIETE MATHEMATIQUE DE FRANCE 2013 



on CHAPTER 7. EDGE PROPAGATION 

where, as before, hats denote variables divided by |r|, hence coordinates in the edge-
smooth cosphere bundle (which over W° is canonically identified with the edge cotan­
gent bundle). This leaves open only the question of how bicharacteristics reaching 
z' = 0 interact with those leaving z' = 0, i.e., the problem of reflection/diffraction 
from the boundary faces and corners of Z. Since the propagation over the interior of W 
can be considered as a special case of propagation at $\Reb (see Theorem 7.4.1, with 
no z' variables, i.e., with k = 0 in the notation of the theorem), we do not state the 
interior propagation result of [15] here explicitly. 

Let us thus begin by considering a hyperbolic point o G c f given by 

(7.3.1) x = 0, t = t0,Q*Lij iQj y = 2/o, Q*Lij iQjz' = 0, z" = z" i = L V = R)0, C' = 0, CO I 

in edge-b canonical coordinates. Thus, in addition to Ç' = 0, we have 

i>i2 h{yo,m) Q*Lij iQj Q*Lij iQj 0,COT). 

In the special case that z' is a variable in E 1 , i.e., if q lies on a codimension-one 
boundary face of eb, then two points in eb5*^(M) lie above q and two edge bichar­
acteristics in ehS^Q(M) contain q in their closures; we denote them 7± with the ± 
given by sgn(£s' • z')-, we will take 7± to be only the segments of these bicharacteristics 
in \z'\ < e <C 1 in order not to enter into global considerations. Our sign convention is 
such that 7± tends toward q under the forward resp. backward bicharacteristic flow. 
What we will show in this case is that if u e X = H^l(M) and Du = 0 with Dirichlet 
or Neumann boundary conditions then 

7 1 W F -1771,0 eb,XU 7+ 1WI ,771,0 
EB,3TU for any m. 

More generally, we have the following result, which via standard geometric arguments 
(see [22]) implies the propagation along EGBBs through p : 

Theorem 7.3.1. — For Neumann boundary conditions, let X = H^l(M), 2) = 
iJ~1'z-2(M); for Dirichlet boundary conditions let X = H^0(M), 2) = H^l~2(M). 

Let u € X solve Du = f, f £ 2). Let p € be given by (7.3.1). Let U be an open 
neighborhood ofp inehS^(M), letm e R , / ' < 0, and suppose that WF™^1'(f)nU = 

Then 
U C«>o i W F ( u ) Q * L i j i Q j P E WF m.l 

ebX 
(u) 

Thus, the hypothesis region of the theorem, in which we make a wavefront assump­
tion lies within the points with at least one z[ non-zero, i.e., away from eb5£Af, where 
C = {x — 0, z' = 0}, and with momenta directed toward the boundary z' = 0. 

Proof. — As usual, one needs to prove that if in addition to the hypotheses above 
V i WF^/2'* '(u)then p $ WFeb,x(w)> with a sliShtly more controlled (but standard) 
version if m = oo. So we assume p £ WF^~j^2'Z (u) from now on. 

For a constant 8 to be determined later, let 

(7.3.2) 6 = Q*Lij iQj 
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where 

U = \Z I2 +\Z'' — ZQ I C " - â ' + h / -2 / o | 2 + | i -*o|2 
+h/-2/o|2 + |i-*o|2 

Then for /? sufficientlv small, we have 

| T p r W > > 0 . 

Now let xo £ 5?°°(R) with support in [0, oo) and Xo(s) = exp(—1/s) for s > 0. Thus, 
Xo(5) = s_2Xo(s). Take Xi £ {?°°(K) to have support in [0, oc), to be equal to 1 
on [l,oo) and to have xi > 0 with xi € g ^ ° ( ( 0 , l ) ) . Finally, let X2 € g^°(R) be 
supported in [—2ci,2ci] and be identically equal to 1 on [—ci,ci]. Pick <5 < 1. Set 

a = \t\ x rXo(M (i - HS))xi 
x2(|Cf) 

x 2 ( | C f ) . 

Note that on the support of a, we have 

(7.3.3) C' > -6, 

hence we also obtain 

(7.3.4) 0 < u < 2 
<5 

I 
'ß' 

Thus, by keeping 8 and 5/8 both small, we can keep the support of a within any 
desired neighborhood of £' = 0, ui = 0. 

We now quantize a to A e \Pgbr(M). We claim that 

(7.3.5) î[I \*A] 

B* j:,cììdz,+r0 +dfddf ( R t D s + D ; , ! ® s d s Dz'RijDz> B 

A*WA + R E E' 

where 

1. B G Ï x2(|Cf) 
eb (M) has symbol 

Ml/2^+1/2^- - r - l r -1/2. X1X2 XoXÓ 

2. Cij G \I>eb2'0(M), and the symbol-valued quadratic form cr(Cij) is strictly posi­
tive definite on a neighborhood of WFeb B, 

3. R.RuR'iRij are in «&°(M) , *;b1,0(M), *;b1,0(M), and #e~b2'°(M) respectively 
and have (unweighted) symbols bounded by multiples of VS(y//3 + l/y//3). 

4. i?" G Difl&>g *;b2'°(M), £ , £ ' € Diff2s,„ *~b1'°(M), 
5. £" is microsupported where we have assumed regularity, 
6. W e Diff2 es Y-1,2eb fM), 
7. E' is supported off the characteristic set. 

These terms arise as follows. Applying Lemma 5.4.7, we have (with Qi = x 1DZ>) 

(7.3.6) sd A* A] , QÏLijQj (x-iLiQi + Q'iX-iL'J x 2Ln, 
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witl 

Lu e $ 2s-l,2r 
EB 

(M), Li,He* 2s.2r 
eb (M), Lo G * 2s+l,2r 

• EB 
x2(|Cf) 

0"eb,2m-l(Fij) x2(|Cf)x2( x2(|Cf)x2(|Cf) Heb,«ij ? 

0"eb.2m (Li) 0~eb,2m (L\) 2a Vìa, 

(7.3.7) Vi 

3 

a Vìa, 
1 

2 
a Vìa,a Vìa,a Vìa, 

1 

2 a Vìa,a Vìa,a Vìa, 

0"eb,2m+l (io) 2aVba, Vo : 2 « ^ + Hebr 

2 

a Vìa, 

WF'aìa,aVìa, a Vìa,a Vìa, WF:b(Lj),WF:b(Lo) a V ì a , W F ^ ) -

with 

Vole -2£xd- 2 cv 

c 

a Vìa,a Vìa, a Vìa ,dz-2t i{TdT+r ìdr ì ) 

(7.3.8) - 2 
xc 

^ 2 , ü C r % c x 
xcc 

a Vìa,a Vìa,a Vìa,a Vìa, 

rii\C - K i 3 Ì d C + d C + 2 d Ò a V ì a , 
e 

(dz"a Vìa,kiij)dC'> yi\c 
1 

a Vìa,v 

First we evaluate the terms in coming from terms in which Vij hits xo(M(l — 
(j)/8)). The main contribution will be from the derivatives falling on with the rest 
controlled by shrinking /?; in particular, 

with 

Vidé IS) 2k\^ij ~\~ Vij 

I fij I < const a Vìa,a Vìa,v 

on the support of a, this is in turn controlled by a multiple of 

x s/ß- '9 ß . 

Thus, from these two terms, we obtain corresponding terms in i [A A* A] of the forms 

B* DlCijD^B 

and 

B* DlrRijD^B 

respectively. 
Similarly, terms with Vi and VQ hitting xo go hito the Ri and Ro terms in (7.3.5) 

respectively. 
The terms arising from 

V Xi a Vìa,a Vìa, 

are supported on the hypothesis region, {^2 Cj < 0}? hence give commutator terms of 

the form x~2E above. 
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The terms arising from 

V. X2( |Cf ) 

lie off of the characteristic set, hence give commutator terms of the form x~2E' above. 
The term arising from differentiating |r |5x_r gives the commutator term A*WA. 
As we are interested in edge-b wavefront set, the term D*z,CijDz> is slightly in­

convenient, but we note that owing to strict positivity of dj we may replace it by a 
multiple of Az>/x2 plus another positive term. Rewriting Az< /x2 = (Az/ fx2 + •) — • , 
and noting that the first of these terms is in x~2 Diff2b(M) and elliptic on the hyper­
bolic set, we see that we in fact have 

(7.3.9) i\A*A, = Rm 4- Ft* c*c Dl,CijDzf + RQ 

a Vìa, 
a Vìa, 

RtDzi A*WA • D*z,RijDz> B + R" + E + E' 

where Cij € \Pgb (M) is a positive matrix of operators (this is a priori true only at 
the symbolic level, but we may absorb lower-order terms in Rij). 

Following [30], we find that for any F > 0, 

(7.3.10) (R0w,w}\ C 'S) 0+1 ö ) H I 2 •F-'WR'owf + FWwf, 

where Rf0 G Y-1 eb has the same microsupport as i?o, and is one order lower. Here 
we have employed L2 boundedness of \Peb (M) , or more specifically, the square-root 
argument used to prove it (cf. [30] for details, specifically the treatment following 
(6.18)). By the same token, we can estimate 

7.3.11 (RiDz>w,w C S 0 + 1 B T-xDjw 2 + |M|2 

+ 2 F H I 2 F " 1 RiDz'/w 
2 

where Ri G ^eb2'0(M) has the same microsupport as Ri, and is one order lower. We 
also compute 

(7.3.12) 

RijDz>w,Dz>w C S /9 4-1 ß) T-XDz>w 
|2 T-XDz>w 2 

2F T-XDz,w T-XDz>w 
2> 

+ 2 r | H r 

F " 1 RijDz'W 
|2 

F " 1 T-XDz>w 2 

where R^^R'^ G ̂ ~b3(M) have the same microsupport as Rij, and are one order lower. 
Although the argument is identical to that in [30, 15], we reproduce the derivation 
of (7.3.12) for the convenience of the reader; (7.3.10) and (7.3.11) follow by similar 
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(easier) arguments. To begin, we note that T^Rij £ ^e^(M) has symbol bounded 
by C(VS)(\/j3 + l/\/j3), hence by the Hormander square-root argument 

(7.3.13) T-XDz>w C r5) /3 + 1 i8)||«||2 Ran 
¡2 

with Rij as described above. Now write Dz'/w = T\T-\DZ'W — FDz>w\ this permits 
us to expand 

SDRijDz>w,Dz'W T - X D z > w T f R i j D ^ w ^ D ^ w S D D S D R i j D ^ w ^ F D ^ w 

The first term on the right may be controlled, using (7.3.13) and Cauchy-Schwarz, 
by the RHS of (7.3.12); the second term may also be so estimated by again applying 

2 2 

Cauchy-Schwarz and absorbing FDz>w into a term Rf-D^w with appropri­

ately enlarged R'^. 
Now we turn to making our commutator argument. Let u be a solution to 

\u = f 

with Dirichlet or Neumann boundary conditions. Choose A7 € ^f~^(M) converging 
to the identity as 7 | 0 as in §7.2. Note that by making A7 e ^ " ^ ( M ) , we are 
combining the roles of the regularizer A7 G ^~^{M) in §7.2, required for obtaining 
an improvement over the a priori assumptions, and the regularizer Ay used to justify 
the pairing argument, see (7.2.20). Let A1 = Ay A with A constructed as above. As 
before, we have 

(7.3.14) T-XDz>w Alt >A*A]A~ A*t HZAJA + R, 

with R uniformly bounded in Diff esjj \Pe2SEb62?2R+2 (M) (hence lower order), and where 

A*A7 T-XDIFFESz>w -1,2, 
fib (M) 

is uniformly bounded, and in fact 

, A* A 7 = A ; # 7 A 7 , 

with W1 uniformly bounded in Diff2s|j #~b'2(M), cf. (7.2.14). 
Now we pair A* Ay with u. Letting By = J3A7, provided integrations by parts can 

be justified, we have 

(7.3.15) (Ayt it, Ayu) (Ay, Ay u 

T-XDz>w lu, u \\CB^uf OijDz'ByU, Dz<ByU 

(RQB7U, Byu) + (Dz(ByU, RiB~u (RiByU, DziByu) 

Dz>Rij By Dz'ByU (WyAyU, Ayu) ((R^ + Ey + Ef7)u,u) 
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where W7 is uniformly bounded in Diffes+ y61?2 EB ' (M) and comprises both the W term 
from above and the term containing [D,A7A7]. The integrations by parts may by 
justified, for any 7 > 0, if 

(7.3.16) WF W ,1' 
EBX U W F ' 4 

whenever 

s - 1 8' r • l' + I 4 ( / + 1) 
2 

- 1 

since then the products of • with A*A7 map H^lx(M) to its dual (as required in 

the Neumann setting), as well as mapping H*h'^(M), 2) = if*s''0(M), to its dual (as 
required in the Dirichlet setting). We take s' = m—1/2, hence s = m+1/2 , and r = l'+ 
1+ ^ 2 1 ^ ~ 1 here, and note that it suffices to have the microlocal assumptions (7.3.16) 
rather than global assumptions in view the microlocality of \I>ebM), see Lemma 5.1.15 
and Lemma 5.1.16. 

We now examine the terms on the RHS. The first two are positive. To the third, 
we apply (7.3.10), with w = B7u: if 5, 5/(3, and F are sufficiently small, we may 
absorb the first and third terms on the RHS of (7.3.10) in ||CJ37u||, while the lower-
order second is uniformly bounded by our wavefront assumptions. Likewise, applying 
(7.3.11) and (7.3.12), we may choose f?A/3 so as to absorb terms involving F and 
(y/5)(y/]3 4 1/y/Ji) in ||X61 C i ? ^ ||2; the F_1 terms, as they are lower order, remain 
bounded. Moreover, as Xo(s) = s~2e~l/s for s > 0 and vanishes for s < 0, 

M2(l - 6/ô)\'q (M(i - 4/6)) : xo(M(i - 6/8)). 

Thus 
I | l / 2 - 1 
| T | ' x a 

, | . + l / 2 - r - 1 M(l - 6/5) Xo(M(l - 6/5)) X&(M(1 - 6/5)) 

Xi C'/s + i MlC'l2) 
T-XDz>w (1 - 6/8)b 2Ml'281'H 

as 0 > E C ' > —^ on suppa. We deduce that H T ^ a : Ayu|| can be estimated 
by 4M1/2J1/2 | |CSTIA| | plus lower order terms, and hence, for M chosen sufficently 
small, we may absorb the W7 term in ||Ci?7u||2. 

Finally we consider the LHS of (7.3.15). We have 

(7.3.17] \(A, u, Ayu) \\(T-1/2yxA~ «II HTx/aa:-1^«!! + KxAj u, x FA^u 

F?\ \ (T_1/2yxJLAy u\\2 4 F1WTuzx^AyU 2 + \(xAy\ \u,x FA~u\ 

with F G *eb1,0(X), hence x~xFAy uniformly bounded in tf*b1,r+1(M), xA7 uni­
formly bounded in ^ r _ 1 ( M ) , so as s = m 4 1/2, and r = V 4 I +'f+1)/2 - 1, the last 
term is uniformly bounded by the a priori assumptions. Similarly, ||(T_i/2)*#AyCkA|| 
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is uniformly bounded, as (T l'2)*xA1 is uniformly bounded in ŝeh 1 ,r (M) , while 

| | R I / 2 ^ - 1 A 7 T I | | 2 can be absorbed in || C I ? 7 TI|| (for FI sufficiently small) as discussed 
above. 

The net result is that 

Ix^CBuy II2 

remains uniformly bounded as 7 J, 0 . Noting that CB^ —• CB strongly (cf. the 

proof of Lemma A . 0 . 3 ) , CB G Ys+1eb 1 / 2 , R + 1 ( M ) is elliptic at q, s = m + 1 / 2 , and 

r = V + I 4-(f+1)/2— 1, 3£ = H^l(M), we can complete the proof in the standard 

manner. • 

7.4. Propagat ion at glancing points within the edge 

Let q G ff\$<eb be given by 

x = 0 , t = to, y = yo, z =0, z ZQJ i = LO, R) = R/O, C' = o,E" = E0' 

Asqeg, 

£0 +/i(2/o,7?o) T-XDz>w 05Co) 1. 

A S Ç ^ ^eb? 
£2 Cn h(yo,Vo) 1, 

so Co 7̂  0 , and h(yo,fjo) < 1, so t*7eb((?) G ^w,b- We will let II locally denote the 
coordinate nroiection onto the variables 

T-XDz>w 

Let VV be a homogeneous vector field equal to VQ (from ( 5 . 4 . 1 0 ) ) at ç, and extended 
in local coordinates to a constant vector field in (£, z", £") , i-e-> to be a vector field in 
these variables only, with constant coefficients. 

Theorem 7.4.1. — For Neumann boundary conditions, let X = H^l(M), ÏÏ) = 

H-^l-2(M); for Dirichlet boundary conditions let X = H^l0(M), 2) = H^l~2(M). 

Let u € X solve Du = /,/€ N. Let q G $\$>eb be as above, and suppose that 

m G R, V < 0, and q <£ W P ^ ' f / ) . 
There exists <50 > 0 and CQ > 0 such that for all S G ( 0 , ¿0) and (3 G (CO<5,1), 

(7.4.1) eb { « ' = № ) (a) - 5WI XDz>w< ¿/3, № ) 5/3} WI cxc 
web,2 x W0 

o G WI wx 
web,X U 

Remark 7.4.2. — Here the interesting case is taking ¡3 as small as possible, i.e., 0(<$), 
to localize in a 0(<52)-ball around 11(g) + <SW, which is what makes the proof of prop­
agation of singularities result possible (by eventually letting S —• 0 ) . The statement 
of the theorem may be vacuous for (3 large. 
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7.4. PROPAGATION AT GLANCING POINTS WITHIN THE EDGE 97 

Proof. — Below we will choose So > 0 sufficiently small so that W F ^ ^ ' Z ( / ) is dis­
joint from a (^-neighborhood of q (see the discussion before Lemma 5.4.5). 

Let k be the codimension of the face over which q lies. Let P2n-2k be the degree-zero 
homogeneous function with 

P2n-2k\w T-XDz>w 

with h as in Lemma 5.4.1; note that P2n-2k(q) = 0 by (3.3.4) and dp2n-2k(q) ^ 0 
since at least one of the dCfc+i((Z)> •. • ,dC}{q) components of dp2n-2k(q) is non-zero, 
in view of the quadratic nature of r2( l — P2n-2k) in the fibers of the cotangent bundle 
and (3.3.4) and Co 7^ 0 as observed above. We remark that, with VQ as in (5.4.10), 

Vop2n-2k\w = 0. 

Note that ehS*M has dimension 2(n + 1 ) - 1 = 2n + 1 , thus, with C = {x = 0, z' = 0 } , 
J?nebS£M has dimension 2n + 1 - 2k - 2 = 2n - 2k -1 in view of (3.3.4). We proceed 
by remarking that 

( W x ) U 0, (wyj)\w •- 0, ( W t ) | ^ = o, №j)\w 0, 
so t, yj, fjj give 1 + 2(n — / — 1) = 2(n — / ) — 1 homogeneous degree zero functions 
on ebT*M (or equivalents g"30 functions on ehS*M) whose restrictions to $ n e b S £ M 
have linearly independent differentials at q. We let P2,--• ,P2n-2f be given by these 
functions, and let p\ = x. We next remark that, in the notation of (5.4.2), 

W|(g) -2k2(x T-XDz>w 0,4 ' ) , C o ) < 0 

as Co 7^ 0, hence \N(q) ^ 0. Further, we let pjyj = 2n—2/+1,..., 2n—2k—1, be degree-
zero homogeneous functions on ebT*M (or equivalently 5?°° functions on eb5*M) such 
that d(p2\g),...,d(p2n-2k-i\g) have linearly independent differentials at g and such 
that 

WPi(«) = 0. 

Such functions pj exist as ^ D ehS^M has dimension 2n + 1 — 2k — 2 = 2n — 2k — 1, 
so the 2n — 2 / — 1 functions p2,•••>P2n-2f can be complemented by some functions 
P2n-2/+i5 • • • > P 2 n - 2 f c - i to obtain 2n — 2k — 1 functions whose pullbacks to ^neb5£M 
have linearly independent differentials and which are annihilated by W at q, for the 
space of such one-forms is 2n—2k—2 dimensional. Thus, by dimensional considerations 
(using \N(q) ^ 0), {dpj\g(q) : j = 2 , . . . , 2n — 2k — 1} spans the space of one-forms 
on g annihilated by \N(q), and dp2, •.., dp2n-2k-i together with d(£U — £o) span 
T*y. Let 

2 n - 2 f e - l 

z>w ft 
1 = 1 

1 / 2 
then keeping in mind that \x\ < u0/ , and with VQ, V%, V%J as in (5.4.10), 

k r i V o ^ o xc 'WO \Z-io\ + \z'\). 

\ViUJ0\ RUJ0~X ^ 0 , T| \Vij(j0 WO, 
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bv (5.4.10Ì and (5.4.8Ì. Note also that 

Vi\z'\2\<\z% \z'\(\z'\+x) 

Vi\z'\2\<\z% \r\Vij\zT <\zf. 

Let cu = un + \z'\2. Then 

(7.4.2) Vi\z'\2\<\z% xc cx le-eoi) xwc xcx kl WiM qsd 

Let 

<t> = Z-to 
1 

xwwcw 

By (5.4.11), 

(7.4.3) 
| T | - 1 ^ + 2 

ij 

Vi\z'\2\<\z% X wxxc 

wxc (|z'| + s) wxc |r|dds |Vy£| < 1. 

In particular, as (Q ^ 0dsf, 

\r\-LVot -Co + Cio;1/2, 

for some CQ > 0, C[ > 0dfs. 
Set 

a = |r|sx rxo(dsfdM (2 - Ó/S))xi z%Vi\z'\2\<\z% MIC'I2) 
We always assume for this argument that 0 < 1, so on SUDD a we have 

s 28 and £ — £o sdd sd -28 

Since w > 0, the first of these inequalities implies that £ — £o < 25, so on suppa 

(7.4.4' |£-£o|<2<5. 

Hence, 

'7.4.5) s 328(28 Vi\z'\2\z% 4<52/?2. 

Moreover, on supplì» 

(7.4.6) £ - £0 € qsdsq - 88, -8 qsdqd 2/W, 

so this region lies in the hypothesis region of (7.4.1) after (3 and S are both replaced 
by appropriate constant multiples. 

We now quantize a to A G ̂ Y(M). By Lemma 5.4.7, 

(7.4.7) i A*A Q*LijQj (x-1LiQi + QsdfsfdsfU-1ti) X 2L0, 

with 

(7.4.8) 

Vi\z'\2\< wxvxcv 
cv 

(M), L^Ljedf* r2s,2r 
eb (M), L0 G * ,2s+l,2r 

eb 
M , 

C"eb,2s-l(^ij) = 2aVijü. 

&eb,2s(Li) = CTeb,2s(^) v^a, creb,2s+i(Lo) 2aVoa, 

W F ^ A W F ^ L O , V i 2 \ < \ z % WF;b(^)>WsfF;b (¿0) WF:„(ADFFD), 
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with Vij, Vi and VQ as above, given by (5.4.10). Thus, we obtain 

(7.4.9) i .A* A 

sd \z'\(\z'\+x) \z'\(\z'\+x) (RÌDZÌ + D;,&) Dl,RijDx, B 

A*WA + Rf -E E' 

where 

1. B e wx s+l/2,r+l 
eb 

(M) has symbol 

\z'\(\z'\+x) s+l/2x \z'\(\z'\+x) XlX2 XoXo 

2. C G W^°(M), has strictly positive symbol on a neighborhood of WFfeh B, given 
by (-Vo^2 n ea rWFeb£ , 

3. Cij G \I>~b2'0(M), (Cij) positive semidefinite, 

4. Ri,R[,Rij are in \£Jb1,0(M), $~b1,0(M), and W~b2'°(M) respectively and have 
(unweighted) symbols r^, r^, with 

(7.4.10) M M , M Ir- M 2 | r « | < l / / 9 , 

5. W G Diff2s,^eb ' 
6. R" G Diff2M ^ b 2 ' ° ( M ) , E,E' G Diff2M ^ ( M ) , 
7. E is microsupported where we have assumed regularity, 
8. E1 is supported off the characteristic set. 

These terms arise as follows. By (7.4.2), (7.4.3), (7.4.4), and (7.4.6), 

xvcv Vo(i-io) 
1 

ß2S 
VQÜJ 

-c0 + C[^2 
1 

ß28 
\z'\(\z'\+x) l l - lo l 

-co + 2(C[ + C'{) 8 
8 

ß 
- c o / 4 < 0. 

provided that 8 < T^C^FC77) ' f > 16^Cl2+Cl ^, i.e., that 8 is small, but (3/8 is not 
too small—roughly, (3 can go to 0 at most as a multiple of 8 (with an appropriate 
constant) as 8 —> 0. Recall also that (3 < 1, so there is an upper bound as well for /3, 
but this is of no significance as we let 8 —• 0. Thus, we define C to have principal 
symbol equal to the product of (—VQCJ))1/2 times a cutoff function identically 1 in a 
neighborhood of suppa, but with sufficiently small support so that — Vb0 > 0 on 
it. Thus, the I/Q-term of (7.4.7) gives rise to the C*C term of (7.4.9), as well as 
contributing to the E and E' terms (where x i and X2 are differentiated), W (where 
the weight |r|sx~r is differentiated) and the lower order term R". 

Similarly, the Li, L\ and Lij terms in which Vi or V^ differentiates x i or Xi 
contribute to the E and E' terms, while those in which they differentiate the weight 
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100 CHAPTER 7. EDGE PROPAGATION 

contributes to the W term, so it remains to consider when Vi and Vij differentiate xo-
As we keep /3 < 1, 

Wié\ < ivtéi \ z ' \ + x ) \ V M < 1 + {826)-W2 i + zr1 < / r \ Waft \z'\(\z'\ 

which thus proves the estimates on the terms arise this way, namely Ri, R^, R^, 
above. 

We now employ Lemma 5.4.5 to estimate the Dz> terms as in the proof of The­
orem 7.2.1. Note that we are using the finer result, Lemma 5.4.5, rather than its 
corollary here (unlike in Theorem 7.2.1), to obtain better control over the constant in 
front of the Dz'_ terms as we shrink 5 and (3. The important fact is that $ fl eb5£M 
is defined by P2n-2k = 0, x = 0, z' = 0, and 

P2n-2k,X, \Z \z'\(\z' 2<5/5 

on the wave front set of Cij,Ri,R[,Rij. Thus, we can apply Lemma 5.4.5 for a 
C\^-neighborhood of a compact subset of Noting that xDtT_i G \£^°(M), we 
conclude that, with B1 = £?A7, and for Neumann boundary conditions, 

\z'\(\z'\+x)vvv C0C1(36\\B^u\\2 CQ{u,Gu,Gu) 

(7.4.11) Q(u, Gu, Gu) "MllHir-(/-1)/2(Af) \z'\(\z'\+x)\z'\(\z') 

U\\ • _i>r_(/ + 3)/2 + GDu VV-l,r-(/ + 3)/2, "es 

where G e *eb°(M). G e Kb (M) (independent of 7) with wave front set in a 
neighborhood of supp a. For Dirichlet conditions we simply replace 

and 

H l,r-(/-l)/2 
es 

[M) by B rl,r-r/-n/2 
es,0 ( M ) 

H r-(/+3)/21 
es 

(M) by Ht \z'\(\z'\+x)+3)/2 
es 

(M). 
Note that by (7.4.10) we have for all w G L2, 

TTRSwW < C2(3~L w\\ + \\Riw\\< Ri G # -1,0 
eb ( M) 

with iîj having the same microsupport as Ri But 
\z'\(\z'\+x)\z'\(\z'\+x) 

(RiTiDz'T-xB^B^u) (i2i[r1,D,/]T_iB7u,B7u) 

\z'\(\z'\+x) \z'\(\z'\+x) (RiB^u, B~u) Ri G Diff l 
es 

-2,0, 
eb (M), 

and |(i?iB7u, B7u)| can be estimated by the inductive hypothesis, while 

Dz>T-iB~u \T:R*B^U\ 

( C o d d ô ) 1 / 2 ^ - 1 v \ z ' \ ( \ B7u |2 sqdC1/2Q(u,Gu,Gu)^2\ B~u 

CiiCo&S/B)1'2sddqs \B~,u\ |2 cvbF'xCQ{u,Gu,Gu) F\\B,u\\2. 

As F > 0 is freely chosen, the main point is that if 8/(3 is sufficiently small, the first 
term can be absorbed into ||CB7iz||2, for the principal symbol of C is bounded below 
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by (co/4)1/2 on suppa. Since the R[ term is analogous, and the Rij term satisfies 
better estimates (for one uses (7.4.11) directly, rather than its square root, as for Ri), 
the proof can be finished as in Theorem 7.3.1. • 

Finally, applying arguments that go back to [22, Section 3 and Proof of Theo­
rem 5.10], see [11, Proof of Proposition VII. 1] and [30, Proof of Theorem 8.1] for the 
setting of manifolds with corners, we may put together Theorems 7.3.1 and 7.4.1 to 
obtain propagation of edge-b wavefront set along EGBBs over the edge face: 

Theorem 7.4.3. — For Neumann boundary conditions, let X = H^l(M), %) = 
H-^l-2(M); for Dirichlet boundary conditions let X = H^l0(M), 2) = H~l'l-2(M). 

Letu EX solve Du = f, f G %). Then for all s G R U {oo}, V < 0, 

((WF sd 
eh,X (u) \ WF s+l,l 

eb,2) ( / ) ) \z'\(\) eb 

is a union of maximally extended EGBBs in ebE \ WI 5 + 1 / 
eb,2) 

f) 
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CHAPTER 8 

PROPAGATION OF FIBER-GLOBAL 
COISOTROPIC REGULARITY 

We now state a microlocal result on the propagation of coisotropy. The result says 
that coisotropic regularity propagates along EGBBs provided that we also have infinite 
order regularity along all rays arriving at radial points in <§. 

Theorem 8.0.4 (Microlocal propagation of coisotropy). — Suppose that u e H^l(M), 
Ou = 0, with Dirichlet or Neumann boundary conditions (see Definition 5.2.4), 
p G $£w,b> Suppose also that 

i. q e C#eb-.Pfb n ^eb,o) \ ehS;wM, 

ii. u has coisotropic regularity of order k € N relative to Hm on the coisotropic 

£7jreg in an open set containing all points in £7j?p?reg n {0 < x < 5} that are 

geometrically related to q-
iii. WFb(U) n ^,/jSing = 0 . 

Then u has coisotropic regularity of order k relative to Hm for all 

rri < min(ra,Z + f/2) 

on f? •b 
0,reg< in a neighborhood of 9 -eb 

0,g,reg* 

Proof. — The second numbered assumption and propagation of WFe through incom­

ing radial points, Theorem 7.1.1 part (1), implies that along EGBBs in the backward 

flow of q which pass through &eb,i\$ there is no W F ^ , with 

1 = min(/,m - / 7 2 - 0 ) . 

In view of Theorem 7.2.1, the third assumption gives the same along EGBBs in the 

backward flow of q which pass through &eb,i H ^ . Thus, near q, but on the EGBBs in 

the backward flow of g, there is no WF^'Z at all. Propagation of singularities through 

q (Theorem 7.1.1 part (2)) then gives no WFe™'*, rh = min(ra , [+ f / 2 - 0), on the 

flow-out. Substituting in T, we see that m = min(m, / 4- f / 2 — 0), giving no W F ^ 'Z. 

Thus in x > 0, near the flow out, there is no WFm , which gives the case k = 0. 
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We now turn to the general case, k ^ 0. To begin, note that assumption ii and 

Theorem 7.1.1 imply that in fact we have coisotropic regularity of order k relative 

to H^1 at all q' G <$eb,p,/ that are connected to q by an EGBB. This in turn yields 

absence of WF^+fc'Z in a neighborhood of each such q in e b S ^ M , as the operators in U 

are all characteristic only at the radial points over W. By Theorem 7.4.3 followed by 

the second part of Theorem 7.1.1, we then achieve coisotropic regularity of order k 

relative to H™ 'z at q, hence in a neighborhood as well. • 

Corollary 8.0.5. — Suppose that u G H^l(M), Du — 0, with Dirichlet or Neumann 
boundary conditions, p G $£w,b, k G N. Suppose also that 

i. u has coisotropic regularity of order k relative to Hm on the coisotropic £j\ 

in a neighborhood of 5sdd reb 
I ,p,reg> 

ii. WFJu) sd p,J,sing 
Then u has coisotropic regularity of order k relative to H™ for all 

m' < min(ra,Z + / / 2 ) 

on £7 sd 
reg 

in a neighborhood of £7 b 
3,p,reg* 

Finally, we prove that the regularity with respect to which coisotropic regularity 
is gained in the above results is not, in fact, dependent on the weight I : 

Corollary 8.0.6. — Suppose that u G if1 (Mo), Du = 0, with Dirichlet or Neumann 
boundary conditions, p G &w,b, k G N, e > 0. There exists k' (depending on k and e) 
such that if 

i. u has coisotropic regularity of order k' relative to Hs on the coisotropic £7^reg 

in a neighborhood of'S7jpreg, and 

ii. WFb(u)n^jJ>Bing = 0 , 

then u has coisotropic regularity of order k relative to Hs~e on £7ojreg in a neighbor­

hood o / ^ p ^ . 

Proof. — Consider Dirichlet boundary conditions first. Then 

u G h 
l , l-(/+l)/2 

*es,0 (M). 

Thus, by Corollary 8.0.5, u has coisotropic regularity of order k' relative to(1) ifm-e, 
m < min(s, 1/2) on £7*£jTeg near £7^jPiTeg, strictly away from dM. 

On the other hand, by the propagation of singularities, [30, Corollary 8.4], u is 
in Hs along £7rloiP. Hence the theorem follows by the interpolation result of the fol­
lowing lemma, Lemma 8.0.7. 

An improved version of the argument, using powers of dt to shift among Sobolev spaces, gives (i) 
coisotropy of order k' relative to Hs 1/2 e. 
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Consider Neumann boundary conditions next. Then u G Heis1 - (f+1)/2 (M), so by 
Corollary 8.0.5, u has coisotropic regularity of order k' relative to iJm_e, m < 
min(s, —1/2) on ^o5reg near £7o,p,reg> strictly away from dM. 

Proceeding now as in the Dirichlet case, using [30, Corollary 8.4], we complete the 
proof. • 

Lemma 8.0.7. — Suppose that u is in Hs microlocally near some point q away from 
dM, and it is coisotropic of order N relative to Hm near q with s > m. Then for e > 0 
and k < (eN)/(s — m), u is coisotropic of order k relative to Hs~€ near q. 

In particular, if u is in Hs microlocally near some point q away from dM and u 
is coisotropic (of order oo) relative to Hm near q with s > m, then u is coisotropic 
relative to Hs~€ for all e > 0. 

Proof. — If Q G \P°(M) and WF'(Q) lies sufficiently close to q, then the hypotheses 
are globally satisfied by u' = Qu. Moreover, being coisotropic, locally 9^h can be 
put in a model form ( = 0 by a symplectomorphism # in some canonical coordinates 
(yiziViQj by [7, Theorem 21.2.4] (for coisotropic submanifolds one has k — n — 
I, dim 5 = 2n, in the theorem).^ Further reducing WF;(Q) if needed, and using 
an elliptic Oth order Fourier integral operator F with canonical relation given by # 
to consider the induced problem for v = Fuf = FQu, we may thus assume that 
v G Hs, and Dy G Hm for all a, i.e., (Dz)Nv G Hm. Considering the Fourier 
transform v of v, we then have (r),()sv G L2, {77, ()m(()Nv G L2. But this implies 
(rj,C)m0+s^-^(C)Ndv G L2 for all 6 G [0,1] by interpolation (indeed, in this case 
by Holder's inequality). In particular, taking 0 = (e)/(s — m), C)s~e(C)fc^ € L2 if 
k < (Ne)/(s — m), and the lemma follows. • 

(2) Roughly speaking, y would correspond to the coordinates (x,y,t) on M , while z correspond to 
the fiber variables zonM; this is literally true in a model setting. 
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CHAPTER 9 

GEOMETRIC THEOREM 

T h e final essential ingredient in the proof of the geometric theorem is the dual-

ization of the coisotropic propagation result, Corollary 8.0.6. Before proving such a 

result, we first make a definition analogous to Definition 5.1.12, but for the b-wave 

front set. Th i s relative b-wave front set was used in [30] to describe the propagation 

of singularities on Mo-

Definition 9.0.8. — Let X C ^ " ^ ( M q ) denote a Hilbert space on which, for each 

K C Mo compact , operators in \££(Mo) with Schwartz kernel supported in K x K 

are bounded, with the operator norm of Op(a ) depending on K and a fixed seminorm 

of a. 

For m > 0, let 

E -m 
b,3t,loc (M0) {u e X\oc : Au G 3tioc for all A G $ m 

b (Mo) 

Let q G b 5 * M 0 , u G X\oc. For m > 0, we say that q £ W F ^ ( « ) if there exists 

A G W ^ ( M ) elliptic at q such tha t Au G £ioc. We also define q W F ^ ( w ) if there 

exists A G \J/g(M0) elliptic at q such that Au G - ^ b ^ i o c C ^ o ) . 

Theorem 9.0.9. — Let u G H-8b,H1 loc (M0) satisfy the wave equation with Dirichlet or 

Neumann boundary conditions. Let p G &w,b, and w G ^o,p,reg-

Suppose k G N and e > 0. Then there is kf G N (depending on k and e) such 

that if WFb(tx) fl f7/jP,sing = 0 and u ^s non-focusing of order k relative to Hs on a 

neighborhood of £7jjP}reg in £^/?reg then u is non-focusing of order k! relative to Hs~e 
at w. 

Remark 9.0.10. — T h e essential idea of the proof is as follows. Our results on prop­

agation of coisotropic regularity show tha t coisotropic regularity entering the corner 

along S ^ p ^ g g , together with smoothness at £7j)Sing, imply coisotropic regularity along 

f7o,p,reg- In other words, regularity under application of Aa (in the notation of §6) 

along £7jjPjreg together with smoothness along singular incoming rays, yields regularity 

under Aa along £7o,p,reg- Heuristically speaking, the dual condition to our incoming 
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regularity hypothesis is that of lying in the sum of the ranges of the operators Aa,R 
where R is an operator of high order microsupported near ^ps ing . By time reversal 
and duality, we thus find that the condition of nonfocusing along ^ p T e g , i.e., lying in 
the sum of the ranges of the AaJs microloealized there, plus arbitrary bad regularity 
near £7j?p>sing, leads to nonfocusing along Uh0 p reg. 

The difficulty in implementing this plan is primarily in rigorously making the du­
ality arguments on spaces of coisotropic wave equation solutions. The reader familiar 
with [15] will note that the arguments used here are considerably more intricate than 
those in Section 13 of [15]. The reason for this is two-fold. First, the identification of 
the dual spaces, denoted Hj* in [15], was not fully explained and indeed somewhat 
flawed. (In particular, we note that the identification of the dual space of coisotropic 
distributions that are also wave equation solutions requires some effort.) These defects 
are remedied in the current treatment, in which we use the results on duality from 
Appendix A to identify the duals of coisotropic distributions, together with results 
on the inhomogeneous wave equation. Second, difficulties are present in the corners 
setting that did not arise in [15]; in particular, we must identify adjoints with respect 
to the elliptic Dirichlet form of operators microsupported on 7e^psing. This requires 
some functional analytic care. 

Proof. — We assume s < 0 to simplify notation; we return to the general case at the 
end of the argument. 

Let T = t(p), and choose TQ < T <T\ sufficiently close to T. Let \ be smooth step 
function such that x E 1 on a neighborhood of [T, oo] and % = 0 on a neighborhood 
of ( - c o , T01. We find that 

R Xu 

satisfies Uv = / with / = [•, x]?x, and v vanishes on a neighborhood of (—oo, To] x X. 
Thus, we write 

+ i f v. 

By propagation of singularities, [30], only singularities of / on 7hIp affect regularity 

at w, i.e., if ^ , „ n W F * 5 _ ( / ) = 0 then w $ WF£, 
i/1(M0)(^)' nence m particular 

w is non-focusing of order 0 relative to Thus, 

3o e *g (M0), W F ' ( I d - Q o ) <7h b^suppdX^C hj 

\z'\(\z'\+x))Hi(Mo] ds ( ( I d - Q o ) / ) ) , 

so it suffices to analyze • , 1(Qo/)- We choose WF;((5o) sufficiently small such that 

q e WF'(Qo) either q é W F b ( / ) or 

f is non-focusing of order k at q relative to Hs ; 

this is possible by our hypotheses. We may thus replace / by f0 = Qof, assume that 
/0 is the sum of a distribution that is non-focusing of order k relative to Hs~x and is 
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supported in Mq plus an element of H^Hi^Moy and show that D + /0 is non-focusing 

at w of order kf (for some k' to be determined) relative to Hs~€. 

Let 

io :T0 T1 T'1 

We regard [To, Ti] as the time interval for analysis, but we enlarge it to [Tq, T{] in order 
to be able to apply some b-ps.d.o's with symbol elliptic for t G [To,Ti] to elements 
of our function spaces. (The ends of the interval would be slightly troublesome.) We 
define a Hilbert space X to be 

X \ z ' \ ( \ z ^ ( K , T { ] x I 0 ) 

in the case of Neumann conditions, or 

= \(\z'\+x)^(PMxXo) 

in the case of Dirichlet conditions, where 0 indicates vanishing enforced at [Tq ,T[ ] X 
dXo (but not at the endpoints of the time interval). Let X* be the L2-dual of X. 

We further let 

i. 
T0<f0<t0\z'\(\z'\+x) < T < tx < t[ < Ti 

such that s u p p d x C (£o,T). 
ii. Xo € J?°°(K) such that supp( l - xo) C (T0,+oo), suppxo C ( -oo , t0 ) . 

iii. Ho be an open set wi th % c { t G (t'0,T)}, Wo n Tb sing = 0 and WFb>x* (/0) C 
Uo 

iv. Uo be a neighborhood of w with % c { t G (T, t[)} and % fl £7£)Sing = 0 . 

v. .Bo ,^ ! G #£ (M) with 

WF ' (£7 ) c ft7-, w é W F ' ( I d - B i ) , W F ' ( I d - B 0 ) WFb|3e.(/o) = 0 , 

and with Schwartz kernel supported in (t0,t[)2 x X 2 . 
vi. Ai, i = 1 , . . . , TV, denote first-order pseudodifferential operators, generating M 

as defined in §6, but now locally over a neighborhood of 2/o U % in M ° , and 
with kernels compactly supported in M ° . 

vii. TV G \£b(M) with elliptic principal symbol on [To, Ti] x Xo with Schwartz kernel 
supported in (TQ,T{)2 X (XQ)2. Thus, TV can be applied to elements of X and 
X*. 

Now suppose that we are given r and e > 0. Then, with k as in the statement of 
the Theorem, Corollary 8.0.6 gives a k' = k'(r,e,k) using s — r in the notation of 
that corollary. We let 2) be a space of microlocally coisotropic functions on ell(l?i) 
relative to X* which are in addition extremely well-behaved elsewhere (they will be 
finite-order conormal to the boundary) in {t > £0}, but are merely in H1bx* for t near 
T0: Let N > r > 1 + e and set 

2) = {é G X* : 

H T ^ I d - B i - x o M I \ z ' \ ( + x ) 
2 
X \z'\(\z'\+x) i 

i 
(\z'\+x) 

WTrA^BM y 
y 

< oo}. 
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Thus, 
\z'\(\z'\+ W F " (V) WF'(Bi ) b5suppXoM0' 

and 

(9.0.12) WF" (V) WF" (V) 

for ip supported in [T0,Ti] x X0 (where the Ts are elliptic). 
Also, let 3 be the space of microlocally coisotropic functions on e l l ^ o ) relative 

to X (and just in X elsewhere): 

3 UeX: 

\a\<k 
\\Tr^€AaB0<l>\ | | < o o } . 

Note that as discussed in Section 6 (in particular, Lemma 6.0.17) 

3* wxx 

\a\<k 

Tr-i-eAaBQX* , 

so by our assumption on /o, /o £ 3*, provided — (r — 1 — e) — 1 < 5 — 1, i.e., provided(1) 
r > - s + l + e. Moreover, if VQ G 2)*, then 

(9.0.13) v0 e x + tn [ld-B1-Xo)X • TiXoX 

\a\<k' 

TrAaB1X. 

In particular, as w £ WF'(Id — B\ — Xo)Ub5*uppXoMo, is non-focusing at w of order 
k' relative to jET~r+1, hence relative to Hs~€, if we actually choose r = — s + 1 + e. 

For / C po ,Ti], let 2)/ denote the subspace of H™x consisting of functions sup­
ported in J x I , Si denote the subspace H8b,x consisting of functions supported 
in / x X, so • : 59/ —> 61 is continuous, 2)/ C 3, &i C 2) are dense with continuous 
inclusions. Also let 2) = 2)/ , & = 6i for / = (To,Ti). Finally we also let 3 / be space 
of restrictions of elements of 3 to / , and analogously for 2 ) / . Then, as we will prove 
in Lemma 9.0.11(2), Corollary 8.0.6 implies that 

(9.0.14) (f> e 2) M s c u b i t o 

where vanishing for t near Ti is used. In fact, we prove a somewhat more precise 
statement :(3) 

Lemma 9.0.11. — For r € [T0,Ti), T'>T, 

(9.0.15) 4>e 2> WF" (V) <C\ WF" (V) 

W Note that for such r, r > 1 + e as required above, since s < 0. 
(2) The only reason for Corollary 8.0.6 combined with Corollary 6.0.20 not yielding the result im­
mediately is that Corollary 8.0.6 is stated for the homogeneous wave equation. This suffices for our 
purposes as we only require inhomogeneities that are very regular near the boundary, hence the 
propagation result of [30] is adequate. 
(3) Notice that 4> is merely supported in (To, Ti) here; not in (r, Ti), which would be (9.0.14) on [r, T{\, 
except for the loss of going from r' to r. 
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P R O O F OF L E M M A : Recall first that by standard energy estimates (taking into account 
the vanishing of (j> near Ti) 

(9.0.16) ^ 6 0 IMI*...*,, WF" (V) WF" (V)WF" (V) WF" (V)WF" (V) 

Thus, we only need to prove that for \a\ < kl', 

\\Tr^tAaB0ct>\ 
\X[T>,T1) WF" (V)vv 

If 0<f> is supported away from dM, then this follows from Corollary 6.0.20 and Corol­
lary 8.0.6. In general, let Q € # ° ( M ) be such that W F ' ( B i ) fl WF'(Id -Q) = 0 , anc 
Q has compactly supported Schwartz kernel in (M°)2. Then QO</> has support awaj 
from dM, so 

(9.0.17) WF" (V)WF" (V) WF" (V) WF" (V) <IIQ vWF" (V) WF" (V) 

where C L 1 denotes the backward solution of the inhomogeneous wave equation. On 
the other hand, 

WF" (V) P\\H^{MO) WF" (V) 

so by propagation of b-regularity [30], 

WF" (V) WllffòV(ilfo) WF" (V) 

hence the much weaker statement 

'9.0.18) ||Tr_i_ej4aB0 n - l ( ( Id -Q) 0)||a£[T,iTll WF" (V) 

also holds. Combining (9.0.17) and (9.0.18) proves (9.0.15). This concludes the proof 
of Lemma 9.0.11, and hence of (9.0.14) as well. 

In particular, recalling that 0 = ®(T0,Ti)) (9.0.14) shows that for ip € R a n ^ D 

there is a unique <j> € 0 such that ip = D<j>; we denote this by <f> = D - 1 ^ - Thus, 

•Vll3< WWy, if> e Ran^) 

Now consider the linear functional on Ran^ • given by 

tb / 0 , 1 1if>), Y e RAIIÇS 

which satisfies 

K/o, WF" < fo .V "Vila Cll /ob ' I IV ' lb , ^ € R a n è 

This has a unique extension to a continuous linear functional £ on Ran^ • , the closure 
of Ran^D in 2). 

If we used the Hahn-Banach theorem at this point to extend the linear functional 
£ further to a linear functional vo on all of 2), we would obtain a solution of the 
wave equation Ov0 = f0 on (T0,Ti), as (Ov0,(f)) = (vo,0<f)) = (/o ,0) for (f) G 2), 
which is indeed non-focusing at w, but we need not just any solution, but the forward 
solution, CÇVo. So we proceed by extending the linear functional £ to a continuous 
linear functional L on 

(9.0.19; WF" ()Ran rh <5(T0,tJ)> 
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first, in such a manner that the extension is £ on the first summand and vanishes 
on the second summand. If we actually have such an extension, then we can further 
extend it to all of 2), then vanishing on the first summand shows that it solves the wave 
equation on (To,t[), while vanishing on the second summand shows that it vanishes 
on (TQ, tg), so its restriction as a distribution on (To,t0) is indeed D ^ / o . In order to 
obtain such an extension we show: 

Lemma 9.0.12. — i. £ vanishes on the intersection of the two summands, so L is 
well-defined as a (not necessarily continuous) linear map, 

ii. The subspace (9.0.19) of 2) is closed, and given an element ip + p in the sum, 
there is a representation^ tp + pofi/j + pasa sum of elements of the two 
summands such that one can estimate the %)-norm of'ip and p in terms ofijj + p . 

P R O O F OF LEMMA: We start with the statement regarding intersection of the sum­
mands in (9.0.19). Thus, we claim that if 

supp fo [*o,*i] x X, 

then 

(9.0.20^ tp G Rar WF" (V) and suppV7 C ( T 0 , £Q) l(Y) 0. 

To see this let i\)3- —> ̂  in 2), ipj = D 0 j , 4>j G ®[T0,ti]- Then {ipj} is Cauchy in 2), 
hence {(j)j} is Cauchy in 3 by (9.0.14), hence converges to some <f> G 3- By the support 
condition on (/)j, supp (f> C [T0, t[]. As Ufa —• D(j> in X* (for • : X —• X* is continuous), 
and D(/>j = ; —• ip in 2), hence in £*, we deduce that tp = •</>, i.e., D<f> is supported 
in (T0,tg). Thus, ^jlctj.T!) —• 0 in the 2) topology hence </>j|[t0,Ti] -> 0 in the 3 
topology using (9.0.15) with r = t0, r' = to, so, by the support condition on / , 

l ( /o ,^)l WF" (V) $3 WF" (V) o, 

so we deduce that (/o, <j>) = 0 as claimed. 
Next we turn to the closedness of the sum in (9.0.19). First, we claim that if 

ip G Ran^ 
(̂ïb.ti) 

P ^ 5(To,^) then there exist ib G Ran^WF" (V) ^ G ^(Tcfo) SUch 

that 
sd 

y> + p = ip + P and l l ^ b < WF" (V) 

Indeed, let x+ e Î?°°(R) such that 

suppx+ (To,+oo) and supp(l — x+) ( -oo, T0). 

Let • _ (^ + p) denote the backward solution of the inhomogeneous wave equation; 
i.e., the unique solution of Dû = é + p which vanishes on ( t i ,T i ) . Then let 

cbcb (x+i WF" (V) Ran a 
(̂T0,t') 

(4) Since the intersection of the summands is non-trivial, this can only be true for some representation, 
not all representations! 
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SO 

p = ib + p — ib = ( l - x + ) ( V > + p) WF" (V)WF" (V)v WF" (V) 

Moreover, 

(9.0.21) V = X+W> + P, [ • . X + P I ' ^ + P) 

satisfies 

IMI* £ II WF" (V) 

as follows by inspecting the two terms on the right hand side of (9.0.21): for the 

first this is clear, for the second this follows from ||Y + Plli^ ^* ~ 11^ + Plta> 

see (9.0.12), hence one has a bound in X for DZ1^ Y + p) by (9.0.16), and then 

supp[•,%_(-] C suppdx+ C (T0, Tb) gives the desired bound in 2). This concludes the 

proof of Lemma 9.0.12. 
Thus, if ijjj G R a n ^ / ^ • , p3 G 6^Tq fQ^ and ipj+pj converges to some v G 2) then 

defining ^ and p3 as above, we deduce that due to the Cauchy property of {ip3 + P j } , 
Yi is Cauchy in 2), hence so is {p^} , thus by the completeness of 2) they converge 

to elements in I/J G Ran 
ĈTQ.t̂ ) 

resp. p G &/To f-o) with ip + p = v. This shows 

that Ran 
%-o.ti) 5(To,f0) is closed, and indeed gives an estimate^ that if v G 

Ran a 
^(T0,t;) 

%o,T0) then there exists ib G Ran^ 
(̂T0,ti) 

and p G £(T0 fb) such ^nat 

ip + p = L> and 

(9.0.22) IMI® + l lPb < H b 

As mentioned earlier, this construction allows us to define a unique continuous 
linear functional L on 

RanWF" (V)cxvvvv £(To,*o)' 

in such a way that it is £ on the first summand and it vanishes on the second summand: 
uniqueness is automatic, existence (without continuity) follows from (9.0.20), as the 
two functionals agree on the intersection of the two spaces, while continuity follows 
from (9.0.22). Then we extend L by the Hahn-Banach theorem to a linear functional 
0̂ on 2). 

Then v0 G 2)* solves v0 = /0 on (T0,t i ) , since for (j) G 2)(To,tì) 

vo,<l>) sff <t>) ( /o ,0) , 

and v vanishes on (To,to), lor it vanishes on cD(T0,t0)i Le-> 011 test functions sup­
ported there, so it is the restriction of the forward solution of the wave equation 
to (To,Ti). We have thus shown that if /0 £ 3* is supported in [to, t i] , which holds if 
/0 satisfies the support condition, is microlocally non-focusing on ?4h and is conor­
mal to the boundary elsewhere, then the forward solution of Dvo = /0 is in 2)* (cf. 

(5) This estimate follows from the open mapping theorem, given that the sum is closed, but the direct 
argument yields it anyway. 
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Lemma 6 . 0 . 1 8 ) , hence by ( 9 . 0 . 1 3 ) it is in particular microlocally non-focusing of order 
kf relative to Hs~€ at w. This completes the proof of the theorem if s < 0 . 

If s > 0 , one could use a similar argument relative to slightly different spaces: 
the only reason for the restriction is that elements of 2 ) lie in X* and a larger space 
(which would thus have a smaller dual relative to L2) would be required to adapt 
the argument. However, it is easy to reduce the general case to s < 0 : replacing u 
by u = ( 1 + D2)Nu, N > s / 2 , u is non-focusing of order k relative to HS~2N on 
a neighborhood of £7jjPjreg and solves the wave equation, hence it is non-focusing 
of order k' relative to Hs~2N~e at w by the already established s < 0 case of this 
theorem, and then the microlocal ellipticity of ( 1 -h D2)N near the characteristic set 
(recall that w is over the interior of MQ) shows that u itself is non-focusing of order 
kf relative to Hs~€ at w, as claimed. • 

As a consequence of the proposition of nonfocusing, we are now able to prove our 
main theorem: 

Theorem 9.0.13. — Let u G H\OC{MQ) satisfy the wave equation with Dirichlet or Neu­

mann boundary conditions. Let p G &w,b, and w € 90pTeg. 

Assume 

i. u satisfies the nonfocusing condition^ relative to Hs on an open neighborhood 

of9 b 
J,p,reg in 9 -b 

I ,reg> 
ii. WFS u H {wf G 9Ipreg : w',w are geometrically related} = 0 , 

iii. W F J W f l ^ = 0 . 

Then 

w i WFs-°(u). 

Proof — By using a microlocal partition of unity (cf. the argument at the beginning 
of Theorem 9 . 0 . 9 ) , we may arrange that (ii) is strengthened to 

( 9 . 0 . 2 3 ) W F ° ° t i W e9 b 
f,p,reg 

w'\w are geometrically related} = 0 , 

and (iii) to 

( 9 . 0 . 2 4 ) W F 
00 
b 

(«) 9 b 
p,/,sing 0 , 

for if a microlocal piece u of the solution is in Hsb then it remains in H£ under forward 
evolution, by the results of [30]. 

Let r < s. On the one hand, by conditions (i) and (iii), u satisfies the non-focusing 
condition (of some, possibly large, order kr) relative to Hr at w due to Theorem 9 . 0 . 9 . 
On the other hand, by Theorem 8 . 0 . 4 , ( 9 . 0 . 2 3 ) and condition (iii), u is microlocally 

(6) Recall from Definition 6.0.11 that this means nonfocusing of some order k. The nonfocusing order 
is irrelevant here: only the space relative to which the nonfocusing condition holds matters. 
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coisotropic at w, i.e., there exists S £ R such that(7) microlocally near w 

(9.0.25) Aau £ Hs y a. 

Lemma 8.0.7 now allows us to interpolate between nonfocusing and (9.0.25) to con­
clude that microlocally near w, u £ Hr~°. Since r < s is arbitrary, this proves the 
result. • 

Corollary 9.0.14. — Let u be a solution to Du = 0 with Dirichlet or Neumann bound­

ary conditions, and let p £ $£w,h- Suppose that for some EQ > 0, in a neighborhood 

of 7Ip(eo) in b5^fo^Mo, u is a Lagrangian distribution of order s with respect 

to £ C T * M Q , a conic Lagrangian such that £f\ 7^psing = 0 and the intersection 

of £ and ¿ 7 / ^ is transverse at S ^ ^ g -

Then ifwe £?o,reg is n°t geometrically related to any point in £, 

w é WF"S~ (n+l)/4+(fc-l)/2-0 

where k is the codimension of W. 

The a priori regularity of such a solution is #-*-(™+i)/4-o so this represents a gain 
in regularity along the diffracted wave of (k — l ) / 2 — 0 derivatives. 

Proof. — Corollary 9.0.14 follows from Theorem 9.0.13 together with the results of 
Section 14 of [15]. We therefore give only a brief sketch of the proof. 

Microlocally near any point in the transverse intersection of £ and 9hIveg, we may 
apply a microlocally unitary FIO T quantizing a conic symplectomorphism that brings 
£ and S^reg to the respective normal forms 

A T { 0 } and \ [Ci = --- = C*-i = 0} 

inside T*(Mn+1) with coordinates (2/1,... , yn+2-fc? ^i? • • • ^fc-i) and dual coordinates 
77, £. (One should think of the y coordinates as analogous to the collection of the 
coordinates t,x,y used previously, while the z coordinates are associated the fiber 
variables, also called z above.) Thus our test module M is generated by DZl,... DZk_1. 
Writing Tu as the inverse Fourier transform of a symbol a of order s — (n + l ) / 4 , we 
find that 

(Id+T> 2 + ••• + £ 2 ) NTu 5 r-l 
xc xcx 

WF" (V) 2 
1 WF" (V) WF" (V) 

For N ^> 0, the integral in £ converges absolutely, and the result is a continuous 
(indeed, as smooth as desired) family in z of conormal distributions with respect to 
the origin in y; the order of growth of the amplitude is still s — (n + l ) / 4 but as the 
dimension is now (n + 1 ) — fc, the order of the Lagrangian distribution is now s — (k — 
1)/4, while the resulting Sobolev regularity is — s — (n + 1 ) / 4 + (k —1)/2 — 0. Thus, the 
nonfocusing condition is satisfied relative to this Sobolev space, and Theorem 9.0.13 
yields the desired regularity of the diffracted wave. • 

(7) The particular choice of S is dependent on the background regularity of the solution, which in 
turn can be low, depending on the order of nonfocusing relative to Hs. 
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Corollary 9.0.15. — Let 7 : (—€0,0] —> b£o be a GBB normally incident at W, 7(0) = 
a G &w,b, and let 7 be its projection to MQ. Given o G 7((—eo,0)), let uQ be the 
forward fundamental solution of\3, i.e., uQ = D ^ 1 ^ . 

There exists e > 0 such that if o G 7((—e, 0)) then for all w G 9^areg, such that 

w is not geometrically related to point in hS*Mo fl bEo, 

wé W F '-n+fc+l)/2-0 
U0 

where k is the codimension of W. 

Note that this represents a gain of (k — l ) / 2 — 0 derivatives relative to the overall 
regularity of the fundamental solution, which lies in f f -n /2+1 - ° . 

Proof. — The hypotheses on the location of o ensure that, with £ denoting the flow-
out of b5*M0 HbE0, £ is disjoint from 5 ^ , ^ in view of Corollary 3.4.17. Thus, the 
microlocal setting is the same as that of [15], hence the hypotheses of Corollary 9.0.14 
are satisfied. • 
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SOME FUNCTIONAL ANALYSIS 

We often encounter the following setup. Suppose that fj, 2) are Banach, resp. locally 
convex, spaces, and 

^fu­ si 

is a continuous injection with dense range (so one can think of 2) as a subspace of S) 
with a stronger topology). Let ft, ? ) ' denote the spaces of linear functionals on Si, 
2) endowed with their respective weak topologies (i.e., the weak-* topology in the 
Banach space setting). Then the adjoint of t is the map 

^ :i5 xcc xcw e(iv), e e ft', 

and ¿1" is continuous in the respective topologies. The injectivity of ¿ implies that ^ 
has dense range, while the fact that i has dense range implies that $ is injective. 
Thus, one can think of ft as a subspace of 2)', with a stronger topology. 

If S) is a Hilbert space with inner product (.,.)# C-linear in the first argument, 
there is a canonical (conjugate-linear) isomorphism j# : Si —• ft given by j%(u)(v) = 
(v,u)fi. Suppose also that there is a canonical conjugate linear isomorphism 

c?> : S) wxcw Id, {u,c^v) (v,CfiU)] 

if Si is a function space, this is usually given by pointwise complex conjugation. Thus, 

TSÌ xcWF" (V) Si' 

is a linear isomorphism. Thus, if A : 2) —• Si is continuous linear, then A* : —• 2)' 
continuous linear, and 

A* A1 ojfiocs) : 55 df 

is continuous and linear. In particular, letting A be our continuous injection, 

df WF" (V)WF" (V) xc 

is linear, injective with dense range, so i j can be considered a subspace of 2)' (with a 
stronger topology). In particular, 

t" o t : 2J xc 

is also injective with dense range. One considers the triple (2)' , i}, ̂ ) the ,fj-dual of 2); 
we will denote this either simply by 2)',or by 2)* if we want to emphasize the inclusion 
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of 2) into 2)' via h in what follows. Note that if 2) is also a Hilbert space with a 
canonical conjugate linear isomorphism(1) C2), 

TO WF" (V) xc Id, 

then we have the canonical linear isomorphism T%) = o C%) : 2) —> 2)', and it is 
important to keep in mind that TN is (usually) different from ^ I = o T% o T: 

TY(U)(V) WF" (V) 

I}*I(U)(V) UV, (c« o I)U)* (LV,(IOCZ))U)S), 

for U,V G 2). A simple example, when X a compact manifold with a smooth non-
vanishing density V is obtained by 2) = g* (X) (a Frechet space) and 5} = Z (̂-X") 
with respect to the density z/, with ¿ : 2) —* X the inclusion. Then £^ : (X) —• 
*6~°°(X) is the standard inclusion of Schwartz functions in tempered distributions: 
I\F{<J>) = J F<J>U. 

In fact, we shall always consider a setting with 2) a dense subspace of SJ, with 
a locally convex topology, with respect to which the inclusion map is continuous 
(i.e., which is stronger than the subspace topology), so using the linear isomorphism 
JF, ° es : SJ -> SJ', we have continuous inclusions, with dense ranges, 

2) SJ SJ' 2>'. 

Suppose now that A : tf) —» 2), hence A+: 2)' —> 2)', and suppose that A* maps 2), 
i.e., more precisely the range of I^L (with i: 2) —> SJ the inclusion), to itself, and let 

A WF" (V)WF" (V) 2) d. 

Then for /,</>€ 2> 

(A.0.1) 

WF" (V) WF" (V)vxvW WF" (V)vxvWF" WF" (V)xvWF" 

(At^t/)(C2)^ (t^/)(Ac^) (tC®/, LACQ,4>) 

(iC^AC^^F), 

so 4̂ is the formal adjoint of C^AC® with respect to the SJ inner product. 
Given a Hilbert space SJ as above, hence an inclusion of 2) into 2)', we shall also 

have to consider subspaces X of 2)' with a locally convex topology, which contain the 
image of 2) in 2)' (under the ^-induced inclusion map), and such that the inclusion 

maps 
2) X 2)' 

are continuous, with dense range, hence one has the corresponding sequence of adjoint 
maps, which are continuous, with dense range, when all the duals are equipped with 
the weak topologies. As (2)')' = 2), one obtains 

2) X' 2)' 

(x) Again, pointwise complex conjugation on function spaces is a good example. 
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If further 

0 X Si 0 ' 

continuous, with dense ranges, then 

2> xc xc X' 2>', 

and similarly it one had the reverse inclusion between x and r). 
One way that subspaces such as 2) arise is by considering a a finite number of 

continuous linear maps Aj : 0 —• 0 , such that there exist continuous extensions 
Aj : 0 ' —• 0 ' (which are then unique by the density of 0 in 0 ) , hence Aj : X —» 0 , 
j = 1,.......k; Then, in what essentially amounts to constructing a "joint maximal 
domain" for the Aj, and writing txqy : £ —• 0 ' for the inclusion, let 

(A.0.2) 0 {m e X : Mj,AjU € Ran*.£gy} 

with 

(A.0.3) M a = I N ! WF" (V)cv 
WF" (V)xv 

where the injectivity of was used. If {un} is Cauchy in 2), then it is such in X, so 
converges to some u G X, and thus Aj^n —• A^u G 0' . Moreover, if {un} is Cauchy 
in 2) then i~£,AjUn is Cauchy in X so converges to some Vj G X, hence AjUn —• LX<z>'VJ 
in X. Thus, = Lx®'vji so A?"1* ^ Ran^x2)S and ^j^n —> AjU in X, proving that 
2) is a Hilbert space. We will simply write Aj for Aj\^ : 2) —• X. Note that 0 C 2), 
so 2) is dense in X. However, 0 is not necessarily dense in 2). 

An example is given by X = -^(^O on a compact manifold with or without bound­

ary, g a Riemannian metric, Aj be a finite set of "6°° vector fields which span all vector 

fields over %°°{X), 0 either %°°(X) or ^ ° ° ( X ) ; then 2) = H]{X). If 0 = J f ^ X ) , 
• oo 

then 0 is dense in 2), but if 0 = 5? ( X ) , then this is not in general the case: it fails 
if the boundary of X is non-empty. Other examples are given coisotropic distribu­
tions, where the Aj are products of first order ps.d.o's characteristic on a coisotropic 
manifold; see a general discussion below for spaces given by such ps.d.o's. 

Another way a subspace like 2) might arise from continuous linear maps A3: : 0 —• 0 is the following. In a "joint minimal domain" construction, one can define 

(A.0.4) WF" 
(V) 

lltilll + W F " ( V ) l i b i l i , 

as above, and let 2J be the completion of 2) with respect to this norm, so 2) is a Hilbert 
space. Moreover, the inclusion map LQX : 2) —+ X as well as Aj extend to continuous 
linear maps 

WF" (V)WF" (V) x, 

and LyX has dense range (for 0 canonically injects into the completion). In addition, 

with 2) as above, the inclusion map ¿02) : 0 —* 2) extends continuously to a map 

WF" (V) 2) 
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which is an isometry, and is in particular injective. This in particular shows that the 
inclusion map from 2) to X is also injective, with a dense range. For X a manifold 
with boundary and 2 ) = T8 (X), Aj vector fields as above, one has 2) = HQ(X); with 
2> = W°°(X), one has 2) = HX(X). 

Note that the closure of 2 ) in 2) is 2), so 2 ) is dense in 2) if and only if 2) = 2) 
(i.e.,TDD is surjective). From this point on we assume that 2) = 2). This is true, 
for instance, if one is given Bi,...,Br € ^ ^ ° ( M ) , and Ai,..., Ak are up to s-fold 
products of these, as shown below in Lemma A.0.3. Thus, 2); C 0 ' (i.e., the inclusion 
map is injective). 

Using the inclusion map t^x we can now identify the dual of 2) with respect to ft. 
We start with the case $) = X. By the Riesz lemma, 2) ' = TyfiQ and T«n is unitary, 
where 

WF" (V)WF" (V)WF" (V) 

But 

WF" (V)WF" (V)WF" (V) WF" (V)WF" (V)WF" (V) 

3 

(AjU^AjCyvjsj 

WF" (V)WF" (V)vxv 
3 

[JxAjCxvvyviAju). 

Thus, 

WF" (V)WF" (V)WF" (V) A)c^WF"V)AjC^)v){u). 

We conclude that 

TfQV WF" (V) A)c^AjC^)v, 

and 

(A.0.5) 2T = (LmssLv^ A%AjC<n)ïï). 

This also shows that 

xc Ran iLfi + WF" (V) 

for D follows from the definition of rf, etc., while C follows from (A.0.5). We recall 

here that by (A.0.1), A^ is the formal adjoint of cgAjC®. 
More generally, we do not need to assume X = hrather assume that 

(A.0.6) (U,V)T 

k 
(Bku, Bkv)^, 
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where Bk : X —• $) are continuous linear maps (and there is no assumption on the 
relationship in the sense of inclusions between X and SS). Then 

WF" (V) WF" (V) WF" (V)WF" (V) 

3 

t(Aju,AjCfDv)x 

k 

wx(Bkiyxu, Bki%xc%)v)% + 
3 

wx(BkAjU^BkAjC^v)^ 

k 
wxwjsjBktfr)xc^v(Bki^xu) + 

3 

wxj^BkAjCfQv(BkAju) 

wx 
wxx((BKL^x)bcsjBki^x + WF" (V) t SMMESSMSimi l («), 

so we conclude as above, using (BkAjY = A*B\, etc., that 

(A.0.7) 2)* = Ran i\gX -

W3 

wx 
wx 

note that the same computation as in (A.0.1) with factors of i omitted shows that AJ 
is the formal adjoint of cgAjC®. 

We now prove the density lemma mentioned above. We start by commuting 
bounded families of operators through products of first order ps.d.o's. 

Lemma A.0.1. — Let r > 1. For s G N, let Js be the set of maps {j : { 1 , . . . , s} —> 
fi ri. 

Suppose that Ai,..., Ar G ^l^(M), and for 5 G N and j G Js, let 

Aj — Afa ... Afa. 

Then for k G N, j G Jk and {Qn} a uniformly bounded family in \ £^° (M) , 

AjQn — QnAj -f-

s<k-l iG J3 

CinAi, 

with {Cin • n G N} uniformly bounded in ^ ^ ° ( M ) , and the uniform bounds are 
microlocal (so in particular WF'({Cin : n G N}) C WF'({Qn : n G N})). 

Moreover, for e > 0, if Qn -> Id in * ^ ( A f ) then Cin —• 0 in tf*£(M) as n —> oo. 

Remark A.0.2. — We do not need the microlocality of the uniform bounds below, but 
it is useful elsewhere. 

Proof. — We proceed by induction, with k = 0 being clear. 
Suppose k > 1, and the statement has been proved with k replaced by k — 1. Then 

for j G Jk, 

AjQn — QnAj -f- [Aj1, Qn] Aj2... Ajk + \- Aj1 WF" (V)WF" (V) 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2013 



122 APPENDIX A. SOME FUNCTIONAL ANALYSIS 

Note that [Ajm, Qn] G ^ ^ ° ( M ) uniformly, and in a microlocal sense (and [AjmJ Qn] —> 
0 in tf^Af) if Qn Id in * ^ ° ( M ) ) . Thus, the first two terms are of the stated form. 
For the others, there are I < k—1 factors in front of the commutator, which is bounded 
in * ^ ° ( M ) (and converges to 0 in tf^M) if Qn -+ Id in * ^ ° ( M ) ) , so by the inductive 
hypothesis 

Aj^ . . . Ajj[Aaj,^,Qn] 

can be rewritten as sds 'ieJs GSAnAi, hence 

Aj± ... Aj, [Aj,,., Qn] A • A 
^3L+2 ' • ' ^3K 

is rewritten as Cs^nAix ... AisAjl+2... Ajk with s + (fe-(¿4-1)) < Z + fc —(Z + l ) = / c - l 
factors of the A's, hence is of the stated form. • 

Lemma A.0.3. — Suppose that B\,...,Br G ^l^(M), and let X be a Hilbert space on 
which \£^°(M) acts, with operator norm on X bounded by a fixed (M)-seminorm. 
Let 0 C X be a dense subspace with a locally convex topology, and with all Q G 
W~b°°'0(M), Q : X 0 continuous, while for all Q G W™'°(M), Q : 0 -» X ¿5 
continuous, with bound given by a fixed W^'°(M) seminorm and a fixed seminorm 

on CJ). 
For k<EN, let 

with 

ïï) = iu€X: V*<fc , V? G J8,AAU G X) 

Hull s 
s I M I 

s 
s 

s<fe s<fe 

s<fe 2 
g 

T/ien 0 is dense in 2) . 

Proof — We start by observing that if Qn is a uniformly bounded family in \ ^ ° ( M ) , 

Q G #eb°(M) and Qn ^ Q in ^eb(M) for 6 > °>then Qn ^ Q strongly on X. Indeed, 
Qn is uniformly bounded on X by the assumptions of the lemma, so it suffices to 
prove that for a dense subset of X, which we take to be 0 , u G 0 implies Qnu —» Qii 
in X. But this is immediate, for Qn —> Q in ^ ^ ( M ) , hence as a map 0 —> X, by the 
assumptions of the lemma. 

Now let An G *7b°°*0(M) uniformly bounded in ¥°{,0(M) and An Id in W^°(M) 
for e > 0, so An —»Id strongly on X. We claim that for s < k, 

(A.0.8) u G 2), j G Js 2), j G Js AjU as n co in X. 

Since Anu G 0 , this will prove the lemma. Note that Anu —• it in X. 
By Lemma A.0.1, for j G JS5 

An An̂ 4jf 
K s - l 2), j G Js 

2), j G Js 

with {Cin : n G N} uniformly bounded in ^"b (M)> ^ ^ 0 in W*b (M) for 6 > °-
Correspondingly, {Cin : n G N} is uniformly bounded as operators on X, and Cin —> 0 
strongly on X. Since Aju G X and A^u G X for i G J | , I < s, we deduce that 
^4jAnu —• A^ti in X, completing the proof. • 
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APPENDIX B 

THE EDGE-B CALCULUS 

Let M be, for this section, a general compact manifold with corners and let W 
be one of its boundary hypersurfaces. At the end of the section we comment on non-
compact M, which is setting of the main body of the paper; this is essentially a 
notational issue as our problem is indeed local in a relevant sense. In the body of the 
paper above, M is obtained by the blow up of a boundary face Y of a manifold with 
corners Mo and W is the front face of the blow up, i.e. the preimage of Y under the 
blow-down map. In fact our discussion is mostly local in the interior of Y and hence we 
could assume that Y has locally maximal codimension, so that it has no boundary. We 
shall not, however, make this assumption here, and we include the setting obtained 
by blow-up without actually restricting the discussion to it. Instead, we shall suppose 
that W is equipped with a fibration 

(B.0.9) Z w 

sd 

Y. 

Since the manifolds here may have corners, this is to be a fibration in that sense, so 
the typical fiber, Z, is required to be a compact manifold with corners, the base, Y, 
is a manifold with corners and 0 is supposed to be locally trivial in the sense that 
each p e Y has a neighborhood U over which there is a diffeomorphism giving a 
commutative diagram 

(B.0.10) 2), j G Js U x Z 

d 7T[/ 
u. 

Mainly for notational reasons we will also assume that Y is connected. 
Let VebiM) C Vb(M) be the Lie subalgebra of all those smooth vector fields 

on M which are tangent to all boundary (hypersur-)faces and in addition are tangent 
to the fibers of (j> on W. The calculus of edge-b pseudodifferential operators will be 
constructed in this setting, it is determined by M and 0 and microlocalizes Veb(M). 
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In case the (j) has a single fiber, i.e. Z = W, corresponding to the case that W i 
not blown up at all, the Lie algebra Veb(M) reduces to ^^(M) and the desired mi 
crolocalization is just the algebra of b-pseudodifferential operators on M as a manifoL 
with corners. The construction of this algebra is discussed in [17, 20] and of course VI 
is in no way singled out amongst the boundary hypersurfaces. The pseudodifferentia 
operators are described in terms of their Schwartz kernels, which are the conorma 
distributions with respect to the resolved diagonal in a blown-up version of M2, wit] 
the additional constraint of vanishing rapidly at boundary faces which do not mee 
the lifted diagonal. The resolved double space in this case is 

(B.0.11) M [M2;<B], $ = {BxB 2 
b : 

^BeM^M)}. 

Here, in generality, MP(M) is the collection of all connected boundary faces of codi-
mension p of the manifold with corners M. It is of crucial importance that the lift 
to M2 of the diagonal, is a p-submanifold—the lift in this case is the closure (in M2) 
of the inverse image of the interior of the diagonal: 

(B.0.12> Diagb = cl(Diag(M) int(M2)). 

Then the operators on functions correspond to the kernels 

(B.0.13) \£m(M) {Aeim(M£-f3*tt 0 at dh b W ) 

where ff (/3) is the collection of boundary faces produced by the blow-ups defining the 
combined blow-down map ¡3 : M2 — • M2. 

The composition properties of these operators, including the fact that the "small 
calculus" is an algebra, can be obtained geometrically from the corresponding triple 

space 

(B.0.14) M 3 
b M3; $ 3 , # 1 wc B3;B £ Mi(M) 

xwc M x B x B, B x M x B, B x B x M,B e MoMoMo 

There is considerable freedom in the order of blow-ups here and this is sufficient to 
show that the three projections, 7ro, from M3 to M2 lift to "stretched projections" 
7ro,b ' —> M2b, O = 5, C, F , corresponding to the left, outer and right two factors 
respectively; these maps are b-fibrations and factor through a product of M2 and M 
in each case. 

As already noted, it is crucial for the Definition (B.0.13) that the lifted diagonal 
Diagb be a p-submanifold, meaning that it meets the boundary locally as a product. 
This also turns out to be essential in the construction of M2b below. 

There is another extreme case in which the microloealization of the Lie algebra 
Veb is well-established, namely when W is the only boundary hypersurface, so M is a 
manifold with boundary; this is the case of an "edge" alone, with no other boundaries. 
The construction of a geometric resolution in this case can be found in [13] and [14]. 
It is quite parallel to, and of course includes as a special case, the b-algebra on a 
manifold with boundary. In the general edge case when the fibration </> is non-trivial 
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(but W itself has no boundary) the center blown up in (B.0.11), which would be W2, 
is replaced by the fiber diagonal 

(B.0.15 
Diag0 = {(p,p') eW2;c/>(p) = ct>(p')} = (0x0)"1(Diag(F)) 

fd f2 = [M2;Diag^] 

Similarly, the triple space is obtained by blow-up of the triple fiber product 
(B.0.16) 

2), j G Js 4 [(P,p',p")e W3;cf>(p) Hp') Hp")} ( ( ^ x ^ x ^ - ^ D i a g ^ F ) ) 

and then the three partial fiber diagonals, the inverse images, Diag^, O = 5, C, 
of Diag^ under the three projections TTQ : M3 —> M2 : 

(B.0.17) M r3 [M3;Dia| 3 
4> 

Diag >4> Diag 
xc 

c Diag F 

Again the three projections lift to b-fibrations 

(B.0.18) M •3 
4> 

xcx 
xcx 
xcx M 2 

4>' 

The microlocalization of Veb is accomplished here by the combination of these 
two constructions. The diagonal, even for a manifold with boundary, is not a p-
submanifold—does not meet the boundary faces in a product manner—and as already 
noted this is remedied by the b-resolution. Since the fiber diagonal in W2 is the inverse 
image of the diagonal in Y it too is not a p-submanifold in case Y has boundary, but 
then the partial b-resolution of M resolves it to a p-submanifold which can then be 
blown up. 

More explicitly, the boundary hypersurfaces of M, other than W itself, fall into 
three classes according to their behavior relative to 0. Namely there may be some 
disjoint from W\ these are relatively unimportant in the discussion below. Otherwise 
the intersection of W and such a boundary hypersurface, B, is a boundary hypersur-
face B fl W of W. The remaining two cases correspond to this being the preimage 
under 0 of a boundary hypersurface of Y or, if this is not the case, then B fl W is the 
union of boundary hypersurfaces of the fibers of 0, corresponding to a fixed boundary 
hypersurface of Z. In brief, the boundary hypersurfaces B G M\{M) \ {W} which 
meet W correspond either to the boundary hypersurfaces of Y or of Z. Let <S , $(Y) 
and $(Z) C Mi(M) denote the three disjoint subsets into which M\(M) \ {W} is so 
divided. 

To define the double space on which the kernels are conormal distributions with 
respect to the lifted diagonal, just as in both special cases discussed above, we make 
one blow up for each of the boundary hypersurfaces. For those other than W, this is 
the same as for the b-double space for M, which is to say the corners, B x B, are 
to be blown up for all B G M\(M) \ {W}. Since these submanifolds are mutually 
transversal boundary faces within M2 they may be blown up in any order with the 
same final result. For W we wish to blow up the fiber diagonal, Diag^, in (B.0.15). 
This is certainly a manifold with corners, since it is the fiber product of W with 
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itself as a bundle over Y, given by </>. However, as noted, it is not embedded as a 
p-submanifold if Y has non-trivial boundary. If Xi and yj are respectively boundary 
defining functions and interior coordinates near some boundary point of Y, and x ' , ?/, 
x" , y" are their local lifts to W2 under the two copies of </>, then Diag^ C W2 is the 
"diagonal" x1 = x" , y' — yn. Near a boundary point of Y this is not a p-submanifold. 

Note that in the simplest case, when $(Y) = 0 , the following lemma merely says 
that Diag^ is a p-submanifold of M2. 

Lemma B.0.4. — The fiber diagonal Diag^ lifts to a p-submanifold of 

[M2; 0 0 0 ] . 

We will still denote the lifted submanifold as Diag^. 

Proof — Since Diag^ C W2 and this is the smallest boundary face of M2 with this 
property, under the blow up of other boundary faces of M2, Diag^ lifts to the subset 
(always a submanifold in fact) of the lift of W2 under the blow up of the intersection 
of W2 with the boundary face which is the center of the blow up. That is, to track the 
behavior of Diag^ we need simply blow up the intersections of the elements of $(Y) 
with W2, inside W2. This corresponds to exactly the "boundary resolution" of Y2 
to Y2 as discussed briefly above. So the diagonal in Y lifts to be a p-submanifold. 
Since 0 is a fibration over Y, it follows easily from the local description that Diag^ lifts 
to a p-submanifold of the blow up, [W2; <S(Y) fl W2] and hence to a p-submanifold 
of [M2; $ ( Y ) ] as claimed. • 

Thus blowing up the elements of <S(Y) in M2 resolves Diag^ to a p-submanifold, by 
resolving the diagonal in Y2. The defining functions of the elements of $(Z) restrict to 
defining functions of boundary faces of the lift of Diag^, so all the remaining boundary 
faces, in U $(Z) are transversal to this lift. Such transversality is preserved under 
blow up of boundary faces, so we may define the eb-double space in several equivalent 
ways as regards the order of the blow-ups and in particular: 

(B.0.19) 
M2h- [ M 2 ; < D i a g J 

[M2;g(Y)2 ,Diag . W , ( ^ ) 2 ] , 
where the "squares" mean the set of self-products of the elements and the ordering 
within the boundary faces is immaterial. 

The fibration <\> restricts to a fibration, of B fl W for each B G $ ( Z ) , over 
the same base Y. For each B G 25(Y) instead (j) restricts to B fl W to a fibration, 
again denoted 0 s , over Y ( B ) , the corresponding boundary hypersurface of Y. Thus 
considering B G ^B(Z) or B G 25(Y) as manifolds with corners on their own, each 
inherits a fibration structure as initially given on W C M on the intersection B D W G 
Mi(B). For the elements of B' there is a corresponding trivial structure with no W. 

Lemma B.0.5. — The diagonal in M2 lifts to a p-submanifold of M2h. The ufront 
faces" of M2b, those boundary hypersurfaces produced by blow up, are of the form 

ASTÉRISQUE 351 



APPENDIX B. THE EDGE-B CALCULUS 127 

B2b x [0,1], corresponding to each B e 25 = M\{M) \ {W} with its induced fibration 
structure. That corresponding to Diag^ is the pull-back of the bundle [W2; ($(Z) fl 
(VT))2], defined by blowing up the diagonal corners of the fibers, to a (closed) quarter 
ball bundle over Y. 

Proof. — These statements are all local and follow by elementary computations in 
local coordinates. • 

Thus, the definition of the "small" calculus of edge-b pseudodifferential operators 
is directly analogous to (and of course extends in generality) (B.0.13): 

(B.0.20) \1 m 
eb (M) = {Ae Irn{M 2 

eb 
i8*fiflH = 0 a t dM b MP)} 

where the particular fibration <j> is not made explicit in the notation. The fact that 
these kernels define operators on 5? (M) and r?°°(M) reduces to the fact that push-
forward off the right factor of M, which is to say under the left projection, gives a 
continuous map 

(B .0 .2r (TTL.ÛO* : ^ 771 fit (M) r ° ( M ) . 

The principal symbol map is well-defined at the level of conormal distributions, taking 
values in the smooth homogeneous fiber-densities of the non-zero part of the conormal 
bundle to the submanifold in question. In this case N* Diageb = ebT*M is a natural 
identification and the density factors cancel as in the standard case so 

(B.0.22) a™ : U eb̂  m qlg°°(ehS*M]Nm) 

where Nm is the bundle of functions which are homogeneous of degree — m. 
The structure of the front faces leads directly to the "symbolic" structure of the 

(small) algebra of pseudodifferential operators. Namely, there are homomorphisms 
to model operator algebras corresponding to each boundary face of M, known as 
normal operators. For faces other than W the model is a parametrized ("suspended") 
family of edge-b (or for those boundary faces not meeting W simply b-) operators 
corresponding to the fibrations of boundary hypersurfaces of W. Note that if z3- is a 
defining function for such a face, the operator ZjDZj maps in this correspondence to 
the operation of multiplication by the corresponding suspension parameter. For W 
the model is a family of b-operators on the fiber times a half-line, parametrized by the 
cosphere bundle of the base of the fibration. (We do not employ the normal operator 
homomorphism for the face W in this paper.) 

The corresponding triple space can be defined by essentially the same modifications 
to the construction of Mb as correspond to obtaining M2b in place of M2. 

Lemma B.0.6. — Under the blow-down map for the partial triple b-product 

(B.0.23) t 0 
A r3 

sd 
[M3; g ( F ) 3 ; g (F)2 ; g(Z)3; ( ^ , )3 ;g (Z)2 , ( ^ )2 M6 
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the triple fiber diagonal and the three partial fiber diagonals 

(B.0.24% 
Diag} {(p,p',p")&Wà;4>(p) <p{p) = <t>{P )}, 

Diag y 
y 

2), j G Js2), j G Js 0 = S, C ,F , 

all lift to p-submanifolds. 

Proof. — This reduces to the same argument as above, namely that the triple and 
three partial diagonals in Y3 are resolved to p-submanifolds in Fb3 and the effect of 
the first two sets of blow-ups in (B.0.23) on Y3 is to replace it by Y3 and hence 
to resolve the submanifolds in (B.0.24). Under the subsequent blow-ups of boundary 
faces any p-submanifold lifts to a p-submanifold. • 

Thus we may define the edge-b triple space to be 

^B.0.25; xx r3 [A 3 
0 

Dia£ 3 
4>' 

Diae 
s 
wx 

Diag c 
4> Diag il 

Proposition B.0.7. — The three partial diagonals lift to b-submanifolds intersecting in 
the lifted triple diagonal and the three projections lift to b-fibrations 

(B.0.26 Ml 

71"F,eb 
wx 
<wx 

N. x 
wx 

where 7To,eb is transversal to the other two lifted diagonals. 

Proof. — The existence of the stretched projections as smooth maps follows from 
the possibility of commutation of blow-ups. For the sake of definiteness, concentrate 
on 7Tp, the projection onto the right two factors. 

After the blow up of the triple fiber diagonal in (B.0.25), the three partial fiber 
diagonals are disjoint so the other two can be blown up last. When it is to be blown 
up, the triple fiber diagonal is a submanifold of Diag^ so the order can be exchanged, 
showing that there is a composite blown-down map 

(B.0.27) M •3 
eb 

M r3 , 
wx 

Diag wx 

The manifold with corners M~ is the b-resolved triple product where the boundary 
hypersurface W is ignored. The commutation arguments showing the existence of a 
composite blow-down map M3 —• M x Mb carry over directly to give an alternative 
construction 

(B.0.28) M 3 
wx 

'M x M •2, wx 

where 9 consists of those boundary faces in (B.0.23) which involve a defining function 
on the first factor of M3—so all the triple products and the double products with 
boundary hypersurface in the first factor. These are all transversal to Diag^, realized 
as a p-submanifold of M x M~ so can be commuted past it in the blow up, giving 
the map 7TF,<t> in (B.0.26). That it is a b-submersion follows from its definition as 
a composite of blow-downs of boundary faces, together with the corresponding fact 
for the edge case. That it is a b-fibration follows from the fact that the image of a 

ASTÉRISQUE 351 



APPENDIX B. THE EDGE-B CALCULUS 129 

boundary hypersurface is either a boundary hypersurface or the whole manifold since 
this is true locally in the interior of boundary hypersurfaces. • 

These facts together show that the small calculus of edge-b pseudodifferential op­
erators, as defined in (B.0.20), is a filtered algebra. It also follows directly that the 
symbol (B.0.22) is multiplicative as in the standard case. The extension to operators 
on sections of bundles is essentially notational. 

If M is non-compact but the fibers of <j> are compact, the same construction goes 
through, but we require proper supports, i.e., that the projections TTL^ and TTR^ are 
proper when restricted to the support of A: 

(B.0.29) 
m 
et (M) A G Im(k 2 

eh 
2), j G Js 

A = 0 at dM 2 
h 

ff(/?) and A has proper support}. 

Then a! fTTl [M) acts on ^ ( M ) , T8 (M) and T °°(M), as well as on their compactly 
supported versions. 
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U Algebra generated by operators characteristic on ¿ 7 ^ , page 67. 
W Smooth functions on M vanishing to infinite order at blown-up edge, page 48. 
Diff*b Edge-b differential operators, page 41. 
Diff *s J Adjoints of edge-smooth differential operators, page 53. 

Diffgg | ( M ) Adjoints of edge-smooth differential operators, page 53. 
Diff *s u Compositions of edge-smooth differential operators with adjoints, page 53. 
Diff*s(X) Edge-smooth differential operators, page 15. 
Diffgg Ym eb edge-b pseudodifferential, edge-smooth differential calculus, page 45. 
(S, g H edge-b elliptic, glancing and hyperbolic sets, page 26. 
EGBB Edge generalized broken bicharacteristic, page 29. 

J I O edge-b flow-in/flow-out, page 36. 

wh^w b flow-in/flow-out, page 35. 

Vwh^w^ k glancing and hyperbolic sets, page 19. 
GBB Generalized broken bicharacteristic, page 20. 
H*:1 Edge-smooth Sobolev space of supported distributions, page 51. 

Hçso For s > 0, closure of r?°°(M) in edge-smooth Sobolev space, page 48. 

H^1 edge-smooth Sobolev space, page 48. 
Hes Hamilton vector field on edge-smooth cosphere bundle, page 23. 
H g Hamilton vector field on smooth cosphere bundle, page 19. 
H™x b-Sobolev space relative to a Hilbert space £ , page 107. 
Heh,x edge-b Sobolev space relative to a Hilbert space X, page 49. 
M Module of first-order operators characteristic on £7^eg, page 67. 
M Spacetime manifold, blown up at corner, page 15. 
Mo Spacetime manifold, not blown up, page 15. 
web Map from eb characteristic set to cotangent bundle of blown-down edge, 

page 25. 
wes Map from es cotangent bundle to cotangent bundle of blown-down edge, 

page 23. 
7res->eb Projection from es cotangent bundle to eb cotangent bundle, page 25. 
7rs_»b Projection from cotangent bundle to b cotangent bundle, page 18. 
\I>*b edge-b pseudodifferential calculus, page 41. 
i^eb edge-b radial set, page 29. 
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<$es edge-smooth radial set, page 24. 
bT b tangent bundle, page 18. 
hT* b cotangent bundle, page 18. 
ebT Edge-b tangent bundle, page 25. 
ebT* edge-b cotangent bundle, page 25. 
esT edge-smooth tangent bundle, page 22. 
esj-* edge-smooth cotangent bundle, page 22. 
Tv Family of elliptic operators of order z/, page 81. 
c]/h b-vector fields, page 17. 
Veb edge-b vector fields, page 24. 
Ves edge-smooth vector fields, page 22. 
W Front face of blow-up of space-time edge, page 15. 
W Space-time edge, page 15. 
WF^'^(tÉ) edge-b wave front set relative to a Hilbert space £, page 49. 
X Spatial manifold, blown up at corner, page 13. 
Xo Spatial manifold, not blown up, page 13. 
Y Front face of blown-up spatial corner, page 13. 
Y Corner of spatial manifold, page 13. 
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