
Astérisque

SCOTT SHEFFIELD
Random surfaces

Astérisque, tome 304 (2005)
<http://www.numdam.org/item?id=AST_2005__304__R1_0>

© Société mathématique de France, 2005, tous droits réservés.

L’accès aux archives de la collection « Astérisque » (http://smf4.emath.fr/
Publications/Asterisque/) implique l’accord avec les conditions générales d’uti-
lisation (http://www.numdam.org/conditions). Toute utilisation commerciale ou
impression systématique est constitutive d’une infraction pénale. Toute copie
ou impression de ce fichier doit contenir la présente mention de copyright.

Article numérisé dans le cadre du programme
Numérisation de documents anciens mathématiques

http://www.numdam.org/

http://www.numdam.org/item?id=AST_2005__304__R1_0
http://smf4.emath.fr/Publications/Asterisque/
http://smf4.emath.fr/Publications/Asterisque/
http://www.numdam.org/conditions
http://www.numdam.org/
http://www.numdam.org/


A S T É R I S Q U E 304 

R A N D O M S U R F A C E S 

Scott Sheffield 

Société Mathémat ique de France 2005 
P u b l i é avec le concours d u C e n t r e N a t i o n a l de la R e c h e r c h e Scient i f ique 



Scott Sheffield 

Courant Inst i tute of Mathematical Sciences, New York University, 
251 Mercer Street, New York, NY 10012-1185. 
E-mail : she f fOmath .nyu .edu 

2000 Mathematics Subject Classification. — 60D05, 60F10, 60G60. 

Key words and phrases. — Gibbs measure, gradient Gibbs measure, random surface, 
height function, solid-on-solid, localization, crystal facet, rough phase, smooth phase, 
variational principle, dimer, square ice, Ginzburg-Landau, ferromagnetic, nearest 
neighbor potential, surface shape, surface tension, spécifie free energy, Wulff crys
tal, cluster swapping. 

This work is a revised version of a Ph.D. thesis advised by Amir Dembo, whom 
I thank for tremendous assistance. We spent many hours - sometimes entire days -
fleshing out ideas, wading through chapter drafts, and talking through conceptual 
challenges. He is devoted to his students, has a wonderful sensé of humor, and is 
truly a pleasure to work with. 

Thanks also to Persi Diaconis, Michael Harrison, Jon Mattingly, Rafe Mazzeo, 
and George Papanicolaou for service on oral exam, défense, and reading committees. 
Part icular thanks to Persi Diaconis for extensive advice about the problems in this 
text and for supervising my first readings in Gibbs measures and statistical physics. 

For summer and post-doctoral support and many valuable discussions, I thank 
the members of the Theory Group at Microsoft Research, particularly Henry Cohn, 
David Wilson, Oded Schramm, Jennifer Chayes, and Christian Borgs. 

Thanks to Richard Kenyon and Andrei Okounkov for their advice and collabora
tion on the subject of random surfaces derived from perfect matchings in the plane 
(the dimer modeî). Although the work with Kenyon and Okounkov cites my thesis, 
the two projects were actually completed in tandem, and the dimer model intuition 
inspired many of the resuit s présent ed here. 

Thanks also to Jean-Dominique Deuschel for his course on Ginzurg-Landau V</>-
interface models at Stanford, and to both Stefan Adams and Jean-Dominique Deuschel 
for their kind hospitality and extensive, extremely helpful discussions during my visit 
to Berlin. 

Thanks to Jamal Najim for finding and introducing me to Cianchi's modem treat-
ment of Orlicz-Sobolev spaces. Applying thèse beautiful results to random surfaces 
was truly a pleasure. 

Thanks to Alan Hammond for many relevant conversations, and to a kind friend, 
Michael Shirts, for managing my thesis submission at Stanford while I was in Paris. 

Finally, thanks to my family, especially my wife, Julie, for unwavering patience, 
love, and support . 

http://sheffOmath.nyu.edu


RANDOM SURFACES 

Scott Sheffield 

Abstract. — We study the statistical physical properties of (discretized) "random 
surfaces," which are random functions from Z^ (or large subsets of Zd) to E, where 
E is Z or R. Their laws are determined by convex, nearest-neighbor, gradient Gibbs 
potentials tha t are invariant under translation by a full-rank sublattice £ of Zd; they 
include many discrète and continuous height function models (e.g., domino tilings, 
square ice, the harmonie crystal, the Ginzburg-Landau V(/> interface model, the linear 
solid-on-solid model) as spécial cases. 

We prove a variational principle - characterizing gradient phases of a given slope 
as minimizers of the spécifie free energy - and an empirical measure large déviations 
principle (with a unique rate function minimizer) for random surfaces on mesh ap
proximations of bounded domains. We also prove tha t the surface tension is strictly 
convex and tha t if u is in the interior of the space of finite-surface-tension slopes, then 
there exists a minimal energy gradient phase /iu of slope u. 

Using a new géométrie technique called cluster swapping (a variant of the Swendsen-
Wang update for Fortuin-Kasteleyn clusters), we show tha t /uu is unique if at least 
one of the following holds: E = R, d G {1, 2}, there exists a rough gradient phase of 
slope u, or u is irrational. When d = 2 and E = Z, we show tha t the slopes of ail 
smooth phases (a.k.a. crystal facets) lie in the dual lattice of £ . 

In the case E — Z and d — 2^ our results résolve and greatly generalize a number of 
conjectures of Cohn, Elkies, and Propp - one of which is tha t there is a unique ergodic 
Gibbs measure on domino tilings for each non-extremal slope. We also prove se ver al 
theorems cited by Kenyon, Okounkov, and Sheffield in their récent exact solution of 
the dimer model on gênerai planar lattices. In the case E = R, our results generalize 
and extend many of the results in the literature on Ginzurg-Landau V0-interface 
models. 
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Résumé (Surfaces aléatoires). — Nous étudions les propriétés à grande échelle de 
"surfaces aléatoires" qui sont ici des applications aléatoires de Zd (ou de grandes 
parties de Zd) à valeurs dans un ensemble E qui est égal à IR. ou Z. Leur loi est donnée 
via un potentiel Gibbsien qui est une fonction convexe des gradients discrets (locaux) 
de la fonction, et qui est supposé invariant par rapport aux translations d 'un véritable 
sous-réseau £ de Zd. Ceci inclut beaucoup de modèles dits de hauteurs (pavages par 
dominos, glace carrée, le cristal harmonique, le modèle de Ginzburg-Landau V 0 , le 
modèle SOS linéaire). 

Nous établissons un principe variationnel qui caractérise les mesures de Gibbs 
d'une pente donnée comme minimiseurs de l'énergie libre spécifique, et un principe 
de grande déviations pour la mesure empirique pour les surfaces aléatoires sur des 
approximations par un réseau de domaines bornés. Nous montrons également que la 
tension de surface est strictement convexe et que lorsque la pente u définit une tension 
de surface finie, alors il existe une unique mesure de Gibbs \iu de pente u ergodique 
par rapport à L et d'énergie minimale. 

En utilisant une nouvelle idée géométrique de changement de clusters (qui est 
une variante de l 'algorithme de Swendsen-Wang pour les modèles de percolation de 
Fortuin et Kasteleyn), nous montrons que la mesure fiu est unique dès lors que l'une 
des conditions suivantes est vérifiée : E = ÏÏL, cZ = {1 ,2} , il existe une mesure de Gibbs 
"irrégulière" de pente u, ou u est irrationnel. 

Lorsque d = 2 et E = Z, nous montrons que les pentes de toute mesure lisse 
(les faces du cristal) sont dans le réseau dual à £ . Lorsque d = 2 et E = Z, nos 
résultats résolvent des conjectures de Cohn, Elkies et Propp ; nous montrons par 
exemple qu'il existe une seule mesure de Gibbs ergodique sur les pavages par dominos 
pour chaque pente non-extrémale. Nous établissons aussi des résultats utilisés par 
Kenyon, Okounkov et Sheffield pour résoudre de manière exacte le modèle de dimères 
sur des réseaux plans généraux. Lorsque E = M, nos résultats généralisent nombre de 
résultats sur les modèles d'interfaces V 0 de Ginzburg-Landau. 
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CHAPTER 1 

INTRODUCTION 

The following is a fundamental problem of variational calculus: given a bounded 

open subset D of Rd and a free energy function a : D x Rd x RdXrn R, find the 

differentiable function f : D R171 tha t (possibly subject to boundary conditions) 

minimizes the free energy intégral: 

D 
o(x, f(x) , f(x))dx. 

Since the seventeenth century, thèse free-energy-minimizing functions have been 

popular models for determining (among other things) the shapes assumed by solid 

objects in the présence of outside forces: ropes suspended between pôles, elastic sheets 

stretched to boundary conditions, and twisted or otherwise strained three-dimensional 

solids. They are also useful in modeling surfaces of water droplets and other phase 

interfaces. Rigorous formulations and solutions to thèse problems rank among the 

great achievements of classical analysis (including work by Fermât, Newton, Leibniz, 

the Bernoullis, Euler, Lagrange, Legendre, Jacobi, Hamilton, Weierstrass, etc. [49]) 
and play important rôles in physics and engineering. 

Ail of thèse models assume tha t mat ter is continuous and distributes force in a 

continuous way. One of the goals of statistical physics has become not merely to solve 

variational problems but to understand and, in some sensé, to justify them in light of 

the fact that mat ter is comprised of individual, randomly behaving atoms. To this 

end, one begins by postulating a simple form for the local particle interactions: one 

approach - the one we will study in this work - is to represent the "atoms" of the 

solid crystal by points in a subset A of Zd, each of which has a "spatial position" given 

by a function <\> : A i—> Rm, and to specify the interaction between the particles by a 

Gibbs potential <É> tha t possesses certain natural symmetries. The next step is to show 

tha t - at least in some "thermodynamic limit" - a random Gibbs configuration will 

approximate a free-energy-minimizing function like the ones described above. 

Another problem, which has no analog in the deterministic, non-atomic classical 

theory, is the investigation of local statistics of a physical System. How likely are 
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particular microscopic configurations of atoms to occur as sub-configurations of a 
larger System? How are thèse occurrences distributed? To what extent is mat ter 
homogenous throughout small but non-microscopic régions? Our solutions to thèse 
problems will involve large déviations principles, which we precisely define later on. 

Finally, we want to investigate more directly the connections between the Gibbs po-
tential <I> and the kinds of behavior tha t can occur in thèse small but non-microscopic 
régions. This will require us to ask, given 3>, what are the "gradient phases" (i.e., 
the ergodic gradient Gibbs measures with finite spécifie energy) /a of a given slope? 
Does the /i-variance of the height différence of points n units apart remain bounded 
independently of n or does it tend to infinity with ni When is the surface tension 

function a (defined precisely in Chapter 4) strictly convex? 

Before we state our results precisely and describe some of the previous work in 
this area, we will need several définitions. While we a t tempt to make our exposition 
relatively self-contained - and define the terms we use precisely - we will also draw 
heavily from the results in some s tandard texts: Sobolev Spaces by Adams [1] and 
récent extensions by Cianchi ([14], [15], [16]); Large Déviations Techniques and Ap

plications by Dembo and Zeitouni [21]; Large Déviations by Deuschel and Stroock 
[25]; and Gibbs Measures and Phase Transitions by Georgii [42]. We will carefully 
state, if not prove, the outside theorems we use. 

1.1. R a n d o m surfaces and gradient G i b b s m e a s u r e s 

1 .1 .1 . Gradient po ten t ia l s . — The study of random functions 0 from the lattice 
7jd to a measure space (E,£) is a central component of ergodic theory and statistical 
physics. In many classical models from physics (e.g., the Ising model, the Pot t s model, 
Shlosman's plane rotor model), E is a space with a finite underlying measure À, £ is 
the Borel cr-field of E1 and <fi(x) has a physical interprétation as the spin (or some 
other internai property) of a particle at location x in a crystal lattice. (See e.g., 
[42].) In the models of interest to us, (E,E) is a space with an infinité underlying 
measure À - either R M with Lebesgue measure or Z M with counting measure - where 
£ is the Borel <j-algebra of E and <j)(x) usually has a physical interprétation as the 
spatial position of a particle (or the vertical height of a phase interface) at location 
x in a lattice. For example, if m = d — 3, <ft could describe the spatial positions 
of the components of an elastic crystal; if m = 1 and d = 2, 0 could describe the 
solid-on-solid or Ginzburg-Landau approximations of a phase interface [38]. 

Throughout the exposition, we dénote by Q the set of functions from ZD to E and 
by the Borel a-algebra of the product topology on Çl. If A C ZD, we dénote by JFA 
the smallest cr-algebra with respect to which <fi(x) is measurable for ail x G A. We 
write TA = TZd_A. We write A C C ZD if A is a finite subset of Zd. A subset of Q, 

is called a cylinder set if it belongs to 3~A for some A C C ZD. Let 2F be the smallest 
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3 1.1. RANDOM SURFACES AND G RADIENT GIBBS MEASURES 

a-algebra on Çt containing the cylinder sets. We write T for the intersection of T A 

over ail finite subsets A of Zd; the sets in T are called tail-measurable sets. 

We will also always assume that we are given a family <I> of measurable potential 

functions <Ê>A : Q *—> MU {oc} (one for each finite subset A of Zd); each < I > A is 3^A mea

surable. We will further assume tha t <1> is invariant under the group 0 of translations 

of Zd by members of some rank-<i lattice £ - i.e., if s G XL, then <3>A+S(0S) = $ A ( 0 ) ? 

where (f)s is defined by <ps{ï) = (j>{i — s). (In many applications, we can take L = Zd.) 

We also assume tha t <É> is invariant under a group r of measure-preserving transla

tions of E - i.e., $ A ( 0 ) = 3 > A ( T 0 ) , where r<j) is simply defined by ( T < / > ) ( # ) = r((j>(x)). 

Potentials <Ë> satisfying the above requirements are called 0 x r-invariant potentials 

or £ x r-invariant potentials. For ail of our main results, we will assume tha t r is the 

full group of translations of Zm or Mm; in this case, each 3 > A ( 0 ) is a function of the 

gradient of (/), written and defined by 

V(/)(x) = (<j)(x + e i ) - <j)(x), <j>{x + e 2 ) - </>{x),..., 4>(x + ed) - <j){x)), 

where ei are the s tandard basis vectors of Zd. In this setting, we will refer to £ x r -

invariant potentials as L-periodic or L-invariant gradient potentials. We use the term 

shift-invariant to mean XL-invariant when XL = Zd. In some of our applications, we 

also restrict our at tention to nearest-neighbor potentials, i.e., those potentials <É> for 

which <3>A = 0 unless A is a single pair of adjacent vertices in Zd. We say tha t 

<ï> has finite range if there exists an r such tha t < I>A = 0 whenever the diameter of 

A is greater than r. For each finite subset A of Zd we also define a Hamiltonian: 

HA(<P) = X ^ A U A ^ 0 ^ A ( 0 ) , where the sum is taken over finite subsets A of Zd. 

We define the interior Hamiltonian of A, writ ten i f ^ ( 0 ) , to be: 

Ho A (O) 
A c A 

O A (O). 

This is différent from HA because the former sum includes sets A tha t intersect A but 

are not strictly contained in A. On the other hand, H^ is JF\ measurable, which is 

not true of HA- (This H^ is sometimes called the free boundary Hamiltonian for A.) 

1.1.2. G i b b s M e a s u r e s . — To define Gibbs measures and gradient Gibbs mea-

sures, we will need some additional notation. Let (X, X) and (Y, y) be gênerai measure 

spaces. A function TT : X x Y i—> [0, oc] is called a probability kernel from (y, y) to 

(X, X) if 

1. 7r(-\y) is a probability measure on (X, X) for each fixed y G Y, and 

2. 7r(^4|-) is y-measurable for each fixed A G X. 

Since a probability kernel maps each point in Y to a probability measure on X , 

we may interpret a probability kernel as giving the law for a random transition from 
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4 CHAPTER 1. INTRODUCTION 

an arbi trary point in y to a point in X. A probability kernel maps each measure \i 

on (F, y) to a measure \iix on (X, X) by 

Hii(A) = J 7 T ( T 4 | - ) dfi. 

The following is a probability kernel from ( 0 , T A ) to (f2,T); in particular, for any 

fixed A G T, it is a TA-measurable function of <fi: 

y o A (A, O) = Z A (O)-1 

x E A 
d<t>(x)ex.p(-HA(<i>))lA(<l>). 

(When the choice of potential <ï> is clear from context, we write 7^ as 7 A - ) In this 

expression, ZA(4>) (which is also T A measurable) is defined as follows: 

zA(4>) = 
x E A 

d(o)(x)exp(-HA((f))) , 

where d<p(x) is the underlying (Lebesgue or counting) measure on E. Informally, 7 A is 

a random transit ion from 17 to itself tha t takes a function (f) and then "rerandomizes" 

0 within the set A. 

We say (j) has finite energy if $ A ( < ^ ) < 00 f°r ail A C C 7Ld'. We say (j) is 3>- admissible 

if each ZA{4>) is finite and non-zero. Given a measure \i on (17, T), we define a new 

measure / 2 7 A by 

M 7 A ( ^ ) = 7ACA | - )d /x . 

We say a probability measure /x on (17, T ) is a Gibbs measure if is supported on the 

set of ^-admissible functions in 17 and for ail finite subsets A of Zd, we have / 1 7 A = ja. 

(In other words, \i is Gibbs if and only if 7 A describes a regular conditional probability 

distribution, where the /i-conditional distribution of the values of <fi(x) for x G A is 

given by 7 A H 0 ) O 

A fundamental resuit in Gibbs measure theory is tha t for any 3>, the set of 0 -

invariant Gibbs measures is convex and its extrême points are 0-ergodic. (See, e.g., 

Chapters 14 of [42]. More détails also appear in Chapter 3 of this text.) Since 0 is 

understood to be the group of translations by a sublattice L of Zd, we will also use 

the terms L-invariant and L-ergodic. In physics jargon, the XL-ergodic measures are 

the pure phases and a phase transition occurs at potentials $ which admit more than 

one XL-ergodic Gibbs measure. 

1.1.3. Gradient G i b b s M e a s u r e s . — Let r be the group of translations of E, 

and let TR be the cr-algebra containing r-invariant sets of T ; this is the smallest a-

algebra containing the sets of the form {<j> \ <p(y) — <p{x) G S} where x,y G lLd and 

S G £. In other words, T T is the subset of T containing those sets tha t are invariant 

under translations (j) ^ (f) + z for z G E. (Similarly, we write 7TA = T A H T T and 

T A = T A H 3T•) Let $ be an ^-invariant gradient potential. Since, given any A G T R , 

the kernels ^®{A\(j)) are Tr-measurable functions of 0 , it follows tha t the kernel sends 
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5 1.1. RANDOM SURFACES AND GRADIENT GIBBS MEASURES 

a given measure \i on (Vt^T) to another measure on (Çl,3"r). A measure fi on 

(fi, 3rr) is called a gradient Gibbs measure if it is supported on admissible functions 

and = / i for every fi. Note tha t this is the same as the définition of Gibbs measure 

except tha t in this case the a-algebra tha t is différent. 

Clearly, if is a Gibbs measure on 3^), then its restriction to JT is a gradient 

Gibbs measure. A gradient Gibbs measure is said to be localized or smooth if it arises 

as the restriction of a Gibbs measure in this way. Otherwise, it is non-localized or 

rough. (Many natural Gibbs measures are rough when d G {1,2}; for example, ail the 

ergodic gradient Gibbs measures of the continuous, nearest-neighbor Gaussian models 

in thèse dimensions are rough - see, e.g., [42].) Moreover, the restriction of fi to 3rr 

may be ^-invariant even when \i itself is not. 

Dénote by <J)jn(ft,3TT) the set of ^-invariant probability measures on (Cl,3"r) and 

by S r , ( ^ , 3 r r ) the set of ^-invariant gradient Gibbs measures. We say tha t a /i G 

Pc(f2, 9rr) has finite slope if /j((f)(y) — <j)(x)) is finite for ail pairs x , y G Zd. (Throughout 

the text, we use the notation = jn f(^))d/ji((/>).) One easily checks tha t there is a 

unique m x d matr ix u such tha t / i ( 0 ( y ) — (j)(x)) = u(y — x) (where u(y — x) dénotes 

the matr ix product of u and (y — x)) whenever y — x G XL. In this case, we call u the 

slope of / i , which we write as S(fi). Analogously to the non-gradient case, the extrême 

points of \i G Cp£ (0 , 5Fr) are called XL -ergodic gradient measures and the extrême points 

of S(f2,3rr) are called extremal gradient Gibbs measures. We discuss thèse notions in 

more détail in Chapter 3. Although the term "phase" has many définitions in the 

physics literature, when a full rank sublattice XL of Z^ is given, we will always use the 

term gradient phase to mean an XL-ergodic gradient Gibbs measure with finite spécifie 

free energy (a term we define precisely in Chapter 2). A minimal gradient phase is a 

gradient phase of some slope u for which the spécifie free energy is minimal among 

the set of ail slope u, XL-invariant gradient measures. 

1.1.4. Classes of per iod ic gradient po tent ia l s . — When m = 1, we say a po-

tential <ï> is simply attractive if <I> is an XL-invariant nearest-neighbor gradient potential 

such tha t for each adjacent pair of vertices x and y, with x preceding y in the lex

icographie ordering of Zd, we have <&{x^yy(<fi) = Vx,y((j)(y) — (j)(x)), where the Vx,y : 

M 1 ~> [0,oc] are convex and positive, and lim^^oo VXjy(rj) — lim77H^_00 Vx^y(rf) = oc. 

As before, we assume here tha t XL is a full-rank sublattice of Z,d. For convenience, we 

will always assume Vx,y = 0 if x and y are not adjacent or x does not précède y in 

the lexicographie ordering of Zd. When we refer to the nearest neighbor potential for 

"an adjacent pair x , Î/" we will assume implicitly tha t x précèdes y in lexicographie 

ordering. 

Note tha t each Vx,y has a minimum at at least one point 770 G M. In many applica

tions, we can assume 770 = 0; m this case, the requirement tha t Vx,y be convex implies 

that the model is "attractive" or "ferromagnetic" in the sensé tha t the energy is lower 

when neighboring heights are close to one another than when they are far apart . 
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6 C H A P T E R 1. INTRODUCTION 

We chose to invent the term "simply attractive potential" because the obvious alter

natives were either too long ("convex nearest-neighbor periodic différence potential") 

or too overloaded and /o r imprécise ("ferromagnetic potential," "elastic potential," "an-

harmonic crystal potential," "solid-on-solid potential"). Elsewhere in the li terature, 

the latter terms have définitions tha t are more gênerai or more spécifie than ours, 

although they usually agrée in spirit. 

Also, when m = 1, we say is isotropic if for some V : R R (which must 

be positive, convex, and even - Le., V(rj) = V(—rj)) we have Vx,y{rf) — V{rj) for ail 

adjacent pairs x, y G Zd. We say <Ï> is Lipschitz if there exist 771,772 G R such tha t for 

ail adjacent x,y G Zd, we have V^y(rf) = 0 0 whenever 77 < 771 or 77 > 772. We will 

fréquently use the following abbreviations: 

1. SAP: Simply attractive potential 

2. ISAP: Isotropic simply at tract ive potential. We write &v to dénote the isotropic 

simply at tractive potential in which each Vx,y — V 

3. LSAP: Lipschitz simply at tractive potential 

Most of the simply attractive models discussed in the statistical physics li terature 

are either Lipschitz and have E = Z (e.g., height function models for perfect match-

ings on lattice graphs [56] and square ice [4]) or isotropic (e.g., linear solid-on-solid, 

Gaussian, and Ginzburg-Landau models, [24]). 

We say tha t a potential <ï> strictly dominâtes a potential ^ if there exists a constant 

0 < c < 1 such tha t \H%(</))\ < c\H%(<j>)\ for ail A C C Zd and <j> G Q. (If m > 1, we 

replace the absolute value signs in this définition by the Euclidean norm.) 

When m > 1, we can write any <p G £1 as (pie1 + 02e2 + • • • + 0 m e m where the 

<pi are real valued (or integer valued) and the e% are the s tandard basis vectors in E. 

In this setting, we say tha t <ï> is an SAP (resp., ISAP, LSAP) if it can be writ ten 

as <£((/>) = ^2<&i((f)i), where each of the &i is a one-dimensional simply attractive 

potential. For any m, a perturbed SAP (resp., perturbed LSAP, perturbed ISAP) is 

an £-periodic gradient potential of the form $ -h \I> where $ is an SAP (resp., LSAP, 

ISAP), ^ has finite range, and <3> strictly dominâtes ^ . 

Note tha t when m > 1, our class of simply attractive potentials is rather restrictive; 

each one can be decomposed into a sum of m simply attractive potentials, one in each 

coordinate direction. The class of per turbed SAPs is much larger. For example, if 

<Ê> is a nearest neighbor gradient potential defined by <&{x^y}{<j)) — Vx,y((f){x) — 4>{y)) 

when m — 1, then we can define a radially symmetric higher dimensional potential 

$ by Ô>x,y(ip) = Vx,y(\\ip{x) - xp(y)\\), for xp : Zd i-> Rm. If the Vx,y are increasing 

on [0,oc) and for some b > 0 satisfy the condition tha t VX:y(mr]) < bVx,y(n) for ail 

77, then $ is a per turbed simply at tractive potential. (Observe tha t ty{x^yy(ip) — 

bY!iLi Vx,yi\il>{x)i - ^(y)i\) is simply attractive. Note tha t msup1<î<m \rji\ > \\ï]\\ > 

s u p l â < m | 7 7 i | . Thus, &£V*>y(|7fc|) > Vx,y(\\ri\\) > E à ^ . v ( l ^ l ) î it follows tha t 

^ > $ > and ^ strictly dominâtes \P — $.) It is also easy to see tha t the sum of 
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7 1.2. OVERVIEW O F REMAINING C H A P T E R S 

a perturbée! simply attractive potential and any bounded potential is (at least after 

adding a constant) a perturbed simply attractive potential. 

SAPs and perturbed SAPs are (respectively) the most gênerai convex and not-

necessarily-convex potentials we consider. Most of the constructions in Chapters 2, 

3, 4 apply to ail perturbed SAPs and are valid for any E = Mm or E = Zm. The 

results of Chapter 5 are analytical results used in later chapters; most of them are 

stated in terms of ISAPs with m — 1. The variational and large déviations principle 

results of Chapters 6 and 7 apply to perturbed ISAPs and perturbed LSAPs and are 

valid for any E — Rm or E — Zm. (We will actually prove the results first for ISAPs 

and LSAPs when m = 1 and then observe tha t extensions to perturbed versions and 

to gênerai m are straightforward.) Ail of the surface tension strict convexity and 

gradient phase classifications in Chapters 8 and 9 apply to SAPs in the case m = 1. 

1.2. O v e r v i e w of remain ing chapters 

1.2.1. Spécif ie free e n e r g y and surface t ens ion . — In Chapter 2 we define the 

spécifie free energy of a measure \i G 9"r) (denoted SFE(IJL)) and prove several 

conséquences of tha t définition. In particular, we show tha t if ja has slope u and 

has minimal spécifie free energy among measures of slope then /i is necessarily 

a gradient Gibbs measure. (This is the first half of our variational principle.) We 

discuss ergodic and extremal décompositions in Chapter 3 and prove tha t SFE(fi) 

can be writ ten as the /^-expectation of a particular tail-measurable function tha t is 

independent of \i. (In particular, SFE is affine.) Thèse définitions and results are 

analogous to those of the s tandard référence text [42], although the setting is différent. 

In Chapter 4, we define the surface tension cr(u) to be the infimum of SFE(fi) over ail 

slope-ii measures fi G CP^(n, 3rr). The pressure of a potential <I> is the infimum of the 

values assumed by a and denoted Let U<& be the interior of the set of slopes u 

for which cr(u) < oc. We will see tha t whenever ^ is a perturbed SAP, the set U$> is 

either ail of Rdxm or the intersection of finitely many half spaces. Several équivalent 

définitions of spécifie free energy and surface tension are contained in Chapter 6. 

1.2.2. Or l i cz -Sobolev spaces and o ther analyt ica l resul ts . — In Chapter 5, 

we define Orlicz-Sobolev spaces and cite a number of s tandard results about them 

(compactness of embeddings, équivalence of spaces, miscellaneous bounds, etc.) from 

[14], [15], [16], [1], and [69]. The Orlicz-Sobolev space theory will enable us to dérive 

(in some sensé) the strongest possible topology on surface shapes (usually a topol-

ogy induced by the norm of an Orlicz-Sobolev space) in which our large déviations 

principles on surface shapes apply. 

For example, this will enable us to prove tha t our large déviations principles for 

the two-dimensional Ginzburg-Landau models apply in any Lp topology with p < oo, 

whereas thèse results were only proved for the L2 topology in [38] and [24]. This 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2005 



8 C H A P T E R 1. INTRODUCTION 

allows us in particular to produce stronger concentration inequalities - to show tha t 
typical random surfaces are "close" to free-energy minimizing surfaces in an Lp sensé 
instead of merely an L2 sensé. One of the reasons tha t Orlicz-Sobolev space theory 
was developed was to provide tight conditions for the existence of bounded solu
tions to PDE ' s and to variational problems involving the minimization of free energy 
intégrais; so it is not too surprising tha t thèse tools should be applicable to the dis-
cretized/randomized versions of thèse problems as well. 

1.2.3. Large dév ia t i ons principle . — In Chapter 6 we dérive several équivalent 
définitions of the spécifie free energy and surface tension. We also complète the 
proof of the variational principle (for per turbed ISAP and discrète LSAP models), 
which states the following: if /i G Cp£J(^,3rr) is £-ergodic and has finite spécifie free 
energy and slope u , then \i is a gradient Gibbs measure if and only if SFE(ii) — 

a(u). In particular, every gradient phase of slope u is a minimal gradient phase. In 
Chapter 7 we dérive a large déviations principle for normalized height function shapes 
and "empirical measure profiles." Following s tandard notation (see, e.g., Section 1.2 
of [21]), we say tha t a séquence of measures /in on a topological space (X, X) satisfy 

a large déviations principle with rate function I and speed nd if I : X —• [0, oc] is 
lower-semicontinuous and for ail sets B G X, 

— inf I(x) < lim inf n~d log fin(B) < l imsup n~d log fin{B) < — inf_/(x). 
xeB° n->oo n->oo x^B 

Here B° is the interior and B the closure of B. Roughly speaking, we can think of 
I(x) as describing the exponential "rate" (in terms of nd) at which nn(Bx) decreases 
when Bx is a very small neighborhood of x. Also, note tha t if / obtains its minimum 
at a unique value XQ G X and B is any neighborhood of xo, then fin(X\B) decays 
exponentially at ra te infxeX\B I(x) (whenever this value is non-zero). We refer to 
bounds of this form as concentration inequalities, since they bound the rate at which 
fin tends to be concentrated in small neighborhoods of XQ. 

By choosing the topological spaces appropriately, we will produce a large dévia
tions principle on random surface measures which - although its formulation is rather 
technical - encodes a great deal of information about both the typical local statistics 
and global "shapes" of the surfaces. Though we defer a complète formulation until 
Chapter 7, a rough but almost complète statement of our main large déviations resuit 
is the following. Let D be a bounded domain in W1 (satisfying a suitable isoperi-
metric inequality), and write Dn = nD fi Zd. Let $ be a perturbed ISAP or LSAP, 
and use FL°D to define a Gibbs measure \in on gradient configurations on Dn. Given 
4>N : Dn i—» E, we define an empirical profile measure R(j>n,n £ ^{D x Çï) as follows: 

R(f>n,n = / à(x,olnxjci>ri) dx, 

J D 
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9 1.2. OVERVIEW OF REMAINING C H A P T E R S 

(where {Oy(j)){x) := <fi(x + y)). Informally, to sample a point (x,a) from R<j>n,m we 

choose x uniformly from D and then set a — 0^nxj(/)n (where 0n is defined to be zéro 

or some other arbitrary value outside of Dn), i.e., a is <pn shifted so that the origin is 

near x. Also, using 0n, we will define a function <fin : D i—> Rm by interpolating the 

function -^(j)n(nx) to a continuous, piecewise linear functions on D; each such (j)n will 

be a member of an appropriate Orlicz-Sobolev space LA (actually, a slight extension 

LQ of LA to include functions defined on most but not ail of D) where A = V , a 

function we define later. 

Let pn be the measure on <J>(D x 17) x LA induced by \in and the map (j)n ^ 

( ^ 0 n , n , 0 n ) - We say a measure p € 7{D x 17) is L-invariant if /i(-,17) is Lebesgue 

measure on D and for any D ' C D of positive Lebesgue measure, p{Dr, •) is an 

^-invariant measure on 17. Given any subset D' of 17 with positive Lebesgue measure, 

we can write S(p(Df1 •)) for the slope of the measure p(Dr, •)/p(D/ x 17) (we have 

normalized to make this a probability measure) times p(Df x 17). The map D' 

S(/i(D', •)) is a signed, vector-valued measure on D, and in particular, when ip is 

smooth, we can define intégrais f I/J(X)S(/JL(X, •)) dx, which we expect to be the same 

as the intégral of the gradient of the limiting surface shape / , i.e., J ip(x)Vf{x) dx. 

In fact, we show that the pn satisfy a large déviations principle with speed nd and 

rate function 

I ( U , F ) = 

SFE(u(,Dr))-P(O) 

oc 

p is ^-invariant and S(/JL(X, •)) = Vf(x) 

as a distribution 

otherwise. 

in an appropriate topology on the space CP(D x 17) x LA. Contraction to the first 

coordinate yields an "empirical profile" large déviations principle; contraction to the 

second coordinate yields a "surface shape" large déviations principle. Analogous re-

sults apply in the présence of boundary restrictions on the (f)n. 

In Section 7.3.3, we will see tha t the introduction of "gravity" or other "external 

fields" to our models alters the rate function / in a predictable way; by Computing 

the rate function minimizer of the modified Systems, we can describe the way "typical 

surface behavior" changes in the présence of external fields. In fact, the ease of making 

changes of this form is one of the main appeals of the large déviations formalism in 

statistical physics in gênerai: the rate function tells not only the "typical" macroscopic 

behavior but also the relative free énergies of ail of the "less likely" behaviors which 

may become typical when the System is modified. 

1.2.4. Surface t e n s i o n str ict convex i ty and G i b b s m e a s u r e classif ications. 

The results in Chapters 8 and Chapter 9 pertain only to the case tha t m = 1 and $ 

is a simply attractive potential. In Chapter 8, we introduce a géométrie construction 

called cluster swapping tha t we use to prove tha t the surface tension a is strictly 

convex and to classify gradient Gibbs measures. In some cases, thèse results will 
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10 C H A P T E R 1. INTRODUCTION 

allow us to prove the uniqueness of the minimum of the rate function of the LDP 
derived in Chapter 7 - and hence, also some corresponding concentration inequalities. 
For every u G there exists at least one minimal gradient phase fiu of slope u. We 
prove tha t each of the following is sufficient to guarantee tha t this minimal gradient 
phase is unique: 

1. E = R 

2. There exists a rough minimal gradient phase of slope u. 

3. One of the d components of u is irrational. 

Each of the first two conditions also implies tha t \iu is extremal. Whenever a min
imal gradient phase of slope u fails to be extremal, it is necessarily smooth. We show 
tha t the extremal components of fiu can be characterized by their asymptotic "average 
heights" modulo 1, and tha t every smooth minimal gradient phase is characterized by 
its slope and its "height offset spectrum" - which is a measure on [0,1) tha t is ergodic 
under translations (modulo one) by the inner products (u,x), for x G £ . We give 
examples of models with non-trivial height offset spectra and minimal gradient phase 
multiplicity - a kind of phase transition - tha t occur when d > 3, E = Z, and u is 
rational. 

In Chapter 9, we specialize to models in which <I> is simply attractive, d — 2, and 
E = Z; many classical models (e.g., perfect matchings of periodic weighted graphs, 
square ice, certain six-vertex models) belong to this category. Thèse models are 
sometimes used to describe the surface of a crystal at equilibrium. We show tha t 
in this setting, the height offset spectra of smooth phases are always point masses 
in [0, 1). In this setting, \iu is unique and extremal for every u G and the slopes 
of ail smooth minimal phases (also called crystal facets) lie in the dual lattice £ of £ . 

1.2.5. Dif férences from prev ious work. — Before reading on, the reader may 

wish to know which aspects of our research we would expect a researcher with years of 

expérience in large déviations theory and statistical physics to find new or surprising. 

For readers who have studied the variational principle in the context of, say, the 

Ising model, our random surface formulation tha t an ergodic gradient measure is 

Gibbs if and only if it minimizes spécifie free energy among measures of that slope -

may not corne as a huge surprise. Indeed, it may surprise the reader tha t nobody had 

formulated and proved this fundamental resuit before. 

The fact tha t the large déviations principle extends to empirical measure profiles 

requires many technical advances, but the resuit itself is also not shocking (in light 

of the many similar results known for, say, the Ising model). Readers who learned 

Sobolev space theory a couple of décades ago may be somewhat surprised to learn 

how much stronger, simpler, and more intuitive the theory has become - and how 

much of it seems to have been custom-made for our research. Instead of imposing 

lots of ad hoc conditions, we can now dérive large déviations principles in the "right" 
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topologies and with the "right" boundary conditions while citing most of the needed 

analytical results from other sources. 

But in our view, the most surprising aspect of our large déviations principles is 

the gênerality in which we prove uniqueness of the rate function minimizer. This 

uniqueness is a conséquence of two key results: the strict convexity of a and the 

uniqueness of the gradient Gibbs measure of a given slope. Bot h of thèse results 

are proved in Chapters 8 and 9 using the variational principle and a new géométrie 

construction called "cluster swapping." 

Before our work, some researchers suspected that if V failed to be strictly convex, 

then the surface tension a corresponding to the ISAP §y would also fail to be strictly 

convex. In particular, it was unknown whether the surface tension corresponding to 

the linear solid-on-solid model V(x) = \x\ was everywhere strictly convex in both the 

discrète and continuous height versions. 

Also, although the uniqueness of the gradient Gibbs measure of a given slope was 

known for Ginzburg-Landau models and conjectured for some discrète models 

(see [18], [19], and the next section), our statement - particularly in the discrète case 

E = Z - is much more gênerai than had been conjectured. 

Finally, our discrète model analysis of the smooth-phase/rough-phase distinction 

in Chapters 8 and 9 is new. The "height offset spectrum" décomposition for gênerai 

d, and the fact tha t when d = 2 ail smooth phases have slopes in the dual lattice of £ , 

were both, to our knowledge, unexpected. Indeed, the dimer model analog of the 

smooth phase classification theorem is one of the more surprising qualitative results 

in [63]. In additional to cluster swapping, our proofs of thèse results use, in a new 

way, the FKG inequality and the homotopy theory of the countably punctured plane. 

1.3. T w o i m p o r t a n t spécia l cases 

Spécial cases of what we call simply attractive potentials have been very thoroughly 

studied in a variety of settings. In this section, we will briefly review relevant facts 

about two of the most well-understood random surface models: domino tiling height 

functions (here E = Z) and the Ginzburg-Landau V0-interface models (here E — R) . 

Each of thèse models is the subject of a sizable literature, and each has features 

tha t make it easier to work with than gênerai simply attractive or perturbed simply 

attractive potentials. 

An exhaustive survey of the myriad physical, analytical, probabilistic, and combi-

natorial results available for even thèse two models - let alone ail simply attractive 

models - is beyond the scope of this work. But we will mention a few of the papers 

and conjectures tha t directly inspired our results and provide pointers to the broader 

literature. See the survey papers [58], [45], [46], and [44] for more détails. 
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12 C H A P T E R 1. INTRODUCTION 

1.3.1 . D o m i n o t i l ings . — Though we mentioned the modeling of solids and phase 
interfaces as one motivation for our work, the models we describe have been used for 
other purposes as well. When E = Z and <ï> is chosen appropriately, the fmite-energy 
surfaces (fi G Q correspond to the so-called height functions tha t are known to be in 
one-to-one correspondence with spaces of domino tilings, square ice configurations, 
and other discrète statistical physics models. 

We will now explicitly describe a well-known correspondence between the set of 
domino tilings of a simply connected subset R of the squares of the Z2 lattice and 
the set of height functions from the vertices of R to Z tha t satisfy certain boundary 
conditions and différence constraints. Let e : Z2 i—» {0 ,1 ,2 ,3} be such tha t if i = 

(i\^2) £ then e(ù , 22) assumes the values 0, 1, 2, and 3 as the value of i modulo 2 
is respectively (0, 0), (0, 1), (1,1), and (1,0). Given a perfect matching of the squares 
of Z2 (which we can think of as a "domino tiling", where a domino corresponds to an 
edge in the matching), a height function ifi on the vertices of Z2 is determined, up to 
an additive constant, by the following two requirements: 

1. ifi(x) = e(x) mod 4 

2. If x and y are neighboring vertices, then \tp(x) — ip(y)\ = 3 if the edge between 
them crosses a domino and 1 otherwise. 

In the height functions thus defined, the set of possible values of ip(x) dépends on the 
parity of x; in order to describe thèse height functions as the fmite-energy surfaces of 
a Gibbs potential, we will instead use a slight modification: (fi(x) = Now 

the set of possible heights at any vertex is equal to Z. The set of height functions (fi 
of this form tha t arise from tilings are precisely those functions (fi : Z2 H—>• Z for which 
H®((fi) is finite for ail A, where $ is the LSAP determined by the following nearest 
neighbor potentials: 

' 0 77 = 0 

I 0 e(x) > e(y) and rj = 1 
Vx,y(rj) = < 

0 e(x) < e(y) and 77 = —1 

0 0 otherwise. 

Because of this correspondence, we may think of a domino tiling chosen uniformly 

from the set of ail domino tilings of a simply-connected subset R of the squares of Z2 

as a discretized, incrementally varying random surface. We can also think of domino 

tilings as perfect matchings of a bipart i te graph. It is not hard to compute the number 

of perfect matchings of a biparti te graph using the permanent of an adjacency matrix. 

Kastelyn observed in 1965 tha t by replacing the l ' s in the adjacency matr ix with other 

roots of unity, one can convert the (difficult) problem of permanent calculation into a 

(much easier) déterminant calculation. The rich algebraic structure of déterminants 

has rendered tractable many problems tha t appear difficult for more gênerai families 

of random surfaces. 
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In one récent paper [19], Cohn, Kenyon, and Propp proved the following: Suppose 

Rn is a séquence of domino-tilable régions such tha t the boundary of \Rn converges 

to tha t of a simple région R in R2. Let /in be the uniform measure on the set of 

tilings of Rn. Each fin also induces a measure on the set of possible height functions 

cj)n on the vertices of Rn; the values of <pn on the boundary of Rn are determined 

by the shape of Rn independently of the tiling. Suppose further tha t the boundary 

height functions ^<fin(nx) converge (in a certain sensé) to a function fo defined on 

the boundary of R. Then, [19] shows tha t as n gets large, the normalized height 

functions of tilings chosen from the /in approach the unique Lipschitz (with respect 

to an appropriate norm) function / tha t agrées with fo on the boundary of R and 

minimizes a surface tension intégral 

Hf)= I *ÇVf(x))dx. 
JR 

In fact, their results imply tha t this surface tension intégral is a rate function for a 

large déviations principle (under the supremum topology) tha t holds for a séquence 

of random surface measures i/n- derived from the / i n by s tandard interpolations - on 

the space of Lipschitz functions on R tha t agrée with fo on the boundary. 

Thèse authors also explicitly describe an ergodic gradient Gibbs measures \iu of 

each slope u = ( ^ 1 , ^ 2 ) inside the set U<$> = {u : \u\\ + \u2\ < | } ; they show tha t 

only zero-entropy gradient ergodic Gibbs measures exist with slopes on the boundary 

of and no Gibbs measures exist with slopes outside the closure of U$>. Since 

every tiling détermines a height function up to an additive constant, a gradient Gibbs 

measure in this context is équivalent to a Gibbs measure on tilings, where in both 

cases we can take £ = 2Z2. They conjecture tha t for each u G U<&, fiu is the only 

gradient phase of slope u. A similar conjecture appears in an earlier paper by Cohn, 

Elkies, and Propp [18]. 
We will résolve this conjecture in Chapter 9. We also résolve another of their 

conjectures (concerning the local probability densities of domino configurations in 

large random tilings) as a conséquence of our large déviations principle on profiles 

in Chapter 7. We extend thèse results, as well as the large déviations principle on 

random surface shapes produced in [19], to more gênerai families of simply attractive 

random surfaces. 

Using Kastelyn déterminants, the authors of [19] were able to compute the surface 

tension a and the ergodic Gibbs measures \iu exactly in terms of spécial functions, 

and their large déviations results rely on thèse exact computations. See [63] for a 

generalization of thèse computations to perfect matchings of other planar, doubly 

periodic graphs by the author and two co-authors. Thèse authors use algebraic gé

ométrie constructions called amoebae to "exactly solve" the dimer model on gênerai 

weighted doubly periodic lattices by explicitly C o m p u t i n g a and the local probabilities 

in all of the \iu. The characterization of ergodic Gibbs measures on perfect matchings 
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given in [63] makes use of a few results from Chapters 8 and 9 of this text, including 
the uniqueness of a measure \iu of a given slope. While we prove for a much more 
gênerai class of two-dimensional models tha t ail smooth phases have slopes in the 
dual lattice £/ of the lattice L of translation invariance, the authors in [63] use the 
exact solvability to détermine precisely which of thèse slopes admit smooth phases. 
The smooth phases in this context are in correspondence with cusps of the surface 
tension, and depending on the way the edges of the doubly periodic planar graph are 
weighted, some, ail, or none of the Gibbs measures /j,u corresponding to u G £/ will 
actually be smooth. 

Currently, it seems unlikely tha t the techniques of [63] can be extended to exactly 
solve more gênerai random surface models - particularly those in dimensions higher 
than two; but we will prove enough qualitative results (such as the strict convexity 
of a and the gradient Gibbs measure classification) to show tha t the large déviations 
theorems apply in gênerai. 

1.3.2. G i n z b u r g - L a n d a u V0-interface models. — Récent papers by Funaki and 
Spohn [38] and Deuschel, Giacommin, and Ioffe [24] dérive similar results for a contin
uous generalization of the harmonie crystal called the Ginzburg-Landau V'(fi-interface 

model. Thèse models use ISAPs in which E = R and VXfV = V for ail adjacent x,y. 

Here V : M i—» M is convex, symmetric, and C2, with second derivatives bounded 
above and below by positive constants. Such potentials V are bounded above and be-
low by quadrat ic functions - and we may think of them as "approximately quadratic" 
generalizations of the (Gaussian) harmonie crystal, for which V(r)) = 0r\2. 

Calculations for thèse models typically make use of the fact tha t Gibbs measures 
in thèse models are stat ionary distributions of infinite-dimensional elliptic stochastic 
differentiable équations (see, e.g., [72], for descriptions and more références). Given a 
configuration 0 , the "force" on any given "particle" (and hence the stochastic drift of 
tha t particle's position) is w i t h i n a constant factor of what it would be if the potential 
were Gaussian; and the rate at which a pair of Gibbs measures converges in certain 
couplings is also within a constant of what it would be in a Gaussian model. Although 
the calculations in, for example, [38] or [24], are still rather complicated, they appear 
to be simpler than they would be for gênerai simply attractive models. Thèse authors 
also dérive static Gibbs measure results as corollaries of more gênerai dynamic results. 
For example, Funaki and Spohn prove the uniqueness of gradient phases of a given 
slope u using a dynamic coupling [38]. Although the Gibbs measure classifications 
and surface shape large déviations principles are proved in thèse papers, our large 
déviations principle for profiles and our variational principle are new results for V 0 -
interface models. Also, as mentioned earlier, we dérive our large déviations principles 
with respect to stronger topologies than [38] and [24]. 

See, e.g., Giacomin's survey papers ([45], [46], [44]) for many more références 
about Ginzburg-Landau V^-interface models, including wetting transitions, entropie 
repulsion, roughening transitions, etc. 
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CHAPTER 2 

SPECIFIC FREE ENERGY AND VARIATIONAL 
PRINCIPLE 

The notion of spécifie free energy lies at the heart of ail of our main results. Al-

though définitions and applications of spécifie free energy are well known for certain 

families of shift-invariant measures on (17, T) (see, e.g., Chapter 14 and 15 of [42]), we 

need to check tha t thèse notions also make sensé for our ^-invariant gradient measures 

on (17, T r ) . In this chapter, we provide a définition of the spécifie free energy of an 

^-invariant gradient measure and prove some straightforward conséquences, including 

the first (and easier) half of the variational principle. We will cite lemmas directly 

from référence texts [42] and [21] whenever possible. First, we review some standard 

facts about relative entropy and free energy. 

2 .1 . R e l a t i v e en tropy rev i ew 

Throughout this section, we let (AT, X) be any Polish space (i.e., a complète, sepa-
rable metric space endowed with the metric topology and the Borel cr-algebra X), \i 

and v any probability measures on (X, X), and A a sub cr-algebra of X. Write p « v 

if / i is absolutely continuous with respect to v. The relative entropy of \i with respect 
to v on A, denoted JOi(/i , v), is defined as follows: 

HA (u,v) = v (fA log f A) 

OC 

\u<< v on A 

otherwise, 

where fji is the Radon-Nikodym derivative of \i with respect to v when both measures 

are restricted to A. (We often write *K to mean *Kx-) Note tha t this définition still 

makes sensé if v is a finite (positive), non-zero measure (not necessarily a probability 

measure). If a > 0 and / i is as above with \i « v on yL, we have: 

IHU(//, au) — av 
(1/A fA 

log (1/afA)) H A ( u v ) - log a. 

We now cite Proposition 15.5 of [42]: 



16 C H A P T E R 2. SPECIFIC F R E E ENERGY AND VARIATIONAL PRINCIPLE 

Lemma 2.1.1. — If \i and u are probability measures and a > 0, then 

1. CKA(/I, V) > 0 (and thus !Kyi(/i, au) > — log a) 

2. IK/i(/i, au) — — log a if and only if \i = u on A 

3. 3-C/ i ( / i ,a^) 25 a n increasing function of A 

4. !Kyi(/i,i/) a convex function of the pair (p,u) when fi ranges over probability 

measures and u over non-zero finite measures on (X, X) 

The following very important fact about relative entropy (Proposition 15.6 of [42]) 
will enable us to approximate relative entropy with respect to a subalgebra A by the 

relative entropy with respect to convergent subalgebras. Throughout this work, we 

dénote by T(X, X) the set of probability measures on (X, X). 

Lemma 2.1.2. — Let /i, u G T(X, X) and let An be an increasing séquence of subalge

bras ofX, and A the smallest a-algebra containing U^=1An. Then: 

lim ^K/Lri(/i, u) = 'HJI(/J,U) = s u p D < A n ( / i , u). 

Regular conditional probability distributions do not exist for gênerai probability 

measures on gênerai measure spaces. However, the following lemma states tha t they 

do exist for ail of the spaces and measures tha t will interest us here. It also enables 

us to express the relative entropy of a measure on a product space X\ x X 2 as the 

relative entropy of the first component plus the expected conditional entropy of the 

second component given the first. Here, we let 77 = (771,772) dénote a generic point 

in X. (See Theorem D.3 and D.13 of [21].) 

Lemma 2.1.3. — Suppose X = X\ x X2, where each Xi is Polish with Borel a-algebra 

Xi. Let / i i and u\ dénote the projections of p^u G CP(X, X) to X\. Then there exist 

regular conditional probability distributions /1771 (•) and uVl (•) on X 2 corresponding to 

the projection map n : X 1—>• X\. Moreover, the map: 

n1 H (un1(.) , vn (.)): X l H - ^ [0,OO] 

is Xi measurable and 

Hx (u,v) = Hx, (u1, v1) + 

x 
H (Un1 (.), vn1 (.))u1 (dn1) 

This resuit and the following simple corollary are the key observations behind the 

proof of the easy half of our variational principle (which states tha t if a slope u 

gradient measure has minimal spécifie free energy among measures of slope u, then it 

must be a gradient Gibbs measure). 

Lemma 2.1.4. — Let pi and v\ be probability measures on X\, and [12 and u^ prob

ability measures on X 2 . Suppose that p is a probability measure on X\ x X 2 with 

marginal distributions given by \i\ and H2, respectively. Then: 

IK(/i, v\ ® u2) > îK(/ii ® /12, v\ ® u2) = IK(/ii, ui) + CK(/X2, ^ 2 ) -
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If we assume that !K(fii, ^1) < ° o and IK(/i2, v^) < oo, then equality holds if and only 

if fi = fii (g) /i2. 

Proof — By the previous lemma applied to v = h>i V2, we may assume tha t 

îK(//i, vi) < o o , and it is enough to show tha t 

/ l K ( / 1 ^ 0 ^ 2 ( 0 W ^ l ) > t t ( / X 2 , ^ ) . 

Since J x /i771 ( • ) fii(drji) — f i 2 , this follows from Jensen's inequality and the convexity 

of 9C(-,z/2), stated in Lemma 2.1.1. This function is strictly convex on its level sets, 

hence the characterization of equality. • 

Finally, we will also be interested in the convergence of séquences of probability 

measures. Dénote by IP(X, X) the space of probability measures on (X, X). The weak 

topology on T(X, X) is the smallest topology with respect to which the map v i—• v(f) 

is continuous for ail bounded continuous functions / . The r-topology is the smallest 

topology with respect to which u i—» */(/) is continuous for ail bounded X-measurable 

functions / o n l . The reader may check tha t this is also the smallest topology with 

respect to which v i—>• v(À) is continuous for every A e X. In gênerai, the r-topology is 

stronger than the weak topology. The two topologies coincide when (X, X) is discrète. 

We now cite two lemmas (Lemma 6.2.12 with its proof and Lemma D.8 of [21]): 

Lemma 2.1.5. — Fix C G R and a finite measure v on (X, X); then the level set Mc,v 

of probability measures fi on (X, X) with îK(/x, z/) < C is compact in the r-topology. 

Lemma 2.1.6. — The weak topology is metrizable on CP(X, X) and makes CP(X, X) into 

a Polish space (i.e., a complète, separable metric space). 

From thèse lemmas, we deduce the following: 

Lemma2.1.7. — The r-topology restricted to a level set Mc,v équivalent to the 

weak topology and hence also metrizable. In particular the compactness of the level 

sets (Lemma 2.1.5) implies sequential compactness of the level sets in both topologies. 

Proof. — This is a well-known resuit (stated, for example, in the proof of Theo-

rem 3.2.21 and Exercise 3.2.23 of [25]), but we sketch the proof here. It is enough to 

prove tha t the r-topology on Mc^ is contained in the weak topology on Mc,v We 

can prove this by showing tha t if a measure fi lies in a base set 3 of the r-topology, 

then there exists a base set Œ>' of the weak topology with /i G !B' C !B. Precisely, 

we must show tha t if A G X , then for each e > 0 and measure fi, there exists a 

bounded, continuous function / and an eo > 0 such tha t \fi(f) — n'(f)\ < £o implies 

\fi{A) - fi'(A)\ < e whenever fi' G M c > - Note that : 

\fi(A) - fi\A)\ < \fi(A) - fi(f)\ + \fi(f) - fi\f)\ + \fi\f) - fi'{A)\. 
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We would like to show tha t by choosing e and / appropriately, we can force each 

of the right hand terms to be as small as we like. The second term is obvious. For 

the first term, it is enough to note tha t for any S, we can find a positive continuous 

function / such tha t fi\f — 1A\ < ô and 0 < / < 1. (Simply let take a closed set A! 

with v\\A, - \A\ < Ô/2; define f(x) = 1 for x G Af and f(x) = sup(0 ,1 - ad(A',x)) 

otherwise, where a > 0 is sufficiently small and d{A'1x) is the distance from A' 

to x.) For the third term, note tha t by taking ô and a small enough in the above 

construction, we can also assume tha t / and 1^ are equal outside a set of v-measure 

at most 7 for any 7 > 0. Using the définition of relative entropy, it is not hard to 

see tha t for any 7' we can find a 7 small enough so tha t for each \ i ' G Mc,v we have 

\i'(B) < 7' whenever B G X is such tha t v(B) < 7; this puts a bound of 27' on the 

third term. • 

In particular, this lemma implies tha t the level sets are closed in bo th topologies, 

which implies the following: 

Corollary 2.1.8. — For fixed v, the function 3"C(/i, v) is a lower semicontinuous func

tion on CP(X, X), endowed with either the weak topology or the r-topology. 

Our motivation for the last few lemmas is tha t , using thèse results, we will later 
define a topology on (12, 3rr) (the topology of local convergence) with respect to which 
"spécifie relative entropy" and spécifie free energy have compact level sets. This will 
allow us to deduce, for example, tha t the spécifie free energy achieves its minimum 
on sets tha t are closed in this topology. And this will lead to proofs of the existence 
of gradient Gibbs measures of particular slopes. 

2.2 . Free e n e r g y 

Let À be an "underlying" probability measure on X = W71 (or Zm) and V an X-
measurable Hamiltonian potential for which Z = Jx e~v^ X(dï]) is finite. We define 
the free energy of any measure \ i on (X, X) as the following relative entropy: 

FEv(f_i) = K(^e-y\), 

where we use the convention tha t fX is the measure whose Radon-Nikodym derivative 

with respect to À is / We will write FEV ( / 1 ) = FE{p) when the choice of potential is 

clear from the context. We can also write this expression as p(V + l o g / ) , where / is 

the Radon-Nikodym derivative of / 1 with respect to À. When they exist, we refer to 

p(V) as the energy of \ i and to —/x(log/) as the entropy of \ i (which is — 0 0 if /i is not 

absolutely continuous with respect to Lebesgue measure). The probability measure 

Hv = Z~1e~vÀ is called the Gibbs measure for the Hamiltonian V. The free energy of 

the Gibbs measure is simply — log Z, and the free energy of a gênerai measure /i can 

also be writ ten !K(/i, f i y ) — log Z. A trivial conséquence of this fact and Lemma 2.1.1 

is the following so-called finite dimensional variational principle: 
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Lemma 2.2.1. — The free energy of any probability measure fi on X is equal to or 

greater than that of py ; equality holds if and only if JJL — \iy. In other words, a 

measure is Gibbs if and only if it has minimal free energy, equal to — l o g Z . 

The following monotonicity is also an easy conséquence of the définitions. 

Lemma 2.2.2. — IfV^rj) > V2(n) for ail x, then FEVl(fi) > FEv^{p) for ail p. 

It will sometimes be useful to know tha t an upper bound on the free energy \i 

allows us to put a lower bound on the amount of mass of \i tha t lies outside of a 

particular compact set. 

Lemma 2.2.3. — If X is Zm or Mm and Z = Jx e~v^ drj is finite, then for every 

c > 0 and every d, there exists a compact set S d X such that fi(S) < 1 — c implies 

FEV (p) > d whenever \i is a probability measure on X. 

Proof — From Lemma 2.2.1, we know tha t if we require p{X — S) = 1, then the 

minimal free energy u can have is given by 

- l o g ( 
x-s 

e~v^ \{drj)). 

Similarly, if p(X — S) = a, the minimal free energy is at least 

a log(a) + (1 — a) log(l — a) — a log 
x-s 

e~v{r]) dr]-(l- a) log 
s 

e-y^ dn. 

(See Lemma 2.1.3.) If we choose .S to be a large enough closed bail containing a given 

point such tha t Jx_s e~v^ dr\ < 1 / n , we can make the latter expression at least 

— log 2 + a l o g n — (1 — a) log(Z — 1/n), 

which tends to oc with n. • 

Also, because free energy can be defined as a relative entropy, each of the lemmas 
proved in the previous section applies to free energy as well. 

2.3 . Spécif ie free energy: e x i s t e n c e v ia superadd i t i v i ty 

We now return to our infinité dimensional setting. Tha t is, (12, HT) is the set of 

functions from Zd to E endowed with the cr-algebra 5Fr described in the introduction, 

and $ is an £ x r invariant gradient potential. In this section, we use limits to give 

a définition of spécifie free energy for ^-invariant gradient measures on (12, 5FT). We 

prove the existence of thèse limits using subadditivity arguments. 

Let fi A be the measure on E^ obtained by restrict ing \i to 5FA. 

Let An dénote the box [0,/en — l]d C Zd, where k is chosen so tha t kZd C £ . 
When À is a finite measure on E1, a s tandard définition of the spécifie free energy of 
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an ordinary (not gradient) shift-invariant measure on (17, 5F) is the following limit of 

normalized relative entropies: 

lim l A n l - ^ O / A ^ e - ^ n A l A - l ) . 
n—>oo 

We will use a similar approach in our gradient setting except tha t we will only compute 

relative entropies with respect to the subalgebra of gradient measurable sets. Tha t 

is, if u is a ^-invariant measure on /i, we write: 
SFE(p) = lim l A n l - ^ ^ A ^ e - ^ n A ^ " 1 ' ) , 

n—>oo 

which we interpret as follows: Fix a référence vertex vo G An and let . . . , V | A n | - i 

be an enumeration of the remaining vertices. In this context, by A ' A r i l _ 1 we mean the 

measure v on ( 1 2 , 3 ^ ) such tha t for any measurable A C E^An^~\ the value 
v({<t> | ((f)(vi) - <j>(v0), (p(v2) - < £ K ) , • • • , <P\An\-i ~ Hvo)) ^ A}) 

is equal to the measure of A in the product measure A l A n ' _ 1 . (The reader may check 

tha t this définition is independent of the choice of VQ.) 

Also, when u is a gradient measure - only defined on 5FT - then we write UA to 

mean the restriction of /i to 3^A. The latter is also the smallest cr-algebra with respect 

to which 4>(v) — 4>(vo) is measurable for each v G A, so we can think of a A as a 

measure on this |A| — 1 dimensional space, 2£ lA l -1 . In this context, the expression 

(K(pAn,e~HAri\\hri-M) makes sensé. 

As a convenient shorthand, we also write FEf(/i) = î K ( / i A , e"HA A ^ l " 1 ) and refer 

to this as the free energy of /i restricted to A. (We occasionally drop the $ from FEA 

when the choice of potential is understood.) Let Z\ be the intégral of e~H* over 

entire space i£ lAl_1 of gradient functions, as described above, and refer to this as the 

free boundary partition function of A with respect to It is clear tha t - at least for 

per turbed simply attractive models this value is always finite. 

Moreover, from Lemma 2.2.1, it follows tha t FE^(fi) > —logZ^ for ail /i. When 

the choice of <Ê> is understood, we write W ( A ) = —logZ^ for this minimal free energy. 

We say tha t a potential $ is positive if $A(^>) > 0 for ail A and ail <fi. 

Lemma 2.3.1. — Suppose that <&A is a positive potential and that A i and A2 are finite 

connected subsets ofZd (of finite weight with respect to that have exactly one vertex 

w in common. Then W(Ai U A 2 ) > W(Ai) + W(A2). Furthermore, for every measure 

/1 on (17, 3TA y A ) we have: 

FEAlUA2(p) > FEAl(n)+FEA2(»)' 

Proof — We take w to be the référence vertex vo for Ai, A 2 , and Ai U A 2 . Write 

X = E^-1 and Y = E^'1 and view £ l A i u A 2 | - i as X x Y. Then iJXlLiA2 is 

equal to HA + HA2 plus the sum of $A ' over ail finite subsets A ' of Zd such tha t 

A ' C A i U A o but A ' (L A i and A ' <f A 2 . Since the latter sum is positive, we have 

- ^ A i U A a > H0A1 + H0A2 

and the lemma is now an immédiate conséquence of Lemma 2.1.4 and 2.2.2. • 
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In some cases, this gives us a useful lower bound on the free energy in a set A. 

Corollary 2.3.2. — Suppose that W(e) > a whenever e is a pair of adjacent edges 

in Zd. Then for any A, W(A) > (|A| - l)a. In particular, FE%{n) > (|A| - l)a for 

any finite, connected subset A of Zd. 

Proof. — Apply Lemma 2.3.1 to the |A| — 1 edges in any spanning tree of A. • 

We dénote by be the space of positive £ x r-invariant potentials for which 

W(e) is finite for every edge e. This is a convenient class of potentials in which to state 

a few lemmas; most importantly, for this purposes of this paper, every ^-invariant 

perturbed SAP is in D ^ . Since <Ê> is ^-invariant, W(e) is also £ invariant and hence 

assumes only finitely many values on edges e in Zd. Thus, the above corollary applies 

to ail potentials in D ^ , which leads us to another corollary. Let e(A) be the number 

of edges (i.e., pairs of adjacent vertices) in the set A and let ex — i n f { a , 0 } , where a 

is as defined above. 

Corollary 2.3.3. — Fix in and suppose p is a L-invariant measure on (Q,JT). 

Then the value 
FE'A{») = FEf (M) - C ( A ) A ' 

is superadditive in the sensé that if Ai and A2 are disjoint but at least one vertex 

of Ai is adjacent to a vertex of A2, then FEAiUA2 (/i) > FEAi(/i) + FEA2(fi) for any 

measure \i. 

Proof. — Let e = (x,y) be the edge with x G Ai and y G A2 and apply Lemma 2.3.1 

twice, first to the pair Ai and {x, y}, and then to the pair Ai U{x, y} and A2. Then the 

above follows from the fact tha t FEf(fi) > a' and e(Ai U A2) > e(Ai) + e(A2) + 1. • 

Since FE'e(fi) is positive for any edge, it is positive for any connected set A. By 

Corollary 2 .3 .3 , this implies tha t FEA is increasing as a function of the connected 

set A: tha t is, FEA(fi) > FEA,(p) whenever A ' c A and both A and A' are connected. 

Of course, the FE' defined above is also invariant under L. It is not hard to see tha t 

there exist s an N, depending on XL, such tha t if w is any vector of integers in Zd, then 

Nw G £ . Now consider, as a function of w, the value FEAw(p) where Aw is the set 

of integer vectors a G Zd with 0 < < WiN for 1 < i < d. The above corollary 

implies tha t if a = ai + bi and ail other coordinates of a, 6, and c are equal, then 

FE'Ac (/i) > FEfAa (/i) + FEfAb (AO f°r every ^-invariant \i. This is the usual définition 

of superadditivity for functions on Zd, and the following lemma follows by standard 

methods (see, e.g. Lemma 1 5 . 1 1 of [42]): 

Lemma2.3.4. — / / $ G then the value SFE'Aw(n) = \AW\~XFEAw{n) with FE' 

as defined above, tends to a unique limit, SFE'(n) in [0, oc] as the coordinates of w 

tend to oo. 
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Now, we write SFE(fi) = SFE'(p) + dot' and SFEA(p) = j^FEA(n). It is not 

hard to see tha t SFEAw(n) converges to SFE(p) as w tends to oo. We refer to 

SFE(p) as the spécifie free energy of [i. 

Note tha t the limits used in the définition of the spécifie free energy assume tha t 

we have chosen a spécifie lattice L : we might write SFE^(/i) to dénote the spé

cifie free energy with respect to the lattice £ . However, it is clear tha t if \i is £ -

invariant, then when £ is replaced by a full rank sublattice £/ , the limits are not 

changed, so SFEL{\±) — SFEL ( u ) . Similarly, if / i is invariant with respect to any 

two full rank lattices £ and L , then we have SFEL(p) = SFELNL''(/x) = SFEz'(/i). 

Next, using the iL-invariance of u and fact tha t FE'A(/JL) is increasing in A, we have 

FEfAw(fjb) < FE'AW+V(6xfjL) < FE'AW+2V(IJL), where v e Zd is the vector with ail of 

its coordinates equal to 1. Taking limits and using Lemma 2.3.4, it follows tha t 

SFE^^JJL) = SFEL {6xn), where 6X is any translation of Zd (and x is not necessarily 

in £ ) . We state thèse facts as a lemma: 

Lemma 2.3.5. — If L and £/ are two full-rank sublattice of Zd and ji is both L-

invariant and £/-invariant, then SFEL(IJL) — SFEL ( / i ) . Moreover, SFEL(n) — 

SFEL(6x{n)) for any x G Zd and any \i G CP(Q, 3~r). 

We have defined SFE^(fi) for ail ji G CPx:(17,3rT); it is often convenient to extend 

the définition to ail of V(Çl,T') by writing SFE^(p) = o o whenever \i 0 3^(12,3^) . 

We will generally write SFE(fi) for SFEL(/i), assumine the choice of lattice to be 

clear from the context. 

Next, it will often be useful to us to have lower bounds on the spécifie free energy 

of p in terms of the free énergies FEA(fï). Since a' < 0, we have the following bound 

for any w: 

Lemma 2.3.6 

SFE(p) - dot' > SFE'(fj) > SFE'Aw(fi) > SFEAw(p) = {A^'1 FEAW(/i). 

We can dérive a similar bound involving FEA for a non-rectangular set A. Let A 

be a connected subset of Aw. Then, using repeated applications of Lemma 2.3.1, we 

can show tha t FEAuj(fi) > FEA(fi) + a (\AW\ - |A|) . Thus, we have 

SFE(fi) > l A ^ T 1 (FEA(p) + a (\AW\- A) ) . 

In particular, we can say the following: 

Lemma 2.3.7. — For each A C Zd, there exist constants Ci > 0 and C2 such that 

SFE(fi)>C1FEA(fi) + C2. 

We can use this fact to check one more important resuit: 
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Lemma 2.3.8. — For every constant C G R , there exist: 

1. A Ci such that SFE(n) < C implies /i(T45Î/(</>(?/)— </>(#))) < Ci for any adjacent 

pair (x, y) in lLd. (In fact, we can write Ci — aC+b for some constants a and b.) 

2. A C2 such that SFE(p) < C implies \S(fi)\ < C2. 

Proof. — First, suppose x and y are fixed. For an appropriate C1', we can use 

Lemma 2.3.7 to show tha t SFE(p) < C implies FE{x^yy(fi) — <K[p^x^, e~Vx>v A) < 

C. Writing r\ — <fi(y) — </>(x) and letting / be the Radon-Nikodym derivative of \ix^y 

with respect to E171, we can write the latter expression as 

f{ri)(logf(r,)+ Vx,y{T,))dr,<C'. 

(Here drj is understood to mean dX(rj).) By Lemma 2.1.1, there is a f3 such tha t 

f(n) (log f(n) i 

2 
Vx,y (n)) dn = H (f y, e-1/2Vx,yY)>B 

for ail probability densities / . Taking the différence of the leftmost terms in the 

preceding two équations, we conclude tha t J fVx,y(r]) dn < 2{C — f3). Finally, we can 

compute this last expression for an edge (x, y) in each of the équivalence classes of 

edges modulo L and let Ci be the infimum of thèse values. 

Next, if SFE(p) < C, then u must be ^-invariant; thus, to dérive a uniform bound 

on S(fi), it is enough to dérive a uniform bound on \ ji((j)(y) — <j)(x))\ < p(\<t>(y) — <j)(x)\) 

for each adjacent pair (x,y) in Zd. Since Vx,y(rj) increases at least linearly in |?7|, the 

existence of a uniform bound on /x(|</>(y) — <j)(x)\) follows immediately from the first 

part of this lemma. • 

2.4 . Spécif ie free e n e r g y level set c o m p a e t n e s s 

Now tha t we have the spécifie free energy for measures in D ^ , we can begin to 

discuss its properties. One of the most important concerns the level sets Me = {/x | 

SFE(fj) < C } , as subsets of CP,c(r2, 3rr). Define the topology of local convergence on 

t5>(Çl,3T) to be the smallest topology in which the maps \i i—» / / ( / ) are continuous 

for every bounded, gradient cylinder function / (i.e., every bounded function tha t is 

5TT-measurable for some A C C Zd) from n to R. 

Lemma 2.4.1. — Each level set Me o/35(fi,3rr), endowed with the restriction of the 

topology of local convergence to that set, is a metric space (i.e., the topology of local 

convergence restricted to Me can be induced by an appropriate metric). 

Proof. — Let {Aj} be an enumeration of the connected finite subsets of Zd. Let 

8i(iJL,v) be the distance between the restrictions iiAj and vAj in the metric for the 

weak topology on ST^). Then S(/i,v) = X ] ^ o 2_Z mf(l>u v)) is a metric for 

the topology of local convergence on Me- It is clear tha t \i% converges to /i in this 

topology if and only if fi\^ converges weakly to (iAj for every j . • 
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We next prove tha t Me is also compact (and hence Polish): 

Theorem 2.4.2. — The level sets Me are closed and sequentially compact in the topol

ogy of local convergence on T(f i ,GFR). Being metrizable, they are thus compact, and 

hence Polish (i.e., complète and separable) metric spaces for this topology. 

Proof. — First of ail, if we are given any séquence {//} of measures in M e , then 

by Lemma 2.3.7, Lemma 2.3.1, and Lemma 2.1.5, we can, for any fixed A j , find a 

subsequence of /J,1 on which the restrictions converge in the r-topology to a fixed 

probability measure vA. on (fi, )• ^ y a s tandard diagonalization argument, we 

can take a subsequence such tha t converges in the r-topology for each of the 

countably many sets Aj to some probability measure vA.. 

Kolmogorov's extension theorem for the Polish space (fi, IF7") then implies tha t there 

exists a measure v G T(fi, <JT) whose restrictions to the Aj are in fact thèse measures. 

It is clear tha t this v is a limit point of the \±i in the topology of local convergence; 

every A C C Zrf is contained in some A j , and hence every cylinder set A G is also 

contained in some 3Aj on which iiA converges to vAj. Since the restrictions vA. are 

clearly ^-invariant - and the sets 3^Aj generate 3 - it follows tha t v is ^-invariant. 

Moreover, we must have SFE(u) < C. If this were not the case, then by Lemmas 2.3.6 

and 2.3.4 we would have SFE'Aw(v) > C — da' for some w. Now, Lemma 2.1.5 

implies tha t there must be a \i% with SFE'A^ (uz) > C — da' (for Aj = Aw). Applying 

Lemma 2.3.6, this implies tha t SFE(n%) > C, a contradiction. • 

2.5. M i n i m i z e r s of spécif ie free e n e r g y are G i b b s m e a s u r e s 

Lemma 2.5.1. — Whenever G T>&, there exists an SFE®-minimizing measure 

in P c (fi, IF7"), i.e., a measure fiQ in ^ ( f i , ^ 7 " ) such that, for any other measure 

fi G yL(n,?T), we have SFE*(/i) > SFE*(fi0). 

This minimal value is sometimes called the pressure of $ and denoted P(<&). 

Proof. — Note tha t ^c>P{$)Mc is an intersection of non-empty, decreasing compact 

sets; hence, it is nonempty. • 

The following is the easy half of our variational principle. It is not hard to prove 

this resuit in more generality, but for simplicity we will describe only the per turbed 

simply at tract ive case. 

Theorem 2.5.2. — Let $ be a perturbed simply attractive potential. If \i has minimal 

spécifie free energy (with respect to among L-invariant measures with slope u, then 

H is a Gibbs measure. 

Proof. — Suppose tha t /i is an ^-invariant measure with finite spécifie free energy and 

slope u tha t is not a Gibbs measure. We will show tha t in this case it is always possible 
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to modify /i to produce a measure /J, with slope equal to u such tha t SFE^(/i) < 

SFE*(fi). 

If \i is not Gibbs, then for some A, we hâve ^ 7 A 7̂  /i, and hence AT/A) = D > 0. 

Since <ï> has finite range, there is an integer r such tha t <Ï>A = 0 whenever A C C Z d 

contains two vertices of distance r or more apart . 

Now, let £/ be a sublattice of £ such tha t for any non-zero i G £/ , each vertex 

in A is at least distance 2r from each vertex of A + i. Then we define our modified 

measure: 

~P = V> II 7a+*' 

Although the composition on the righthand side is infinité, by choice of A, the kernels 

7A+Ï commute; hence, the order in which the kernels are applied does not matter . 

Moreover, the infinité composition converges in the topology of local convergence, 

since every A' intersects only finitely many A~\-i sets. Informally, it is easy to see why 

this measure has lower spécifie free energy than /n: applying of 7A+Ï increases the free 

energy contained in supersets of A + i by some fixed amount. So, naturally, applying 

the kernels at a positive fraction of offsets in Z 2 should increase the "free energy per 

site" by a positive amount. The formai proof tha t follows is not very différent from 

well-known proofs of s tandard (non-gradient) analogs of this lemma. 

Now, as before, take An = [0 ,n — l]d C Zd. Choose n large enough so tha t each 

connected component of An = An Pi (XL7 + A) is completely contained in An and has ail 

of its vertices at least r unit s from the boundary of An. (If necessary, by Lemma 2.3.5, 

we may replace \i with 0vji and A with A + v for some v G Zd in order to make this 

possible.) Fix a référence vertex VQ G An\An . We can décompose A'Aril_1 into the 

product A'Anl~'Aril-1 (8) A'An' by taking pairs into the product space to have the form 

( x , y) where the components of x are the values (f>(v) — 4>(VQ) for v E An\ (An U { ^ 0 } ) 

and the components of y are <fi(v) — <P{VQ) for v G An. For convenience in this proof 

only, we write /io = e~H^ À'Aril_1. By Lemma 2.1.3, there exist regular conditional 

probability distributions /ig, V>x •> and Hx on 9 ^ describing the distribution on y given 

the value x , when (x,y) has distribution /x0, Ji, and / i , respectively. 

Now, we claim the following: 

FEAn{n) - FE\n(jï) = M(MAn, fi0) ~ M(/ïA„,Mo) = II(!K{IJ.X,M§) - n~PX,Mo))-

The first equality is t rue by définition. The second holds follows from Lemma 2.1.3 

and the fact tha t ~p\n\/\n = M A n \ A n - By our choice of £/ , we know tha t both /1Q and 

Jlx are (/i almost surely) products of their restrictions to the components A^ of An. 

Thus, by Lemma 2.1.4, we have tha t 

H(ux, uxo) - H (Ux, Uxo)> 

i 

(HFtin (Ux, Uxo) - Hft in (<Ux, Uxo). 
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Note tha t fiAi = ^ O I A ^ - Hence, Hftin (Ux, Uxo) = 0- Moreover, the x marginals of ji 

and ~p coincide, hence 

U (Hft in (Ux, Uxo)) 
= ^ ( I K ^ > X , / Ï X ) ) = Knu(iJL,-p) = D, 

where the last equality uses the XL-invariance of \i. For large n, the sum is D times 

the number of components A^ contained in An. It follows tha t 

SFEL\n) - SFEL\jï) = lim - L ( F £ A J / i ) - FEAn(p)) > D/I, 
n^oo \AN\ 

where / is the index of £/ in Zd. 

While ~p is not necessarily £ invariant, it is £/-invariant. We can make it £ -

invariant by replacing it with an average ~p! over shifts by éléments of £ modulo £ ' . 

By Lemma 2.1.1 and the définition of the spécifie free energy, this averaging can only 

increase the spécifie free energy. By Lemma 2.3.8, JI has finite slope; since \i and JI 

have the same laws on 3rJ;/+A, it follows from the définition of slope on £'- invariant 

measures tha t tha t S(jl) = S(fi). Since ~p! is an ^-invariant measure tha t is an average 

of finitely many measures of this slope, it is also clear tha t S(Jl') = S(fï). • 
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CHAPTER 3 

ERGODIC/EXTREMAL DECOMPOSITIONS AND SFE 

In this chapter, we will cite several s tandard results about ergodic and extremal 

décompositions tha t we can apply to measures in (J)(Q13rr); in particular, we will 

see tha t every ^-invariant gradient measure / i can be written, in a unique way, as a 

weighted average of £-ergodic gradient measures. Moreover, we can compute SFE(fi) 

as the weighted average of the spécifie free energy of the £-ergodic components. The 

latter resuit is well known (see Chapter 15 of [42]) for ordinary (i.e., non-gradient) 

Gibbs measures on fi = Ez when E has a finite underlying measure. However, we 

must check tha t this resuit remains true for gradient Gibbs measures and the spécifie 

free energy we have constructed in this context. Throughout this chapter, we assume 

tha t a perturbed simply attractive potential <!> is fixed; gradient Gibbs measure and 

spécifie free energy are defined with respect to this <£. 

3 . 1 . F u n a k i - S p o h n gradient m e a s u r e s 

In this section, we describe an alternate (but équivalent) formulation of gradient 

measures (which is also described in détail in a work of Funaki and Spohn [38]). The 

différence between the formulation of [38] and our formulation is largely cosmetic. For 

the purposes of this text, ours is more convenient; however, the results about £-ergodic 

and extremal décompositions described in [42] and [25] apply more directly to the 

formulation of [38] than to ours. 

The main issue is tha t several of the basic facts that we will need about extremal 

and ergodic décompositions of gradient Gibbs measures (namely, Lemmas 3.2.1, 3.2.2, 

3.2.3, 3.2.4, and 3.2.5) have only been stated and proved in the literature (for example, 

in the référence text [42]) for ordinary Gibbs measures. Although thèse results are not 

terribly difficult, reproving them individually in the gradient Gibbs measure context 

would consume a good deal of space and provide little new insight. 

Instead, we will make a straightforward observation (following [38]) tha t the laws of 

the gradients (defined below) of functions sampled from gradient Gibbs measures are 

Gibbs measures - not with respect to an ordinary Gibbs potential, but with respect 
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to a so-called spécification, described below. Focusing on thèse gradients will enable 

us to cite the above mentioned lemmas directly from [42] instead of proving them 

ourselves. 

For any function 0 G fi, we define the discrète gradient V 0 : Zd i—> Ed by 

V 0 ( x ) = ( 0 0 + ei) - 0 0 ) , . . . , 0 0 + ed) - 0 0 ) ) > 

where the ei are basis vectors of 7hd. Write E = Ed. Dénote by fi the set of functions 

from Zd to E and by jF the Borel cr-algebra induced on fi by the product topology. 

Since V 0 only dépends on the value of 0 up to an additive constant, each measure \i 

on (fi, 3rr) induces a measure JI on (fi, 3"). 

A function ip G fi is called a gradient function if it can be wri t ten V 0 for some 

0 G fi. In [38], the authors characterize the gradient functions as those functions 

satisfying the "plaquette condition" 

i>(x)i + l/j(x + ej)i = ^(X)j + V'O + ei)j 

for ail 1 < i,j < d and x G (Here ip(x)i dénotes the i th component of ^0(x).) 

Dénote by fi^ C fi the set of gradient functions. 

Instead of taking - as we do - the configuration space to be fi and using a cr-

algebra JFt tha t only measures properties of functions tha t are invariant under the 

addition of a global constant, Funaki and Spohn use fi as their configuration space 

and stipulate further tha t ail the measures they consider are supported on fi^ (i.e., 

satisfy the plaquette condition almost surely). 

Define the topology of local convergence on T ( f i c ^ ) to be the smallest in which 

/i i—> f-i(f) is continuous for every bounded cylinder function / : fie i—• R. This is 

analogous to our définition of the topology of local convergence on eJ)(Q,3TT). The 

reader may easily verify the following: 

Lemma 3.1.1. — The map [i f—> JI described above gives a one-to-one correspondence 

between T(fi, 3rr) and CP(fic $0 C T(fi, 3r). Moreover, the topology of local convergence 

on CP(fi,3~T) (as defined in the previous section) is équivalent to the topology of local 

convergence on T(fi ,^)? restricted to ^ f i c , ^ ) . 

We extend the définition of spécifie free energy to T ( f i c , 3r) by writing SFE(~fi) = 

SFE(ii) whenever (i G <J)(Q,3"r). Citing Lemma 2.4.2 and Lemma 2.4.1, we have: 

Corollary 3.1.2. — SFE is a lower semi-continuous function on T ( f i c , 9r) with respect 

to the topology of local convergence; moreover, the level sets Me = {p \ SFE(~/2) < C} 

are compact and metrizable. 

If A G 5Fr, dénote by A the corresponding subset of QQ- Then we can extend the 

kernels 7 * ( A , 0 ) (defined in the first chapter) to this context by writing 7 ^ ( A , V 0 ) = 

7^(^1 , 0 ) . (Since the latter term is unchanged when a constant is added to 0 , the 

kernels are well defined.) 
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We would like to argue that , in some sensé, JI is a Gibbs measure if and only if 

it is preserved by thèse kernels (or, équivalently, if the corresponding measure /x is a 

gradient Gibbs measure). However, the following fact suggests tha t this is impossible 

with the définition of Gibbs measure we presented in the introduction: 

Proposition 3.1.3. — When E = R M and & is a Gibbs potential (which admits at least 

one Gibbs measure) there exists no Gibbs potential <ï> such that fi G 9^(Q,3rT) if and 

only ifjie S ¥ ( H , T ) . 

Proof. — If JI G 3 ^ ( ^ , 3 0 , and ip is sampled from JI, then by définition, the law 

of I/J(X) - given the values of i/; at the neighbors of x - is absolutely continuous with 

respect to the underlying measure on E, with Radon-Nikodym derivative given by the 

Hamiltonian H^xy(x^). On the other hand, if JI is supported on gradient functions, 

then ip(x) is completely determined (by the plaquette condition) from the value of ip 

at the neighbors of x; thus the conditional distribution of ip(x) is supported on a single 

point. The only way the above conditional measure can be absolutely continuous with 

respect to an underlying measure À on E is if A has a point mass at tha t point. This 

cannot happen if À is Lebesgue measure. Moreover, switching to another underlying 

measure À does not solve the problem. Since the law of V 0 ( x ) , when (j) is sampled 

from a gradient Gibbs measure, is absolutely continuous with respect to Lebesgue 

measure, the measure À would have to point masses on a set of positive Lebesgue 

measure (and in particular could not be cr-finite). But any finite measure of the form 

E~HA HXGA d\{ij)(x)) - in which the individual random variables I/J(X) are supported 

on point masses of A - is supported on point masses of the product n^eA ^> ano-

hence is supported on a countable set. This is not the case for gênerai A when 1/7 is 

the gradient of a gradient Gibbs measure. • 

We will now expand our définition of Gibbs measure. First, if (A, X) is any prob

ability space and T> a sub-cr-algebra of X, then a probability kernel TT from 3 to X is 

proper if TT(B\-) = 1B for each B G *B. The Gibbs re-randomization kernels 7A from 

TA to T or from to Tr , as defined in the introduction, are examples of proper 

kernels. 

Most of the theorems in [42] are proved for a more gênerai class of families of 

proper Gibbs re-randomization kernels called spécifications (in the sensé of sections 1.1 

and 1.2 of [42]; see also [38]) on UG. The following is Définition 1.23 of [42]: 

Définition. — A spécification on ZD with state space (E, £) , is a family 6 = {C^AJACCZ^ 

of proper probability kernels SA from TA to T which satisfy the consistency condition 

SASA = SA when A C A . The random fields in the set 

S ( * ) : = {/i G 0>(fî, J ) : fi(A\7A) = ôA(A\.) fi a.s.} 

for ail A G T and A C C ZD 

are called Gibbs measures with respect to the spécification 8. 
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Let A' be the set A D ^A + X)f=i e*)- Note tha t if the V 0 is known at ail x 0 A, 

and the value of (j) is known at some x 0 A, then we can deduce the value of </> at 

x £ A'; however, this information tells us nothing about the value of (j) at vertices 

in A'. 

Now, define ÔA to be the kernel from (fi, TA) to (fi, JF) corresponding to the kernel 

7^/ on (fi,5FT). The reader may verify tha t thèse kernels form a spécification on Zd 

with s tate space (Ë,£) := (Ed, £d). 

The following statement follows immediately from the définitions: 

Lemma 3.1.4. — fi is a Gibbs measure (ergodic measure, extremal Gibbs measure) 

on (fi,5Fr) (with respect to the Gibbs spécification 7^) if and only if JI is a Gibbs 

measure (resp., ergodic measure, extremal Gibbs measure) on (fi, JF) with respect to 

the spécification ô. 

3 .2 . E x t r e m a l and ergod ic d é c o m p o s i t i o n s 

In this section, we cite several results from Chapter 7 and Chapter 14 of [42] (e.g., 

existence of extremal and ergodic décompositions), ail of which apply to both ordinary 

measures and gradient measures. Throughout this section, we assume tha t a gradient 

potential $ is given. In each case, the gradient analog of the statement follows from 

the cited non-gradient resuit by the correspondence described in the previous section. 

As in the first chapter, we say a measurable subset A of fi is a tail event, if A G 

T = H A C C Z ^ Z ^ - A - We say A is an £J-invariant event if it is preserved by translations 

by members of L; both T and the set of iL-invariant events are cr-algebras. (See 

Proposition 7 .3 , Corollary 7.4, and Remark 14.3 of [42].) We dénote the sets of 

extremal and ergodic Gibbs measures by exS(fi,9r) and exS,c (fi, ~F), respectively; we 

sometimes abbreviate 9 ( f i , T ) and 9,c(fi,~F) by 9 and 9 , c , respectively. Similarly, 

the set of extremal and ergodic gradient Gibbs measures are written, respectively, 

exS(f i ,Tr) and exSr. (fi, T r ) ; we abbreviate 9 ( f i , 3TT) and Sr . ( f i , ^ r ) by 9 r and 3 1 -
We say \i is trivial on a cr-algebra A if jjl(A) G { 0 , 1 } for ail A e A . Now, we cite 

the following characterization of extremal and £-ergodic measures in terms of their 

behavior on tail and ^-invariant events, respectively (Theorems 7.7 and 14.5 of [42]): 

Lemma 3.2.1. — The following hold for ail Gibbs measures on (fi , 1) 

1. A probability measure \i G Cp£(fi, JF) is extrême in T,c(f i , JF) if and only if fi is 

trivial on Jjr,. 

2. A Gibbs measure \i G S is extrême in 9 if and only \i is trivial on T. Distinct 

extremal Gibbs measures fii and are mutually singular in that there exists an 

A G T with /ii(A) = 0 and ^{A) = 1. 

3 . A Gibbs measure \i G 9,c is L-ergodic if and only if \i is trivial on U^. Distinct 

L-ergodic measures are mutually singular in that there exists an A G with 

/ i l(A) = 0 and /i2(^4) = 1. 

Analogous statements are true for gradient measures \i G CP<c(fi,3rr). 
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There may exist extremal Gibbs measures tha t are not £-ergodic and £-ergodic 
Gibbs measures tha t are not extremal. However, as the following lemma shows, every 
extremal ^-invariant measure is necessarily £-ergodic. (Theorem 14.15 of [42].) 

Lemma 3.2.2. — A Gibbs measure fi G Se is an extrême point of the convex set Se tf 
and only if \i is L-ergodic. That is, 

exSc = Ser\exyL{n^). 

Furthermore, Se is a face o/CP,ç,(f2, T) . That is, if n,v G ^ ( f ^ j F ) and 0 < s < 1 
are such that s/i + (1 — s)v G Su, then v G Se- Analogous statements are true for 

gradient measures. 

Given a single observation (j) from an extremal Gibbs measure or an £-ergodic 
measure \i G T(f2,T), it is ^-almost-surely possible to reconstruct \i from <fi a way 
tha t we will now describe. Whenever 7An(- |0) has a limit in the topology of local 
convergence as n tends to oo, we dénote this limit by TT^. Let {An} be any increasing 
séquence of cubes in Zd such tha t |An| —» oo. We dénote by the "shift-averaged" 
measure eriven bv 

P o L (A) = lim l A ^ n ^ l ^ 1 
n—>oo 

x£Ann& 

U ( M ) 

when this limit exists. We can extend the functions 7r* and n'^ to functions from Çl 
to 3(^7, T) and T,c(f2,T), respectively, by setting them equal to some arbitrary I/Q 

in (respectively) 3 ( ^ , - 0 and CP,c(£7,T) when thèse limits fail to exist. The following 

lemma makes précise our ability to recover fi from a single observation. (The first 

half is [42], Theorem 7.12. The second follows from [421, Theorem 14.10.) 

Lemma 3.2.3. — The following are true: 

1. If fj, e exS, then u ((O G ft : P O = u } ) = 1. 

2. If fie exT^Vt^J), then /x({<£ G SI : TT^ = / i}) = 1. 

Analogous statements are true of gradient measures. 

Next, we would like to say tha t each measure in S (respectively, S,c) is a weighted 

average of extremal (respectively, ergodic) measures. In order to precisely define a 

"weighted average" of éléments in e x S and exSr , , we need to define cr-algebras on 

thèse sets of measures. To do this, for each A G T, consider the évaluation map 

CA • H •—> H>{A). Dénote by e ( exS) the smallest cr-algebra on e x S with respect to 

which each eA is measurable. Define e ( e x S ^ ) similarly. The following décomposition 

theorem shows tha t S and S L are isomorphic to the simplices of probability measures 

on e x S and exS,c , respectively. (See [42], Theorem 7.26 and Theorem 14.17.) 

Lemma 3.2.4. — For each \i G S there exists a unique weight G y(exS, e(exS)) 

such that for each A G T, 

U (A) = 
dxG 

u{A) wJdv). 
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The mapping v i—• is a bijection between S and T ( e x S , e(exS))- Furthermore, 

has the same law as the image of fi under the mapping <fi i—» . Thèse results remain 

true when S is replaced by S,c and TT^ is replaced by TT^. Analogous décompositions 

exist for gradient measures. 

Lemma 3.2.5. — For each /i G Cp£ (fi, 3) there exists a unique weight 

G y ( e ^ ( Q , ^ ) , e ( e a ^ P ( f i , ^ ) ) ) 

such that for each A G 3, 

fi(A) = / v{A)w^{du). 
J exyL (fi,9") 

T7&e mapping fi is an bijection between ^ ( f i , ^ ) and P(ezO>,c(fi,^), e(ex0)(fi,9r))). 

Furthermore, w^ gives the law for the image of fi under the mapping 0 I—> 7 r ^ . Anal

ogous décompositions exist for gradient measures. 

In less formai terms, the lemmas state tha t sampling (j) from /i G S is équivalent 

to: 

1. First choosing an extremal measure /io from an extremal décomposition measure. 

2. Then choosing (j) from / i q . 

Similarly, sampling (p from \i G T,c(fi,T) is équivalent to: 

1. First choosing an £-ergodic measure /io from an ergodic décomposition measure. 
2. Then choosing <fi from JIQ. 

Note tha t an £-ergodic Gibbs measure /i G Sx: may or may not be extremal. In 

Chapter 8 and 9, we will be interested not only in classifying £-ergodic gradient 

Gibbs measures but also in determining how each £-ergodic gradient Gibbs measure 

décomposes into extremal components. 

3 .3 . D é c o m p o s i t i o n s and SFE 

The fact tha t SFE( JexCPi:^ 3r) uw^{du)) = W^{SFE) is essential to our proof of 

the large déviations principle and the variational principle. A longer, more detailed 

proof of this resuit - which follows Chapter 15 of [42] - is given in Appendix A. An 

advantage of the longer proof is tha t it also yields results of independent interest, 

including one interprétation of SFE(/JL) in terms of the "conditional free energy" of 

one fundamental domain of £ - conditioned on its "lexicographie past" - and another 

interprétation involving discrète dérivâtives. We do not use thèse interprétations 

anywhere else (hence, their relegation to the appendix). The proof described here 

follows [25]. 

Lemma 3.3.1. — The function /x i—> SFE(fi) is affine. 
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Proof. — We follow the proof given in Exercise 4.4.41 of [25]. Suppose p = a\i + 

(1 — d)v with 0 < a < 1. Recall the définition 

SFE(p) = lim 
n—>oc 

lAnl"1 lim FEAn(p) = 
n—>oo 

An]-1 H ( ^ . c - ^ n A l A » - 1 ! ) . 

For this proof only, dénote Wn = e - « x „ A i A « - 1 i . Taking the limit, the convexity of 

SFE follows immediately from the convexity of !K(- ,7rn) . To prove concavity, it is 

enough to show tha t 

1/|An| 
M(p ,7TN) > 

1/|An| 
( a J f ( / / , 7 T n ) + (l-a)H(v,irn)) + o ( l ) . 

If either of pAn or z/An fails to be absolutely continuous with respect to 7rn, then both 

sides of the inequality are equal to infinity. Otherwise, let fn and gn be the Radon-

Nikodym derivatives of p\n and vAn, respectively, with respect to 7rn. Then we can 

rewrite the inequality: 

- 7rn ((afn + (1 - a)gn) log(a/n + (1 - a)#n)) 

> -7Tn(afn l og /n + (1 - a)#n log#n) + o(|An|). 

In fact, a simple identity (see Exercise 4.4.41 of [25]) states tha t if fn and gn assume 

any values in [0, o o ) and 0 < a < 1, then 

-(afn + (l-a)gn)log(afn + (l-a)gn) > - (afn log fn + (1 - a)gn \oggn) + 
l/n ~ ffn| 

e 

Since 7 r n ( / n ) = 7rn(gn) = 1, the intégral of the "error term" (the last term on the right 

in the above expression) is at most 2; in particular, it is o(|An|). • 

In fact, SFE is also "strongly affine" in the following sensé: 

Theorem 3.3.2. — If p can be written 

u= 
exP L(U, F) 

ï/Wfj,(dï/), 

then 

SFE(p) = 
exP L (U, Ft) 

SFE(v)w^(dv) = w^(SFE). 

The above Theorem clearly follows from Lemma 3.3.1, Lemma 3.1.2, and the fol

lowing lemma (applied to the gradient field Jt). 

Lemma 3.3.3. — If F : !p£(fi, jF) i—> [0, oo] is lower-semicontinuous (with respect to a 

topology in which the level sets {p : F(p) < C} are metrizable) and affine, then it is 

strongly affine. That is, 

F( 

exP L (U, F) 
iswfÂ(dv)\ = 

exf^iÇL,?) 

F(v)w^{dv). 

Proof — The proof is identical to the proof of Lemma 5.2.24 of [25]. • 
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Corollary 3.3.4. — The function a : Q i—> M , defined by a((j>) — SFE(TT^) is bounded 

below, and satisfies 

SFE{v) = n(a) = H(SFE{*L)) 

for ail il G Vj^^T). 

Proof. — By Lemma 3.2.3, the function fi »—> /i(a) agrées with the function /i 

SFE(/i) when \i is iL-ergodic. Since a is e(CP,c(ic;, JFt)) measurable (it is a limit of the 

e{y^{uo, 3rr))-measurable functions \i i—» |An|n,F£^A(/^n)) , it follows from Lemma 3.2.4 

tha t the statement proved in Theorem 3.3.2 for \i i-> SFE(p) applies to the function 

fi • / i (a) as well. • 
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CHAPTER 4 

SURFACE TENSION AND ENERGY 

De-fine the surface tension a : RdXm i—> R by writing 

a(u) = inf 
A i G y i : ( ^ , ^ ) , ( S ' ( M ) = n 

SFE(fi). 

We will give another équivalent définition of surface tension (as a normalized limit 
of log parti t ion functions on tori) in Chapter 6. In this chapter, we will make sev-
eral elementary observations about the function a and the set of slopes on which cr 

is finite. We also discuss some basic facts about the existence of finite energy func
tions satisfying boundary conditions. Further discussion of this and related problems 
can be found in many texts on linear programming and network flows; see, e.g., [2]. 
Unless otherwise noted, we will assume throughout this chapter, for notational sim-
plicity, tha t m = 1. The extensions to higher dimensions m > 1 are in ail cases 
st r aight for ward. 

Throughout this chapter, we assume tha t an ^-invariant per turbed simply at t rac
tive potential <I> is given. Dénote by U<$> the interior of the région on which a is finite. 
Since SFE is affine, it is clear tha t a is convex; in particular, this implies tha t U<p is 
a convex open set and tha t a is continuous on [/$ and (provided is non-empty) 
equal to oo outside of the closure U$ of U®. We refer to U$ as the space of allowable 

slopes. Some of the results in subséquent chapters (including the second half of the 
variational principle) will apply only to slopes in U<$>. In the next section, we make 
some preliminary constructions tha t will be necessary in the continuous cases E — R 
and E — Mm, and which we will apply mainly to the case tha t <ï> is a perturbed ISAP. 

4 . 1 . E n e r g y b o u n d s for I S A P s w h e n E = R 

4 .1 .1 . B o u n d i n g free e n e r g y and surface t e n s i o n in t e r m s of V. — We will 

assume throughout this section tha t m = 1 and V : M i—» M+ is a convex, symmetric 

(i.e., V(x) — V(—x)) différence potential, and tha t $v is the corresponding ISAP. 
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We begin with following question: what does the shape of V tells us about the shape 

of cr? 

To begin to answer this, we extend the définition of V to vectors by writing V(u) = 

Yn=iV(u)- Note that v(u) gives the spécifie energy of the deterministic singleton 

measure fi G CP(f2, jFr) supported on the plane <f)u(x) — (x,u) (defined up to additive 

constant) . Thus, if we replaced SFE by SE in the définition of a, we would have 

exactly a(u) = V(u) (by Jensen's inequality). 

However, SFE(fi) for the \i defined above is infinité, since the entropy of /i is — oo. 

Nonetheless, if /i is instead as the law of (j) = cj>u + 0 ' , where the law / / of <// has slope 

zéro, spécifie entropy loge, and \<fii(x) — 4>(y)\ < e / i ' -a.s. (for some constant e; see the 

next subsection for the existence of such a measure / / ) , then SFE(fi) < sup{V(u') : 

\u'— u\oo < e}— loge, where \v! — U\OQ = supf=1 \ui — u[\. Applying this to a particular 

choice of \i' yields the following: 

Lemma 4.1.1. — When <Êv is an ISAP, E — R , and V grows at most exponentially 

fast, there exist constants Ci > 0 and C2 (depending only on V) such that a(u) < 

CiV(u) + C2. If$v ^ any ISAP, then a(u) < sup{V(uf) : \u' - < e} - loge for 

ail e. 

To get a bound in the other direction, note tha t SFE(fi) = a(u) for some \i with 

S(/JL) = u, and Lemma 2.3.8 then implies /i (V(4>(y) — <fi(x))) < C\cr(u) + C2 for some 

constants Ci and C2 when x and y are adjacent (with the constants depending on V, 

but not on \i, x, or y) which in tu rn implies (by Jensen's inequality) the following: 

Lemma 4.1.2. — When <£v is an ISAP and E = R , there exist constants Ci > 0 and 

C2 (depending only on V) such that V(u) < C\cr(u) + C2. 

Combining the lemmas implies tha t a and V generate identical Orlicz-Sobolev 

norms (discussed in détail in Chapter 5) when V grows at most exponentially fast. 

When V increases super-exponentially, however, this need not be the case. One of 

the most important cases in which the first part of Lemma 4.1.1 fails is the hard 

constraint model in which V(rj) — 0 if r\ G [—1,1] and oo otherwise. It is easy to see 

tha t cr(u) tends to oo as u tends to the boundary of [— 1, l]d, even though V(u) is 

constant for u G [—1, l]d. 

We will now define a function V, called the w e d g e - n o r m a l i z a t i o n of V such tha t 

V(u) and a(u) do agrée up to a constant factor. In the hard constraint model above, 

it would be natural to guess tha t the second estimate in Lemma 4.1.1 is tight, so tha t 

on the interval [—1,1], V(rj) should be approximately (some constant times) the log of 

the distance from n to the nearest of the endpoints —1 and 1. In fact, the particular 

expression for V(rj) we use is V(rj) minus four times the log of the distance from 

F(rj) to either 0 or 1, where ^ (77) is the fraction of the mass of the measure e~ 

(where dr\ is Lebesgue measure on R ) tha t lies to the left of 77. (The particular form 
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is convenient because it allows us express free energy with respect to V in terms of 

relatively entropy with respect to certain "wedge measure," defined below.) 

In addition to obtaining information about a (which will later be useful in deter-

mining the topologies in which surface-shape large déviations principles apply), we 

will show tha t if (J) : A —> R is such tha t the nearest-neighbor sum ^ Vc/)(x) — (J)(y)) is 

equal to C, then there is measure describing a random small perturbat ion of (p whose 

free energy (with respect to V) is at most a constant times C. 

To motivate the construction of thèse random perturbations, we mention tha t they 

will be useful in Chapter 7 when we engage in the mechanical process of proving lower 

bounds on the Gibbs measure of the set of functions <p : Dn —» M. tha t approximate 

a particular function f on D; one technique will involve constructing a <po tha t ap-

proximates / , is piecewise linear on large pièces of Dn, and has a V energy tha t we 

can control. Then we can get a lower bound by estimating the Gibbs measure of the 

set of <fi tha t are "pertubations" of <po in the non-linear régions and allowed to vary 

more freely on the linear régions (which are dealt with separately using the various 

subadditivity limits of Chapter 6), see Figure 1. 

The reader who is only interested in the case tha t V increases at most exponentially 

fast may skip the proofs of the lemmas in the remainder of this section (since in this 

case, one may take V = V and the results are still obviously true) . The reader who 

is only interested in the case E — Z need not read this section at ail. 

4 .1 .2 . Def in ing b o x m e a s u r e s and V. — Given A, a box measure \i on the space 

of functions 0 on A is a uniform measure on a set B — { 0 | 0 i < <p < 4>2} where (pi and 

<p2 are also real functions on A. (We write / < g if f(x) < g(x) for each x G A.) An 

upper bound on the free energy of fi is given by sup^GB H&(<J)) — J2veA 1°£ {^(v) ~ 

0 i ( 7 7 ) ) . In the remainder of this text, when we need to prove tha t a reasonably low 

(or at least non-infinite) free-energy Gibbs measure exists with certain properties, 

we will sometimes construct them explicitly using box measures. In this section we 

will construct a convex function V, based on T/, and use the shorthand = <&y and 

3> = <&y. Both $ and ^ will be ISAPs. We dérive an upper bound on FE%(ii) in 

terms of FEA(fi) and show that , for constants C\ and C 2 , there always exists a box 

measure centered at <p with $ free energy at most C\HA((J)) + C2- The first part of 

our construction involves showing tha t the relative entropy of a measure u on [0,1] 

with respect to a certain "wedge-density" measure is not much more than twice the 

relative entropy of v with respect to a uniform measure. 

Lemma 4.1.3. — Let [i\ be the uniform distribution on [0,1] and \i2 the measure with 

density given by the wedge-shaped function g(rf) = 2 — 4177 — ̂ |. If !K(i/, is finite, 

then *K{v, 112) is finite also and furthermore, for any Ci > 2, there exists an C2 for 

which !K(z/, /i2) < C\K(y, \ii) + C2 for any Lebesgue-measurable v on [0,1]. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2005 



38 C H A P T E R 4. SURFACE TENSION AND E N E R G Y 

Proof. — Given (3, by Lemma 2 .1 .1 , we can compute the density function / on [0,1] 

tha t minimizes J (f (rj) log f (rj)) dr\ — (3 J f (n) log g(n) drj: we use the fact tha t this 

expression is equal to ^C(/x, v) + l o g C where \i has density / and v has density Cg^ 

with C~l = f g@(r])dx (which makes sensé provided f3 > —1). The minimum occurs 

when /a = v, i.e., when / = g@ (up to constant multiple). In particular, this minimum 

is finite when —1 < j3 < 0. We can rewrite this s tatement (using the fact tha t 

(1 — (3) -\- (3 — 1) as follows: whenever — 1 < 3 < 0, there exists an a for which 

( 1 - / ? ) / ( 7 7 ) l o g / ( i 7 ) dV + P f(v) l o g / ( r ç ) drj - f (v)log g (v) drù > a. 

Dividing by (3 (and recalling tha t (3 < 0) we have: 

f(v) log 
f(n) 

g(n) 
drj < a 

0 

+ 
3-1 

0 

f(v) l o g / f a ) dvKfato) 

< 
a 

B + 
0 - 1 

B 
^ ( i / . / i i ) . 

By taking f3 close to —1 , we can make arbitrarily close to 2. • 

Now let Z = /
O O 

— oo 
e-V(n) dn and F (ri) = z-1 r 

J —OC 

e-yWdr). If X is the random 

variable on R with distribution given by F1 then F(X) is uniform on [0 ,1] . Now, we 

define V(rj) — V(rf) — \og g (F (rj)). Writing Z = e~v^drj, it is also easy to check 

tha t Z 1 e~v is the density function for the random variable F~x(G~x F(X)), where 

G(w) = JQ 9(0 d( is the distribution function for g. 

Lemma 4,1,4. — The following are true for the V defined above: 

1. V(rj) > V(rj) - log2. 
2. / / (a, b) is the interval on which V is finite (here a, b G R U {—oc, oc} ) , then 

+ _ - _ 
lim V(Ï]) = lim V(rj) = oc. 
r/i-^a 771—>6 

3. V is convex. 

Proof. — Recall tha t 1 (̂77) — V(rj) — —\ogg(F(rj)). The first item follows because 

g < 2, the second because g(F(rj)) tends to zéro as r\ tends to a or b. 

For the third item, since we are assuming tha t V is convex, it is enough to prove 

tha t 

A(rj) = V(rj) - V(rj) = -\ogg(F(rj)) = - l o g £ 
•V 

— 0 0 

e~v^ dy 

is also convex. From the symmetries of V and g, we can see tha t A(rj) = A(—rj); A 

is strictly increasing for n < 0 and decreasing for rj > 0. It is therefore sufficient to 

show tha t A is convex on the interval (0, 0 0 ) . On this interval, using the définition of 

g given above, we can write 

A(r,) = -\og4(l-F(r,)) = — log 4 — log e~v^ dy. 
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Since this function is continuous, it is enough to check tha t for any 0 < e < 77, we 

have 
2A(rt) <A(r] + e)+A(r]-e), 

or equivalently (by Fubini's theorem) we must show 
oo 

n 

oc 

V 

e-V{a)-V{b) da db -
oo 

n-e 

oo 

7 - e 

-V{a)-V{b) dadb > 0. 

Canceling the common région of intégration, we can rewrite the left hand side as 
D O 

V 

•?7+e 

n2 

e-V(a)-V(b) da db — 
•?7 

77-e 

0 0 

77+e 

e-V(a)-V(b) dadb 

Relabeling variables, this becomes: 

•00 

n3 

rj+e 

n 

e-V(a)-V(b) dadb_ 
O O 

n+e 

7 7 

7 7 - e 

e - V ( a ) - V ( 6 ) d a d b 

= 
•OO 

n 

77+e 

77 

e-V(a)-V(b] - e-V(a+e)-V(b-e) ^ ^ 

Since a — b + e > 0 throughout the région of intégration, we claim tha t V(a + e) + 

V(b — e) — V(a) — V(b) > 0. To see this, we can write by convexity: 

V(a) < 
a — b + e 

a - 6-h 2e 
V(a + e) + 

e 
a - b + 2e 

V(b-e) 

V(b)< 
a — b + e 

a - 6 + 2e 
K(6 - e) + e 

a - 6 + 2e 
V(a + e). 

Summing thèse two lines gives the claim. From this, we conclude tha t 

e-V(a)-V(b) _ e-V(a+e)-V(b-e) > Q 

throughout the région of intégration, and the lemma follows. • 

Since we will use it again in Chapter 8, we state the simple fact we used at the end 

of the proof as a lemma. 

Lemma 4.1.5. — Ifa — b-\-e>0, and V : R R is convex, then V (a + e) + V (b — e) > 

V(a) + V(b). 

4 .1 .3 . B o u n d i n g FE* in t e r m s of FE® 

Lemma 4.1.6. — For each Ci > 2, there exists a C2 such that for any edge e and 

measure \i on Q, we have 

F E Oe (U) = c 2 < FEf ^) < C1FE*(lx)+C2. 

Proof. — The first half of the inequality follows immediately from 4.1.4. Next, since 

F is a continuously différent iable, increasing one-to-one function, one easily checks 

tha t if Y is any other real-valued random variable, then the relative entropy Oï(Y, X) 

is equal to 3-((F(Y), F(X)). (Here, when X and Y are real-valued random variables, 

we write 1K(Y, X) to mean îK(/iy, / / x ) , where measures \iy and \±x are the laws of Y 
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and X on M.) Define X and Z as in the previous section and recall by définition of free 

energy tha t if Y =J>(y) - 0 0 0 , then FEf(fi) =_F£v(/iy), where FEV(/iy ) + log Z = 

!K(y , X ) ; and F £ f (/x) = FEv{liY), where F £ ^ > y ) + l o g Z = IK(Y, F~lG~1F(X)). 

We conclnde from LeïïimR 4.1 .3 that, 

FEy(fi) + log Z = IK(Y, F~lG~lFX) = IK(F(Y), G ^ F p O ) 

< C i M ( F ( y ) , + c2 = C i M ( y , x ) + c2 

= C1FEv(n) + C2+\ogZ. • 

Lemma 4.1.7. — For any C\ > 2d + l, there is a constant C2 such that for any finite 

connectée A C Zd and any measure fi on Çl, we have 

FEt(v)- C2\A\ <FEt^)< C1 F Et M + C 2 | A | . 

Proof. — The first half of the inequality follows immediately from 4.1.4. Next, 

we claim tha t tha t ^2eCA FE^ (fi) < 2dFE\(jji). We can prove this by invoking 

Lemma 2.3.1 if we assume tha t a used to define FE' in the setup to tha t lemma is 

equal to zéro; for simplicity, we will assume this to be the case (the reader may check 

tha t without the assumption, the resuit remains true with a différent value of C2). 

Given Lemma 2.3.1, it is enough to show tha t there is a séquence e i , e2l. . . , e'A'_1 of 

edges tha t forms a spanning tree of A and satisfies 

| A | - 1 

i=l 

FE u 
1 (M) > 

1 

2d 
e C A 

FEve (U) 

The latter point is a simple graph theoretic fact tha t is easily verified with a greedy 

algorithm: choose e\ to be an edge e for which FE^(n) is maximal. Choose each 

subséquent e1 to be an edge e for which FEy'(/i) is maximal among those edges tha t 

do not, together with e i , . . . , e ^ _ i , form cycles. The number of edges which form 

cycles at the zth step is at most the number of edges tha t are incident to vertices of 

e i , . . . , ei-i - this number is bounded above by 2d(i — 1). Hence FEy > FEY{2di+l) (fi) 

where the latter represents the (2di-\- l ) t h edge when the edges are listed in rank order 

of free energy values. Since 
, ( | A | - l ) / 2 d ) 

i=l 
FEY 2r/?:+l) 

(U)> 1 
2d e C A FEYiv), this fact 

follows. 

Using this fact in the last step, and taking C[ and Cr2 to be the constants from 

Lemma 4.1.6, we now see tha t 

FEt(p) -FEt (M) 
=uHOA - uHoA 

= 
e C A 

n(V(e)-V(e)) = 
e C A 

FEYM-FEYM 

< 
e C A 

( ( C I - l)FEy(p) + C2) < 2d(C[ - I)FEX(M) + 2d\C'2\\\\. 
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We conclude the proof by adding FE® (/x) to both sides of the above équation séquence 

and setting Ci = 2d{C[ — 1) + 1 and C2 — 2d\C'2\, recalling tha t C[ can be chosen 

arbitrarily close to 2. • 

Similarly, we have: 

Lemma 4.1.8. — There exist Ci and C2 such that 

SFE*(fj,) -C2< SFE*(IJL) < Ci SFE* (/x) + C2 

for ail ji. 

Proof. — This follows immediately from Lemma 4.1.7; simply take limits, using th 

définition of SFE. [ 

Corollary 4.1.9. — There exist Ci and C2 such that 

Cicr*{u) -C2< a*(u) < Cio-*(u) + C2 

for ail u. 

4 .1 .4 . U s i n g <3> t o b o u n d b o x m e a s u r e free énerg ies 

Lemma 4.1.10. — There exist constants Ci and C2 such that whenever A is a con-

nected subset of 7Ld and Hf(cj)) — e, there exists a box measure Jl on M'A' centered at 

(p whose gradient measure \i satisfies FE®(/jl) < Cie -\- C2\A\. 

Proof. — Fix r] > 0 and let (—a^a^) be the largest interval for which £ G (—a^a^) 

implies V(Ç) < V(rj) + 1. Then we claim tha t for some Ci > 0, independent of 77 and 

V', we have — log \av — rj\ < C\A{rj) = Ci (V(rj) — V(rfj). For 77 > 0, recall from tha t 

A(rj) — — log 4 — log e~v^ dÇ. Now, by convexity and the fact tha t V is positive, 

for any ( > a^, we have V(Ç) > a 1_V(C ~ av)- This implies tha t 

roc roc ç 

/ e-vi°d(< e~^i d( = (ar, -rj). 
Jav Jo 

Furthermore, since V is positive, F^V e v^ < av — rj. It follows tha t 

rOO 

e~A^ = 4 / e ' v ^ dÇ < 8 ^ - 77). 

Hence, 

A(rj) > - log8 - logfarç - 77). 

Now, for each v G A, choose e(v) to be the minimum of j^e~A^v ^~^v^) for ail v' 

adjacent to v. By the construction of a^, the définition of e(v), and the bound in 

the previous paragraph, for ail ip in the box {ijj \ 4>(y) — e(v) < i/j < (j)(v) + e(v),v G 

A}, and any edge e, we have Hf(<p) < Hf(tjj). Summing over ail edges, we have 

H®(ip) < H®(<fi) + 2d|A|. Now, let \i be the box measure tha t corresponds to fixing 

i/j(vq) = <t>(vo) f°r a référence vertex vq and choosing the other ip(v) independently, 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2005 
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uniformly in [4>(V) — C{V),4>(V) + C(V)). Since the widths of the intervais are 2e(V), 

this energy bound and Lemma 2.2.2 together imply 

FEt(pi) < H*(<t>) + 2d|A| - J2 loS (2e(v))-

Now, for each we have — log2(e(i;)) < su.p\v_v,\=liV,eA A((F)(VF) — 4>{V)). How 

does the sum of thèse supremum values compare to the sum over ail edges? We know 

tha t A(rj) + log 2 > 0, for any 77. Thus, 

F E t ( i i ) - H t W ) - 2 d \ K \ 

< ] P SUP A(HV') - CJ){V)) + log2 
veA,v^v0 \v-v'\ = l,v'eA 

< J2 A ( 0 ( i ; , ) - 0 ( v ) ) + l o g 2 
veA,Vy£vo \v — v'\ = l,v'EA 

< 2 [ ^ ( 0 ( v i ) - 0 ( « 2 ) ] + 2 | A | l o g 2 
e=(v± ,V2)CA 

= 2 [ i J ? ( 0 ) - i j £ ( 0 ) ] + 2 | A | l o g 2 . 

The lemma thus holds with Ci = 2 and C2 = 2 log 2 + 2d. • 

Applying similar analysis to the case (J) — (F)U and A = 7Ld yields the following 

analog of Lemma 4.1.1. 

Lemma 4.1.11. — There exist constants Ci and C2 such that for ail u there exists a box 

measurejl centered at c/)u whose gradient measure \i satisfies SFE^(fi) < CiV (u)-\-C2. 

In particular, a®(u) < C\V(u) C2. 

Lemma 4.1.2 and 4.1.9 imply the other direction (that V(u) — Ci < a(u)). Hence, 
we have the following: 

Lemma 4.1.12. — There exist Ci and C2 depending only on V such that 

V(u) -C2< (7*( /x) < CiV(u) + C2. 

4.2 . Torus a p p r o x i m a t i o n s 

In this section, we allow to be an SAP or a perturbed SAP and allow either 

E = R or E = Z . One way to compute U$> and approximate a is using the finite torus 

T given by Zd modulo L. A function g from the directed edges of T to R is called a 

local gradient function if the sum of g along any directed null-homotopic cycle in T is 

zéro. If g were extended periodically to Zd, then it would be the discrète derivative 

of a height function <pg (defined up to additive constant); we define the slope (or 

homology class) of g, writ ten S (g), to be the asymptotic slope of the corresponding 

function <pg. Observe tha t ipg(x) — 4>g(x) — (S(g),x) is £-periodic. 
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Write H®(g) = ^2V((pg(y) — figi00)) where the sum ranges over a set of edges 

in Zd corresponding to the edges T. Write x(u) — ^s(g)=u H^(g) and similarly 

x(u) — 'm^s(g)=u H^(g). From Lemma 4.1.10 we can deduce the following: 

Lemma 4.2.1. — There exist constants Ci and C2 such that a(u) < Cïx{u) + C2. 

In particular, a(u) is finite whenever x(u) is finite (which is t rue whenever x(u) is 

finite). It is easy to see tha t the converse holds. Hence, we have the following: 

Lemma 4.2.2. — If E = M and <ï> is an ISAP, then the set U<$> is the interior of the 

set of slopes u for which x(u) ^s finite. 

We can easily gêner alizé the above resuit the case E = Z. Let $ be the nearest 

neighbor potential with edge potentials given by VX:V. In this case, we let define 

Vx,y : M ^ M to be the largest convex function which agrées with Vx,y on the integers. 

This is a linear interpolation of V in between integers at which Vx,y is finite; it is equal 

to oo outside of the interval spanned by the integers at which Vx,y is finite. 

Now, given any (real) g on G for which H® is defined, we can extend this to a real-

valued <fig. Now, let \i be the measure on (f2, 5F) tha t returns \_(j)g + ej where e is chosen 

uniformly in [0,1]. It is easy to see that the restriction of this measure to (Q, 5Fr) is an 

XL-invariant measure of slope u, and tha t /i(&) = H®/1 where / is the index of L in 

Zd. In the discrète setting, the spécifie relative entropy of a singleton measure is zéro 

and the spécifie entropy of any non-singleton measure is strictly greater than zéro. We 

may conclude tha t SFE{n) < H®/1 and a(u) < x(u) whenever x(u) is finite. Also, 

if a(u) is finite, then there exists a s l o p e - m e a s u r e \i for which SFE(/i) is finite; let g 

be the local gradient function T for which <fig(y) — 4>g(x) — iJi((j)(y) — (j>{x)). It is easily 

seen tha t H®(g) must be finite in this case. Thus a(u) is infinité whenever x(u) ig 

infinité. The reader may verify the generalization to ail simply attractive potentials. 

Lemma 4.2.3. — If E = M., and $ is an SAP, then the set U$ is the interior of the 

set of slopes u for which x(u) ^s finite. If E — Z, then C/$ is the interior of the set of 

slopes u for which x(u) is finite. 

When E = M and <É> is an ISAP, then x(u) is finite precisely when x(u) 1S finite; 

but if $ is not an ISAP, then we have not defined x(u)- However, if E = Z, then our 

définition of x(u) applies for ail SAPs. 

The reader may also check the following: 

Lemma 4.2.4. — If E — Z and & is a Lipschitz simply attractive potential, then set 

U<$> is the interior of the convex hull of the set S of integer slopes u for which x(u) ^s 

finite. 
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The following is also trivial to verify: 

Corollary 4.2.5. — If ail of the convex nearest neighbor potentials VXiV : R i—• R are 

everywhere finite, then a is everywhere finite and U<p =Rd. 

Finally, we would like to define homology-class-restricted Gibbs measures on a 

torus, using a method similar to the one presented in [38]. Let X o , £ i , . . . ,Xj-i be 

représentatives of a fundamental domain of Zd modulo XL; thèse vertices are in one-

to-one correspondence with the éléments of T. Every local gradient function g is 

determined by its homology class and the values of the function (j)g (with additive 

constant chosen so tha t (j)g(xo) = 0) at x\, x2l. . . , Xj-i. Now, we can define a measure 

on gradient /j,u on local gradient functions g of homology class u by 

Zrp e - HO (g) 
.7-1 

i=l 

d(j)g(Xi), 

where ZT is the normalizing constant tha t makes the above a probability measure, 

and the connection between g and cj)g is determined by the value u. 

Now, choose k so tha t kZd C £ , and define /i™ to be the measure produced as above 

on the torus Tn = [0,/en — l]d tha t one gets by replacing £ by nkZd. (If E — 7Ld', 

then when defining /x^, we replace u with ^ \ un\ in order to ensure tha t the slope u 

homology class of finite-energy local gradient functions is non-empty.) 

Lemma 4.2.6. — If u G U<p, then some subsequence of measures /n™ converges 

in a topology of local convergence to a XL-invariant gradient Gibbs measure 

fi G CP,c (f2, JF7-) with finite spécifie free energy, which is less than or equal to 

l i m i n f n ^ o o - | T n | _ 1 \ogZTri. 

Proof. — The proof is very similar to the one in the proof of Lemma 2.4.2 - namely, 

one observes tha t there is an upper bound (independent of n) on the free energy of /iJJ 

restricted to a set A, then uses Lemma 2.1.5 and Lemma 2.1.7 to prove convergence 

for the / i ^ ' s restricted to a set A C Jjd (which can be t reated as a subset of any 

sufficiently large torus), and then uses the s tandard diagonalization argument to get 

convergence for ail A. • 

Statements similar to the above are proved for Ginzburg-Landau models in [38] 

and for domino tiling models in [19] and [18]. 

4 .3 . D i s t a n c e funct ions and in terpo la t ions 

In this section, we give another perspective on the set U® and discuss the problem 

of interpolating functions defined on subsets of Zd to finite-energy functions defined on 

ail of Zd. The basic ideas are simple and very s tandard (see [2] for more exposition and 

many additional références; look for the keywords cycle décomposition and Dijkstra's 

algorithm). 
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If x and y are neighboring vertices (as always, x preceding y lexicographically) and 

Vx,y is the pair potential Connecting the two, then define d(x, y) — s u p ^ ^ Vx^y{rj) < o o 

and d(y,x) = — inîv^E Vx,y(v) < 00 • By définition, d(x,y) is an upper bound on the 

value that (p(y) — <j){x) can take for any (j) with $>{xy}{(f)) < 0 0 . For simplicity, will 

assume here tha t the interval on which Vx,y is finite is closed (i.e., VX:V is lower 

semicontinuous), so the upper bound is always achievable (this assumption does not 

affect the Gibbs kernels, since changing a convex VXjV to make it lower semi-continuous 

- by altering its values at the endpoints - only alters the potential on a set of Lebesgue 

measure zéro). If x and y are not adjacent vertices but are connected by a pa th 

P = {x — Po ,P i ,P2 , • • • ,Pk = y) of vertices, we define dP(x,y) to be YÏj=l d(pj,Pj+i) 

and define D(x,y) to be the minimal value of dp(x,y) as P ranges over ail paths 

Connecting x and y. We assume tha t there are no négative cycles - i.e., no paths P 

from a vertex x to itself with dp(i, x) < 0. (Otherwise, ail height functions on régions 

containing P would have infinité energy.) 

A classical theorem (see [2]) is the following: 

Lemma 4.3.1. — If we fix the values of a function (f)' (real if E is R7 discrète if E = Z) 

at ail vertices in A C Zd, then there exists a finite-energy height function (f) defined 

on ail of Zd extending <// (i.e., satisfying 4>{x) = (j)'{x) for x G A) if and only if 

D{x,y) > </>''(y) — (t>f{x) for each x,y G A. 

Proof. — The proof is straightforward - simply observe tha t (j){y) = i n f ^ A ^ ' f ^ ) + 

D(x,y) is such an extension function; in fact, this is the maximal such function. • 

A similar argument gives the following: 

Lemma 4.3.2. — There exists a finite energy local gradient function g on a torus T 

with slope u if and only if there exists no path P = {po,pi, . . . ,pk = Po} in T (with no 

vertices repeated except the first/last value) such that the lifting P = {po,Pi,. . . ,_p/e} 

of P to the covering space Zd satisfies (u,pk — Po) < Dp(Po,Pk) • 

Proof. — Note that if E = R, then the gradient function g has slope w on T if 

and only the function f(x) — g(x) — (u,x) has slope zéro (and hence extends to 

a periodic function on Zd) ; also, g has finite energy with respect to $ if and only 

if / has finite energy with respect to the nearest neighbor potential & defined by 

V^yi7]) ~ Vx,y{{u,y — x) + 77). Now, the paths P described above correspond pre-

cisely to négative cycles with respect to d defined using the potential it follow 

from Lemma 4.3.1 tha t they fail to exist if and only if there exists a finite energy, 

zero-slope height function / (and hence a finite energy local gradient function g of 

slope u). 

If E — Z , then the integer-valued gradient function g has slope u on T if and only 

the integer-valued function f(x) = g(x) — \L(u1x)\ has slope zéro (and hence extends 

to a periodic function on Z d ) ; also, g has finite energy with respect to $ if and only 
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if / has finite energy with respect to the nearest neighbor potential defined by 

Vx,y(v) = Vx,y(l(u, y)\ — [(u, x)J + Tj). The argument proceeds as in the real case. • 

Let P i , P 2 , • • • 7 Pk be the finitely many non-self-intersecting cycles in T. The above 

lemma and Lemma 4.2.2 imply the following: 

Lemma 4.3.3. — The set U<p is interior of the set of values u for which (u,Xi — yi) < 

Dp^Xi^yi) for 1 < i < k, where here xi and yi are the starting and ending points of 

Pi. In particular, ifU<$> is not the entire space M.d, then it is the intersection of finitely 

many half spaces. If each Vx,y is equal to oc outside of a finite interval, then U$> is 

the interior of a convex polyhedron. 

A finite energy function 0 defined on ail of Zd is said to be upward taut if for some 

x 6 Z r f , and some C, every finite energy <fi' : 7Ld ^ E which agrées with 0 ' on ail but 

finitely many places satisfies 0 ' ( x ) < C; 0 is downward taut if every such 0 ' satisfîes 

<f>'(x) > C. 

Lemma 4.3.4. — A finite energy 0 : Zd i—• E is upward taut if and only if for some 

Pi and some x, the expression kDpi(xi,yi) — 0 (x + k(yl — Xi)) is bounded below for 

ail k > 0. Similarly, 0 is downward taut if and only if for some Pi, the expression 

kDp% (yl, Xi) — (j) (x + k(yl — Xi)) is above for ail k > 0. 

Proof. — By Lemma 4.3.1, 0 is upward tau t if and only if for some x , there exists a 

séquence yj arbitrarily far away from x for which (p(y) — 4>{x) > D(x,yj) — C. Let 

Qj be the corresponding paths Connec t ing x and yj. Taking a subsequential limit of 

thèse paths gives a pa th Q from x to oo with 4>(y) — 4>{x) > D(x,qj) — C for every 

qj in Q. The pa th Q, projecting down to the torus T, must completely traverse at 

least one of the paths Pi infinitely often. We refer to such a pa th as a C-taut path. 

(A zero-taut pa th is called simply a taut path.) Let x' be the first t ime in Q a vertex 

equal to the initial vertex of Pj , modulo T, occurs. Let z\ and z2 be the first and last 

points of the first t ime the pa th Pi occurs. Then we can replace Q with a new C-taut 

pa th by moving the translating the pa th Pt so tha t it begins at x , and translating the 

pa th between x' and z\ so tha t it begins at x + {yi — xi). Repeating this process, we 

can find arrange for Q to begin with an arbitrarily long séquence of Pi s. Again, we 

find tha t the pa th P consisting of an infinité séquence of Pi s is also a C-taut path. 

A similar argument applies to downward tau t functions. • 

Lemma 4.3.5. — If & is simply attractive and fi is an L-ergodic gradient Gibbs mea

sure with finite spécifie free energy and S(/JL) = u G U<$>, then fi-almost ail 0 are not 

taut. 

Proof. — If 0 is taut , then for some Pi and C, there the ergodic theorem implies tha t 

there almost surely exist a positive fraction of vertices which are the beginnings of 

infinité C-taut paths formed by concatenating P^'s end to end. We claim tha t each of 
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thèse paths must in fact be 0-taut; suppose otherwise. Then along one of the infinité 

séquence x-\-Z(yi — X i ) , there would be have to be a place where, for some e, x was the 

last value in the séquence to be the beginning of an e-taut path. But only one such 

event can occur in each path; such events cannot occur with \i positive probability 

because \i is invariant under translation by k(yi — X i ) , for k G Z. 

A similar argument shows tha t in fact every x' G x + £ must belong to an infinité 

t au t pa th of this form; it follows tha t the slope u of /j , satisfies (u, Xi — yi) — Dpi (xi, yi) 

- and hence, it lies on the boundary of U$, by Lemma 4.3.3. • 

Note that from the proof, we also have: 

Lemma 4.3.6. — Let E = Z, and u G dU<$> and let n be a L-invariant measure of finite 

spécifie free energy and slope u. Then for some x and some Pi, the path formed by 

concatenating infinitely many copies of Pi starting at any x + y, with y G £J, is almost 

surely taut. In fact, for each face X of the polyhedron dU<$>, there exists at least one 

Pi such that the preceding statement is true for Pi whenever u G X. 

Proof. — Let Pi be a pa th which détermines the face X (as in Lemma 4.3.3). • 

We can also conclude tha t if /J, G ^ ( O , 3rr) is any gradient measure supported on 

finite energy functions 0 , then 0(x2) — 4>(x\) is \i almost surely constant whenever 

x\ and X2 lie in a pa th P of the type described above. It is easy to see tha t such a 

measure must have infinité spécifie free energy if E = R; but it will have finite spécifie 

free energy if E — Z. We can lift the pa th P defined on T to an infinité pa th in Zd 

along which ail height différences are "frozen" by \i. Whenever \i has slope u which 

lies on the boundary of [7$, we say tha t n is taut and that u is a taut slope. It is not 

hard to check the following: 

Lemma 4.3.7. — Let & be a simply attractive potential. If E — Z, then a extends 

continuously to a real-valued function on the closure of U<$>. If E — R , then a(u) 

tends to infinity as u approaches the boundary of and a(u) = oo on the boundary 

itself. 

We can approximate D(x,y) as follows: write D<$>(x) — supu(Et/<î> (u, x). 

Lemma 4.3.8. — There exists a constant C such that \Dq>(y — x) — D(x,y)\ < C for 

ail x and y in Zd. 

Proof. — Using the above arguments of Lemma 4.3.2, for each u, we can construct 

a fmite-energy function which, restricted to any offset b H- £ , is equal to a plane of 

slope u. It is easy to see tha t for any b G £ , there exists some a in a fundamental 

domain of £ for which D ( a , 6 + a) — D&(b). The resuit follows by taking C = 

2 sup | D (z\, Z2 ) | + 2 sup | D<$> (z2 — z\)\ where z\ and z2 are members of tha t fundamental 

domain. • 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2005 



48 C H A P T E R 4. SURFACE TENSION AND ENERGY 

4.4 . Gradient phase e x i s t e n c e 

Lemma 4.4.1. — If u is either an exposed point or a convex combination of exposed 

points of a, then there exists a measure fi G T,c(f2,3rT) with SFE(ii) = a(u). If u is 

an exposed point of a, then \i can be taken to be ergodic. 

Proof — For w G Rd, let tyw be the nearest neighbor potential defined by 

Yw(x,y) (O) = [d>(x) - <j>(y)](w,x - y). 

Define &w — &-\-^w. It is not hard to verify (using the discrète fundamental theorem 

of calculus) the equality of the Gibbs kernels: 

7A = 7 A 

as well as the identity SFE®a ( / i ) = SFE®(ii) + (w,S(u)), which in turn implies 

o-<$>w(u) = a<$>(u) - f (w,u). Now, if a® has an exposed point at u, then we can replace 

<Ë> with a $w for which a^w has a unique minimum at u. By Lemma 2.5.1, there 

exists a measure \i with SFE(fi) = a<^w(u). Clearly, such a measure has finite slope, 

so (by définition of a $ w ) it must have slope u and spécifie free energy equal to a(u). 

Furthermore, Jensen's inequality, convexity of SFE, and the ergodic décomposition 

theorem imply tha t the ergodic components of / i , with probability one, must have 

slope u. Now, suppose u is not an exposed point but u is a convex combination 

of exposed points u = ^atux. Let \iu dénote an ergodic measure of slope u with 

SFE(iJiu) = a(/jiu). Then Lemma 3.3.4 implies that \i = ^aiiiUi is a Gibbs measure 

of slope u with SFE(fi) — cr(u). • 

We say V : R i—> M is super-linear if for ail c > 0, there exists a b > 0 such that 

V(r]) > c\rj\ whenever |?7| > b. Say is a super-linear simply attractive potential if <3> is 

simply at tractive and ail of the nearest neighbor potentials of $ grow super-linearly. 

The following is a simple conséquence of Lemma 2.3.8 and Lemma 2.4.2. 

Lemma 4.4.2. — If $ is a super-linear simply attractive potential, then fit —• \i (in 

the topology of local convergence) and SFE^(iii) < C for ail i together imply S(^) —» 

S{fi) and SFE*(fi) < C. 

4.5 . A word o n Lipschitz p o t e n t i a l s 

Assume tha t E = Z . Many naturally arising discrète random surfaces (height func

tions for domino tilings, square ice, etc.) have the property tha t the nearest neighbor 

potential functions are equal to infinity outside of a finite interval. A Lipschitz poten

tial is a potential <ï> such tha t for each adjacent pair of vertices x and y, the potential 

^{x ,2 / } (0) ls equal to oo when (j)(x) — <fi(y) lies outside of a bounded interval of Z . The 

reader may easily check the following: 
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Lemma 4.5.1. — A gradient, nearest neighbor, L-invariant potential $ is Lipschitz if 

and only if it is a perturbed LSAP. 

By Lemma 4.3.3, U<$> is the interior of a convex polyhedron and by Lemma 4.3.7, a 

is a bounded, continuous function on the closure of U$>. Discrète Lipschitz potentials 

(i.e., Lipschitz potentials in the case E = Z) are convenient to work with for many 

reasons. First of ail, an £-periodic Lipschitz potential <Ê> can be completely described 

with a finite amount of data . And although it is generally not known how to compute 

a exactly, one can use simulations (and the alternate définition of a given in Chapter 

6), to approximate a to arbitrary précision. Also, for discrète LSAPs, Propp and 

Wilson give an algorithm (called "coupling from the past") for perfect sampling from 

7A>(*,0), where A is a finite subset of Zd and 0 is an arbitrary "boundary function" 

(which need only be defined on the boundary of A) [75]. Finally, given any discrète 

SAP $ and C > 0, we can approximate $ with a Lipschitz potential, <3>c, defined by 

O C A (O)= O AO 

oo 

<ï>A(<ï>) < C 

otherwise. 

It is not hard to show tha t as C gets large, the variational distance between the 

measures 7^(*, (j)) and 7^ (*, </>) decays exponentially. 

4.6. E x a m p l e s : layered surfaces , non- in tersec t ing lat t ice p a t h s 

Fix d, and let $ be a simply attractive potential. We can use a Gibbs measure of 

<£> to choose a single random surface (j) : Zd 1—• Z. Now, we would like a way choose a 

séquence of "layered surfaces" (pi, defined for i G Z, in such a way tha t 

1. For each x G Zd and i G Z, ^ ( x ) < + 1). 
2. Given <f>i-i, (fii-2, and the values 4>i(x) for x outside of a finite set A, the 

conditional distribution on the values 4>i(x) for x G A can be described as 

follows: it is the measure 7 A ( * 5 0 Ï ) conditioned on < 4>i(x) < < / ^ + i ( x ) 

for ail x G A. 

The natural way to do this is to replace <ï> by a d + 1-dimensional Write 4>'(x, i) — 

</>i(x), where x G Zd and i G Z. Then we write &s(x ^ (y i)} = ^x,y and 

^ { ( a r , i ) , ( a : , i + l ) } ( ( / ) / ) ~ 

B (O' (x,i+1)- O' (x,i)) 

0 0 

0'(a:,z + 1) > <j)'{x,ï) 

otherwise. 

Intuitively, we would like to set (3 = 0. In this case, however, would not be simply 

attractive. But since the kernels 7$/ are independent of (3, we can get around this by 

fixing (3 to be an arbitrary positive constant. 

We can think of a Gibbs measure in as a way of choosing a séquence of layered 

surfaces. This construction also makes sensé if we replace E = Z by E = M. It is 

now easy to check tha t U<$>> = U<& x ( l ,oc ) when E = Z and U& = U$> x (0, 0 0 ) 
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when E — M. If u = (ui,u2), with u\ G MD and u2 G M, then we can think of a 
random function <\>' of slope u as a séquence of layered slope u\ functions (pi, spaced 
apart with density l/u2. It is a conséquence of the results in Chapter 8 that , at least 
when E = R, the minimal-S'Fi? ergodic slope-u\, density l/u2 layered surface Gibbs 
measure is unique. In the spécial case d = 1 and E = Z , we can think of layered 
surfaces as non-intersecting paths in a lattice. (The latter appear frequently in the 
theory of random matrices.) 

ASTÉRISQUE 304 



CHAPTER 5 

ANALYTICAL RESULTS FOR SOBOLEV SPACES 

In order to prove our large déviations principles on surface shapes in later chapters, 

we will need to construct a topology in which certain sets of bounded-average-energy 

surfaces are compact. To this end, we will ultimately convert some of our questions 

about discretized surfaces into analogous questions about continuous functions. The 

topologies on the continuous function spaces will be generated by the Orlicz-Sobolev 

norms defined in this chapter, which are generalizations of Lp norms tha t arise when 

the function | • \p is replaced by a more gênerai positive, convex, symmetric function 

A; it will gênerally be désirable to choose A in such a way tha t this topology is as 

strong as possible, since this will lead to the strongest large déviations principles and 

concentration inequalities. Thus, for a given potential <ï>, we would like to détermine 

the strongest topologies in which the necessary compactness results hold. 

In Section 5.1, we will cite several known results (compact imbedding theorems and 

various bounds) about Orlicz-Sobolev spaces on a bounded domain D C R^. We cite 

thèse results without proof from [1], [16], and [70]. While much of this theory is 

classical, some of the results we employ have been proved during the last few years 

- including the strongest versions of the imbedding theorems and some of the bounds 

we need. A summary of thèse récent results (many by Cianchi) can be found in [16]. 
The results in this chapter will assist us primarily when & is an ISAP (or a 

perturbed ISAP). When <Ê> is an LSAP (or perturbed LSAP) the variational and 

large déviations principles can be derived without the theorems of this chapter. If 

V : R H-» [0, oo] is a non-constant, even, convex function, as always, we will de-

note by <ï>y the ISAP whose nearest neighbor gradient potentials are given by V. 

In Section 5.2, we will describe how the Hamiltonians H®v (<f)) and H^((p) can be 

approximated via energy intégrais of continuous interpolations of 0 ; we also define 

the "good approximations" of bounded, sufficiently regular domains D (by subsets 

of ±Zd) tha t we will use in the large déviations principle of Chapter 7. We extend the 
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compactness results of Section 5.1 to families of functions defined on approximating 

subsets of D (and not necessarily ail of D). 

In Section 5.3, we dérive a technical resuit we need for both the proof of the 

variational principle in Chapter 6 and the proof of the large déviations principle in 

Chapter 7. Finally, in Section 5.4, we show how to approximate certain functions 

/ : D i—> R by functions tha t are "mostly linear" and whose "energy" is not much 

larger than the energy of / ; this resuit will be useful in proving the lower bound on 

probabilities in the large déviations principle of Chapter 7. 

5 .1 . Or l i cz -Sobo lev spaces 

5 .1 .1 . Or l i cz -Sobo lev space déf ini t ions . — We define 

Wj>p(D) = {f e LP(D) : Daf G LP(D) for 0 < \a\ < j } , 

where a = (a\,. . ., ad) is a multi-index, with 0 < oti G Zd, and D ° is the distribu-

tional derivative. (Here, we use the définition |a | =Yli=i ai-) Define a norm by 

Il/ll*p = 
V O < | Q | < J 

l l ^ / l l ? 

1/p 

for 1 < p < oo and ||/||j,oo = suPo<|a|<j | |^a/ | |oo- Thèse are Sobolev spaces. 
We define a Young function to be a convex, even function A : M ^ IR+ U { 0 0 } for 

which A(0) = 0, A is finite on some open interval (—a, a) , and A is not identically 

zéro (which implies that A(rf) grows at least linearly in 77 for 77 large). Observe tha t 

for an isotropic simply attractive potential <3v, we may and will assume (adding a 

constant to V if necessary to make V(0) = 0) tha t V is a Young function. When A 

is a Young function, the Orlicz space LA(D) is the space of functions / : D 1—> R for 

which the norm 

H / l k D = inf k\ 
D 

A 
f(n) 

k 
drj < 1 

is finite. We write | | / | | A , D simply as ~ and LA(D) as LA - when the choice of 

D is clear from context. The Orlicz-Sobolev spaces are the spaces 

Wj,A(D) = {f e LA(D) : Daf e LA(D) for 0 < \a\ < j}. 

Clearly, Sobolev spaces are Orlicz-Sobolev spaces defined using the Young functions 

^4(77) = \rj\p for some p. From here on, we will assume j = 1 and deal only with the 

spaces W1,A. 

If y = [vi,. . . ,Vd) G Zd1 then we write A(v) = Yl^=i A(vi). We write \v\ for the 

Euclidean norm of v. Since supf=1 \v{\ < \v\ < d'mîd=1 \vi\ and A is convex (with 

A(0) — 0 ) , it is clear tha t A(^) < A(\v\) < A(dv). Now, there are two natural ways 

to define | | V f | U D', one is 

| | V / | U , D = i n f k\ 
D 

A 
|V/ ( r / ) | 

k 
drj < 1 
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The second is the same but without the absolute value sign on V / , i.e., 

| | V / | U , D = inf k\ 
D 

A f(n) 

k 
dî] < 1 

The above discussion implies tha t the two norms thus defined are équivalent - they 

difFer from one another by at most a factor of d. Unless otherwise specified, we will 

always use the second définition. Some of the theorems we cite (compact imbeddings, 

etc.) are proved in papers which use the first définition; however, ail thèse cited results 

obviously remain true when the norm is replaced by an équivalent one. 

We now cite the following (Section 2.3 of [16]): 

Lemma 5.7.7. — The spaces W1,A, equipped with the norm \\f\\W\,A = I I / I U + 
| | V / | | A > are Banach spaces. 

We define L1,A to be the set of weakly differentiable functions f : D ^ M. with 

| V / | G LA(D). Note tha t W1,A(D) = LA(D) D L^A(D). We will later see tha t 

W1,A(D) = Ll>A(D) on ail domains D of interest to us. 

5.1 .2 . Regu lar domains : t h e d o m a i n class G 
d 

. — Dénote by fo the mean 

\D\~~1 JD f(rf) dn, where \D\\s the Lebesgue volume of D. (Unless otherwise specified, 

ail intégrais over D are with respect to Lebesgue measure.) The following kinds of 

assertions are starting points for the Orlicz-Sobolev theory: 

1. For some constant C , \\f — JD\\A* < C | | V / | | A (for appropriately chosen Young 
functions A and A*). 

2. For some constant C , < C(\\f\ \A + 1 1 V / | \A) (where A is a Young function 
and A* is some appropriately chosen Young function tha t grows more rapidly 
than A). In other words, the imbedding of Wl,A(D) into LA (D) exists and is 
continuous. 

Both kinds of results dépend on regularity properties of the domain D. Even 

without specifying A and A*, we can imagine what might go wrong if we did not have 

regularity conditions. Suppose D consists of the interior of U D\ U D2 where D\ 

and D2 are very large closed cubes (not necessarily of equal volume) and Dt, is a long 

but very skinny rectangular tube (a "bottleneck") Connecting them. Then take / to be 

a function that is equal to 0 on D\ and M on D2, and varies linearly between between 

0 and M within Db. By making M sufficiently large and making Db sufficiently long 

and skinny, we can make | | / — JD\\A* arbitrarily large even while making | | V / | | A 

arbitrarily small. 

We can imagine tha t if D had infinitely many (increasingly skinny) bottlenecks 

of this form, it might be possible - by choosing / equal to zéro on one side of some 

bottleneck and some value M on the other side - to produce functions f on D for which 

^ l ^ ^ j j ^ * is arbitrarily large, contradicting the first assertion. Similar problems arise 

with the second assertion. Both assertions require a bound on the volume séparation 
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of the bottleneck (i.e., the amount of mass on the smaller side of the bottleneck) in 

terms of its width. 

To be précise, define P(E; D) to be the perimeter of E relative to D, i.e., the total 

variation over D of the gradient of the characteristic function of E. (When E has a 

smooth boundary, then P(E, D) is simply the (n — l)-dimensional Hausdorff measure 

of dEC\D. See Section 6.1.1 of [69] for more détails.) Let G(z) be the set of bounded 

domains { D e MN} for which there exists a constant C such tha t 

[ m i n { | £ | , | D -E\}] 
z 

< CP(E;D) 

for ail Lebesgue measurable subsets E of D, where I • I dénotes Lebesgue measure. In 

particular, when z — d-1 

d 
this is a very natural restriction, which we write 

m in{ |£ | , \D - E\} < CP(E;D) 
d 

i - 1 ^ 

This is natural because we can interpret CP(E; D)^71 is a constant times the volume 

contained in a sphère with surface area P(E, D). The infimum of the C for which this 

inequality holds is called the isoperimetric constant of D. The space G ( ^ Ï ) includes 

many families of domains for which Sobolev-type results were proved classically, in-

cluding bounded sets satisfying the cone property (see Corollary 3.2.1/3 of [69] and 

Section 2.4 of [16]), the strong local Lipschitz property, and the uniform Cm-regularity 

property for m > 1 (see 4.3 to 4.7 of [1]). 

There is a range of weaker Orlicz-Sobolev theorems that apply when weaker regu

larity conditions are placed on D (see, e.g., Remark 3.12 of [16]); it may be possible to 

use thèse more gênerai results to prove weaker large déviations principles for random 

surfaces on mesh approximations of thèse more gênerai domains. (See Chapter 10.) 

However, we will limit our at tention to the domains Random surfaces on 

what we will call "good approximations" of thèse domains are especially convenient 

because they have the same large déviations properties as random surfaces on the 

s tandard approximations of the unit cube [0, l]d. 

5 .1 .3 . C o m p a r i n g Y o u n g funct ions . — When A and B are Young functions, we 

say tha t B dominâtes A near infinity if there exist positive constants c\ and C2 such 

tha t A(rj) < B(cin) for n > C2- If for every c\ > 0, there is a C2 for which this holds, 

we say A increases essentially more slowly than B. We call A and B équivalent near 

infinity if each dominâtes the other near infinity. The following fact is a motivation 

for this définition. (See Remark 3.3 of [16].) 

Lemma 5.1.2. — If D has finite volume and the Young functions A and B are équiv

alent near infinity, then the Luxemburg norms \\$\\A and | | / | | B &re équivalent norms. 
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5.1 .4 . S o b o l e v conjugates . — Following Section 3.2 of [16], given n > 2 and a 

Young function A, we define an increasing function H : [0, oo) [0, OO) by 

H{r) = 

r 

0 

t 

A (t) 

i 
. d-i 

dt 

d-l 
d 

, 

and Ad : [0, o o ) i—> [0, o o ) by 

Ad = AoH~\ 

where H 1 is the left-continuous inverse of H. We extend Ad to R by Ad(rj) = Ad(—??)• 

Note: in order for i f to be finite and well-defined, we have to assume tha t for c > 0, 

we have 
t 

0 

t 

A(t) 

1 

< 0 0 . 

If this is the case, we say tha t A has a conjugate Ad. If this is not the case, we can 

replace A by any équivalent Young function for which the intégral does converge and 

define H and Ad using tha t Young function instead; we call this Ad an equivalency 

conjugate for A. (Such an equivalency conjugate al way s exists by Remark 3.3 of 

[16].) Also, note tha t if C = /c°° ( ^ y ) d~1 = 0 0 , then Ad(rj) is everywhere finite. 

Otherwise, it is infinité for \rj\ > C. In particular (as the reader may easily check), 

Ad(rj) is everywhere finite if A(rj) < rf and infinité outside an interval if A(rj) > r]d+e 

and e > 0. 

We cite a concrète example from Example 3.17 of [16]: If A(77) is équivalent near 

infinity to rjp( log(77) )9, then ^ ( 7 7 ) is équivalent near infinity to 

^dp/(d-p) QQg ^\dq/(d-p) if 1 < p < d. 

E X P ( ( Y / ^ - i - ç ) ) iî p = d, q < d — 1. 

exp ( exp [r]d ) ) i£ p = d, q = d — 1. 

If either p > n , or p = n and q > n — 1, then Ad is equal to 0 0 outside of a finite 

interval. We use ^4* to dénote a sub-conjugate of A, i.e., any Young function tha t 

increases essentially more slowly than Ad. 

5.1.5 . I m b e d d i n g s . — We cite the following (Theorem 3.9, Remark 3.10, and 

Theorem 3.13 of [16]): 

Theorem 5.1.3. — Let A be any Younq function with conjugate Ad and D G G d - l -
d 1. 

Then the following are true: 

1. There exists a constant K, depending only on A, the volume of D, and the 

isoperimetric constant C of D such that for any f G W1,A, 

1 1 / - Z o l U d <K\\ 7 I U -
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2. The imbedding 
W^A(D) i—>LAd(D) 

is well-defined and continuous. Given A, if A has a conjugate (not merely an 

equivalency conjugate) Ad, then K dépends only on C (and the same K holds 

if C is replaced by any Co < C). 

3. In each of the two previous items, the Young space LAd is the smallest Orlicz 

space for which the resuit is true. 

4. If A* is any Young function increasing essentially more slowly near infinity than 

Ad, then the imbedding 

W^A(D) .—> LA*(D) 

is compact. 

(The fact tha t the K in the first s tatement tha t holds for C also holds for any 
CQ < C is not stated explicitly in [16], but it appears to be understood in the 
context. In any case, it is not hard to see tha t if a counterexample to the statement 
exists - in the form of a function / on a domain D - for some C and K, then a 
counterexample also exists for K and any larger C. The counterexample can be 
obtained by removing a zero-volume subset of D to produce a new set D' with the 
appropriate larger isoperimetric constant - and then replacing / with its restriction 
to the D'.) 

The following corollary is useful, as it implies tha t whenever we can prove / G 
L1,A(D), we can apply Theorem 5.1.3 to produce a bound on the LAd norm. 

Corollary 5.1.4. If D G G ( ^ p ) , then the spaces L1'A(D) and W1^ are équivalent. 

Proof. — Suppose tha t 11 V / | \A is finite but 1 1 / | | A infinité. Then we can take a trunca-
tion fM(v) e(lual to f(v) when \f(rj)\ <M,M for f(rj) > M , and —M for f(r]) < -M. 

Write g M = fu + CM where the constants CM are chosen in such a way tha t g M has 
mean zéro. As M tends to o o , | | V # M | U tends to | | V / | | A and | | ^ M | U tends to in
finity. To see the latter fact, observe tha t if / has finite mean then constants 
CM converge to fo and | | ^ M | U converges to If / does not have finite mean, 
then | | # M | | I tends to infinity; hence | | # M | U tends to infinity for any Young func
tion A. Thèse facts imply tha t the ratio | |#Af | U / | | V # M | U grows arbitrarily large, 
contradicting Theorem 5.1.3. • 

Now we can make a statement closer to the form we will actually need it to be in 

for our proofs: 

Corollary 5.1.5. — Let A be any Young function which has a conjugate Ad and D G 

^(^=N)> and let A* be any function that Ad dominâtes near infinity, and C a positive 

constant. Then there exists a constant K, depending only on A, A*, and C, such that 

whenever the isoperimetric constant of D is less than C and f G W1,A, 

1 1 / - / d | U - <K J A(Vf(V))dV. 
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Moreover, if A* increases essentially more slowly than Ad, then the mapping from 

L1:A(D) to LA* that sends f to f — fo is compact. 

Proof. — This follows from Theorem 5.1.3 and a couple of simple observations. The 

first is tha t the convexity of A, the fact tha t A(0) — 0, and Jensen's inequality imply 

tha t 

J^(V/(77))dr7 < l l / I U -

The second is tha t the image of the unit bail in L1,A is a subset of the image of the 

unit bail of W1,A; since the latter image is precompact, the former is also. • 

5.2. C o n n e c t i o n to t h e d i scrè te s e t t i n g s 

5 .2 .1 . S i m p l e x in terpo la t ions and discrète n o r m s . — Given w — (w\, 

W2, • " ,Wd) G Rd, write [w\ = ([wi\, | _ W 2 _ | , . . . , L^dJ), where for any real 77, [r]\ is 

the integer part of 77. Also, let s(w) G Sd be the permutat ion (uniquely defined for 

almost ail w) tha t gives the rank ordering of the components of w — [w\. For each 

vertex v G Zd and s G Sd, we dénote by C(v, s) the closure of the simplex of vertices 

w with \w\ = v and -s(?/;) = 5 . 

We say tha t a domain in Rd is a simplex domain if it is the interior of a finite union 

of simplices of the form C(v, s). We say tha t a subset A C Zd is a simplex boundary 

set if it is the union of the corner sets of the simplices in a simplex domain (dénote 

this simplex domain by A) and if every adjacent pair of vertices A forms an edge of 

at least one of thèse simplices. In a sensé we describe precisely in the next subsection, 

we will often fix a domain D C Md and choose a séquence of simplex boundary sets 

Dn so tha t the domains Dn = ^Dn are increasingly close "approximations" of D. We 

will assume tha t the volume of the Dn, written \Dn\, is bounded between positive 

constants c\ and C2, independently of n. To summarize: 

1. D is a domain in Rd. 

2. Dn C MD is an "approximation" (to be precisely defined later) of nD. 

3. Dn is a simplex domain in Wd derived from Dn; it is an "approximation" of nD. 

4. The normalized domain Dn = ^Dn is an "approximation" of D. 

Given a function <fi : Dn >—• E, dénote by <p : Dn ^ R the unique function tha t 

extends to the closure of Dn in such a way tha t it agrées with (j) on Dn and is linear 

on the closure of each simplex of Dn; define a rescaled function 0 : Dn H-» R by 

4>{rf) = ^<p(nri). Again, to summarize: 

1. Begin with <fi : Dn —> E. 

2. Then <fin —> E is linear interpolation of <j) to Dn. 

3. 0 : Dn H-* R by 4>(rj) = ^cj)(nr]) is a rescaling of 0 . 
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Write 

£ n , A ( 0 ) = \Dn\~l 

yeDn 

A <t>(y) 

n 

and similarlv 

En1A (O)=|Dn|-1 HA (O)=|Dn|-1 

{x,y}(ZDrl,\x-y\ = l 

A(4>(y)-4>(x)). 

Here H is the Hamiltonian of the ISAP Note the normalization by the size of 

Dn built into thèse définitions. Roughly speaking, the first gives the average value of 

A{cj)(')/ri) on Dn\ the second gives the "energy per site" of 0 . The following simple 

lemma gives a connection between continuous and discrète energy intégrais. For any 

continuous / : D -> M, write £D(V</>) = fùn A(V4>(rj)) drj and £D(<£) = Jf>n A(4>)-

Lemma 5.2.1. — Assume (as above) that the volume of Dn is bounded between two 

positive constants c\ and c2. Then there exist positive constants Ci and C2 (indepen-

dent of n) such that for any <fi : Dn i—» M, we have 

C i £ n > A ( V 0 ) < £ D ( V 0 ) < C 2 £ N , A ( V 0 ) 

/ o r a/ / 0 . There also exist positive constants C\ and C2 (independent of n) for which 

£ n , A ( C i 0 ) < ED (O)< -n,A(C2(f)) 

Proof — For the first s tatement, let C(v,s) be a simplex of Dn and let v°, TJ1, ?J2, . . . 
be the edges in the pa th start ing at v° = v and stepping at the zth step on unit in 
the s( i ) th , so tha t vd = t; + ( l , l , . . . , l ) . The vertices of this pa th are the vertices of 
C(v,s). Observe tha t 

nC(v,s) 
A(V4>(ri))dri = 

1 

d C{v,s) 
A ( | V 0 | ) = 

1 

ndd\ 

d 

i=l 

A (O (vi)-(vi-1)). 

Since Dn has volume bounded between two positive constants, we may deduce tha t 

the ratio of ^r^f and jjj—j is also bounded between two positive constants. The resuit 

now follows from the fact tha t every edge of Dn is an edge of at least one simplex and 

at most d\ simplices of Dn - and each edge of a simplex of Dn is also an edge of the 

graph Dn. 

For the second statement, by arguments similar to those above, it is enough to 

prove the resuit for the case tha t Dn consists of a single simplex C(v, s). Tha t is, it is 

enough to show tha t when Dn is the set of vertices of a single simplex, then for some 

Ci and C2 

x£Drl 

A(d<l>(x)) < 
C(v,s) 

A(4>(r))) drj < 
xeDn 

A(C2<t>(x)), 

and this is a simple exercise. • 
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Given the sets Dn as above, we can now define discrète norms 

||0||A>n = in f{ fc :£A>n(0 /A; )< l} 

and 

| | V # | U , „ = inf {k : EAtn(V4>/k) < l } . 

The following is an immédiate conséquence of Lemma 5.2.1. 

Corollary 5.2.2. — Let Dn be a séquence of simplex boundary sets and assume that the 

volume of Dn lies between two positive constants. Then there exist positive constants 

Ci and C2 - independent of n - for which the following hold for any <fi : Dn H-> R ; 

C i | | 0 | U , D B < \\4>\\A,Dn < C2\\4>\\A,Dn 

CiM\lA,Dn < l |V0 iu ,ô„ <c2\\<t>\\\,Dn. 

In particular, this resuit implies tha t Lemma 5.1.3 and Corollary 5.1.4 remain true 

for spaces of functions defined on An if we replace the continuous norms with discrète 

ones (and the relevant constants in thèse bounds are independent of n). 

5.2 .2 . G o o d a p p r o x i m a t i o n s of d o m a i n s D G ^ ( ^ p ) - — Let dD dénote the 

boundary of D. Given a séquence of subsets Dn of Zd, we say tha t the sets \Dn are 

good approximations of D if: 

1. Dn C ZdHnD for ail n. 

2. l i m ^ o o S u p j l ^ - 2 / l :xe \Ld D nD]\Dn, y G dD} = 0. 

3. For each x G Dn and y G dD, \x — nyl^ > 1, where | • |oo is the supremum norm 

of a vector. 

4. Each Dn is simplex boundary set. 

5. For some C, each Dn has isoperimetric constant less than or equal to C. 

The first item states tha t ^Dn approximate D from within. The second one states 

tha t the approximation gets progressively better as n gets large; it implies, tha t every 

compact subset of D is contained in Dn for ail sufficiently large n. The third is a 

technical condition tha t requires tha t we exclude from Dn points tha t are too close 

to the boundary of nD. This condition ensures, for example, tha t every edge in Dn 

will be completely contained in nD. The fourth condition makes it possible to use 

Section 5.2 to approximate énergies of functions on Dn with continuously defined 

énergies of continuous functions on Dn. The fifth condition prevents us from using a 

séquence of approximations in which the bottlenecks become increasingly severe with 

n; in particular, it implies tha t each Dn is connected. 

Finally, for the purposes of our large déviations principles, we will need a topology 

- similar to the LA topology, for an appropriate Young function A - on a space 
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FIGURE 1. A possible simplex domain approximation for a domain D 

which includes the functions from Dn to R for ail n. Suppose tha t ^Dn are good 

approximations of D. Let 

oo 

Lf(D) = LA'(D){jLB(Dn). 
71=1 

For notational convenience, we write = D. Assume A has Sobolev conjugate Ad 

and tha t A* increases essentially more slowly than Ad near infinity. For any (p\ and (p2 

in LA* (D) (defined on £>i and Dj respectively), write ô(<fii, §2) = \\<Pi — (P'2\\A*,DinDJ: + 

\£>i — Dj\, where \L>i — Dj \ dénotes the Lebesgue measure of the symmetric différence 

of thèse two sets. We treat LA* (D) as being endowed with the topology generated by 

this metric. If <fi is defined on Dni write £(V</>) = A(V((j)i)). 

Lemma 5.2.3. — The set XQ of zéro-mean functions <fi G LA (D) with £ ( V 0 ) < C is 

compact in LA (D). 

Proof — Since LA (D) is a metric space, it is sufficient to prove tha t XQ is sequen-

tially compact. Let (pi be any séquence of functions in LA (D); if an infinité number 

of the (pi are defined on the same Dni then the existence of a convergent subsequence 

follows from Lemma 5.1.3. Otherwise, we may assume tha t (pi are defined on Dn 

where n is increasing in i. By a diagonalization argument, we can choose a subse

quence m(i) of the integers, indexed by z, whose restrictions to Dn (which are defined 
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when i is large enough so tha t (pi is defined on a superset of Dn) converge, for each 
n , to a limit in LA (Dn) (again, by Lemma 5.1.3). Thus, there is a unique function <p> 
such tha t 4>m(i) converges to (p on every compact subset of D. We need only to check 
tha t 0 G LA (D) and that the (pm(i) also converge to <p with respect to the metric ô. 

Since there is a uniform upper bound on the isoperimetric constants of the Dn, 
by Theorem 5.1.3, there is a uniform upper bound k on ^ , and hence on 
II^IU* D as wen- If we nad fD A* ( ^ p ) dn > 1, then for some z, we would have 

A*(^p-) dr] > 1, a contradiction. Hence < k. 
Next, we know that for ever e and n there exists an TV such tha t for ail m > N, we 

have \\(pm — <p\\A* f)n < e. Let i\)en — lD\f)n<Pm — <P, it will be clear that ô((pn, (p) —•» 0 if 
we can show tha t H^nlU*,^ tends to zéro for every fixed e. This follows easily from 
the fact tha t H ^ n l U ^ is vmiformly bounded (independently of n ) , tha t the volume 
of the sets on which ip^ are supported is tend to zéro in n , and tha t A* increases 
essentially more slowly near infinity than Ad- • 

The following corollary is the only compactness resuit we will actually need in our 
proof of the large déviations principle (in the space LA (D)) for random surfaces 
defined using isotropic convex nearest neighbor potentials. 

Corollary 5.2.4. — Let Yc be the set of zero-mean functions of the form <p, where 
6 : Dn >—> M satisfies 

H°DN{<P)<C\Dn\. 

Here H is the Hamiltonian for the isoperimetric convex nearest neighbor potential 
determined by A. If A has a conjugate Ad and A* increases essentially more slowly 
than Ad, then Yc is precompact in LA (D). The same is true if A does not have a 
conjugate but Ad is a conjugate of a Young function équivalent to A. 

Proof. — When A has conjugate Ad, the statement follows immediately from 
Lemma 5.2.1 and Lemma 5.2.3. When A does not have a conjugate, we can replace 
A with an Ao tha t does have a conjugate and for which ^ ( 7 7 ) — Ao(n)\ < b for 77 E IL 
(See Remark 3.3 of [16].) Thus, \Dn\~1 H^n(4)) defined using A differs only by a 
constant amount from the analogous expression defined using AQ. Since D has finite 
volume, the Yc defined using A is a subset of some Y~c0, defined using AQ in place of 
A, and the corollary follows. • 

5.3 . Low e n e r g y in terpo la t ions from L1 and L1A b o u n d s 

5 .3 .1 . LA b o u n d s from L1 and L1A b o u n d s . — Let C G M be an arbitrary 
constant and let SA,C(D) be the set of weakly differentiable functions f on D with 
| | V / | | A < C. The following theorem states tha t the imbedding of L1(D) fl SA,c(D) 
(with the L1 norm) into LA n SA,C (with the LA norm) is continuous. 
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Lemma 5.3.1. — Let A be a Young function and D G ^ ( ^ p ) and C > 0. For every 
e, there exists a S = Ô(C, e, A) > 0 such that the following two conditions 

1- LIV/iu <c 
2- \\f\\i<6 

together imply < e- ^e lemma remains true if we replace the first statement 
with the modified statement: JD A(V f(rj)) dr\ < C'. 

Proof — First of ail, if | |V / |U < C, then g = f/C satisfies JD{Vf{rj))drj < 1 -
i.e., g satisfies the modified statement with C = 1. It will therefore be enough to 
show tha t the modified first s tatement and the second statement together imply the 
conclusion. Statements 2.21 (and subséquent discussion) and 2.25 of [16] indicate tha t 
for some constant K (depending only on D and A), we have | | V / | | A > | | A T V / * | | A 
whenever / * is a positive, radially decreasing, spherically symmetric "rearrangement" 
of / defined on a sphère D' with the same volume as D. Though we do not define 
rearrangements precisely here, it suffices to note tha t such rearrangements always exist 
for measurable / , and whenever / * is a rearrangement of / , we have = | | / * I U 

and H/IK = U n i ! and fD A(\Vf(V)\) dV = fD, A(\Vr(r,)\) dr,. Thus, if / violâtes 
the theorem conclusion for a particular choice of C, ô, and e, then / * violâtes the 
statement for the same values. 

It is therefore sufficient to prove the resuit for positive, radially decreasing spher
ically symmetric functions f(rj) = g(\rj\) ~ defined on a sphère D' of radius R) with 
g : (0, R] i—• [0, oo) decreasing. Thus, the theorem is implied by (the K = 1 case of) 
the following assertion: For every e > 0 and K > 0 and C > 0 there exists a S > 0 
such tha t 

1. JQR (A{\g'{r)\)dTdrd-l)dr <C 

2. $*(\g(r)\dTdrd-l)dr<ô 

together imply f* (A(^)dTdrd-1) dr < K. 
Here Td is the volume of the unit sphère of radius 1 in d dimensions (and dTd the 

n — 1-dimensional volume of its boundary) . Replacing C, ô, and K with their values 
divided by dTdl we eliminate tha t constant: it is now enough for us to prove tha t for 
any e > 0, C > 0, and K > 0 there exists ô > 0 such tha t 

1. A(\g'(r)\)rd-ldr < C 

2. \g(r)\rd-1 dr < ô 

together imply A^^p-)^-1 dr < K. 

We say the theorem "holds for (R, C, K, e)", if for those fixed values, the above 
implication is t rue for some sufficiently small ô. Let a > 0 and (3 > 0 be arbi
t rary constants. We now show tha t to prove tha t the theorem holds for ail positive 
(R, C, K, e), it is sufficient to prove tha t the theorem holds for ail positive (R, (7, K, e) 

for which R < a; furthermore, it is enough to prove the implication for the positive, 
decreasing functions g on (0, i?] for which \g{R)\ < (3. To just thèse two réductions, 
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first suppose R > a but 0 < R' < a. Since g is decreasing, we have \g{r)\ < \g{R')\ 
for r > R' and S > ^ ( r ) ! ^ - 1 dr > (R')dg(R'). We conclude tha t for any fixed 
value of R' we can assume (when 6 is small enough) tha t g(R') < (3. Moreover, 

R 

R ' 

g(r) 
e 

rd-ldr < 
r R 

R ' 
A 

ô 
(R')d 

l. 

For fixed R', R, and A, the latter term clearly tends to zéro as S tends to zéro. Thus, 
it is enough for us to bound fQ A(^p-)rd~1dr; and we can do this by solving the 
modified problem with R — R' < a. 

Thus, we may assume R < f throughout the remainder of the proof. Now, putt ing 
t = R — r, and noting | < \ (since R < | ) , we can write 

g(r) 

e = 
9(R) 

e 
+ 

1 
e 

R 

'r 
\g'(u)\du = 1 -

t 

e 
g(R) 

e 1 - t 
e 

f 
t 
e 

R 

V 
\g'(u)\d(u/t). 

Applying Jensen's inequality repeatedly (see explanation below), we conclude tha t 

A g(r) 
€ 

< 1 - A 
g (R) 

1 - z 
e 

+ 
t 
e 

41 
R 

r 
\g'(u)\d(u/t) 

< A 9(R) 

e 
+ 1 

e 

* R 

r 
A \g'{u)\)du. 

The second inequality uses the fact tha t A is convex and A(0) = 0 along with the 
bound | < 1/2 for the first term and a second application of Jensen's inequality to 
the probability measure d{u/t) on (r, R) for the second term. We conclude tha t 

A 
g(r) 

e 
< A 9(R) 

€ 
4 

1 
e 

R 

r 
A(\g'{u)\)du. 

Now we integrate both sides of the inequality, using Fubini's theorem on the second 
term of the right hand side to change order of intégration. We then get the resuit 

R 

0 
A g(r) 

e 
rd~l dr < 

R 

0 

rd-lA 'g(R) 

e 
dr + 

1 
e 

R 

o 

R 

r 
rd-lA(\g'(u)\) dudr 

= A[ g(RY 

e 
Rd 
d 

-f 
1 
e 

R 

'0 

u 

0 
rd~l A(\g'(u)\) dr du 

= A\ g(R) 
e 

Rd 
d 

-f 
1 
e 

R 

3 

Ud 

d 
\(\g\u)\)du. 

Since ud < Rud 1 we have the bound (from the modified first assumption in the 
lemma statement) 

R 

o 
A 

9(r) 
e 

r^dr < A 'g{RY 
e 

Rd 
d + 

CR 

e 
For any fixed A, e, and C, we can assume a and (3 are small enough so tha t the latter 
expression is less than one (since R < a and g(R) < (3). • 
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5.3 .2 . In terpo la t ions from d — 1 -d imensional L1 and L1,A b o u n d s . — Let 
G C R d _ 1 be the d — 1-dimensional unit cube. Suppose we are given a linear function 
fu : M.d R defined by fu(v) ~ {u-> v) (where u G Rrf), and a function / defined on G. 

For any e, we can construct an interpolation between fu and f on G x [0, e] as 
follows. Then write 

g(n) Tin 

e 
fu(^71,7/2, • • . , r7n_i , e ) + 

^ - r]ri 

e 
/ ( r y i , r / 2 , . . . , r / n - i ) . 

The following lemma implies tha t , under appropriât e conditions, we can make e small 
and still maintain an upper bound on the "average energy" of the interpolation function 
g over G x [0, e]. 

Lemma 5.3.2. — Fix a constant C > 0. For every e > 0, there exists a ô > 0 so that 
the following three statements 

1. A(u) < C 
2. fGA(Vf(V))dV<C 
3. ||/i(r7)| | i < S, where h{n) = fu(rji,. . .,rjn-U0) - f(rju . . . , 7 / n _ i ) 

together imply that 1 
e [ G x e ] A(g(V)) dr, < 4C. 

Proof. — If gm,..., gVd are the partial derivatives of g, we can write 

1 
e G x [ 0 , e ] 

A (g (n)) d(n)= 
a 

i=l 

1 
e G x [ 0 , e ] 

A ( V ^ ( 7 7 ) ) d r 7 -

Since the first d — 1 derivatives are weighted averages of derivatives of / and fu, the 
sum of the first d-1 terms is bounded by fG A(V f'(v))dV + Y^t=i A(ui) < c+c = 2^. 
The dih term is given by 

G 
A / u ( 7 7 l , • • • ,77n_i , e ) - / ( 7 7 1 , . . . , 7 7 n - l ) 

e 
n= Al 

M T ? ) 

n 
f nn dn. 

Write B(rf) = 4 ^ - . ^or any ^ 0 > 0, Lemma 5.3.1 implies tha t for ô small enough 
we have | | / | | # < ôç. Note tha t | | w n | | B , G < 1/2 (where u — (ui,. . . ,un), and we 
treat un as a constant function). If #o is small enough so tha t < \-> then 

117 + Un 11 B < 1 and hence A 
e 

f 7Xn dr] < 2C. • 
Now, suppose tha t G\,... ,G2d are the 2d faces of the d-dimensional unit cube 

D C Rd and fix some e < 1/2. Let De be the cube of side length 1 — 2e, positioned 
in Rd so as to be concentric with D. Given / : D R , we can interpolate between / 
and /u as follows. 

For 1 < < 2d, let G^ be the face obtained by shifting Gi by e units in a perpendicular 
direction, so tha t it borders D'. Let g% be the linear interpolation between between 
/ (on Gi) and fu (on G^), similar to the linear interpolation on G x [0, e] described 
above; we can extend gi to ail of D by writing gi(rj) = fu{v) whenever 77 and Gi are 
on opposite sides of G[. 

ASTÉRISQUE 304 



5.3. L O W E N E R G Y I N T E R P O L A T I O N S FROM L1 A N D L 1 A B O U N D S 65 

Now, we define an inner interpolation function 

9i(v) = 
infi<i<2dte(77)}, f(v) < infi<i<2d0i(rç) 

^Pi<i<2d{9z(v)}^ f(rj) > ^Vi<t<2d9t{v) 

m , otherwise. 

Since f(rj) = 5^(77), for some 2, for ail 77 on the boundary of D, we have g(n) — f(rj) 
on the boundary of D. Moreover, since ail of the g^s are equal to fu inside D\ we 
have g(rj) ~ fu(v) f°r 77 G D7. Similar ly, we define an outer interpolation function by 
letting g[ be the interpolation between fu (on Gi) and / (on G[ and the portion of D 
tha t lies on the opposite side of G', from Gi). Then 

#0(77) = 

mh<i<2d{gi(ri)}, fu(v) < ^h<i<2d9i(v) 

sup1<1<2d gi(n)), fu (n) suPl<i<2d 

fu(n) otherwise. 

This go(v) is equal to fu(v) on the boundary of D and f(rj) inside of D'. The 
following lemma gives energy bounds on go(jl) and 9i(v)-

Lemma 5.3.3. — Let G be the outer surface of a unit cube D C R D . Fix a constant 
C > 0. For every e > 0, there exists a ô > 0 for which the following four statements 

1. A(u) < C 
2- fD\DfA(Vf(V))dV<C\D\D'\ 
3. JdD A(y(f(n)) drj is well defined as a d — 1-dimensional intégral and is less than 

or equal to 2dC 
4- | | / - / u | | l , 0 D < * 

together imply 

\D\D'\~l 
D\D' 

A(gi(r])) dn < (4C)(2d + 1) = 8dC + 4C 

and the analogous statement for go. 

Proof. — The main observation is tha t Vgi(rj) < max {7(77), V # i ( 7 7 ) , ^ 2 ( 7 7 ) , • . . , 

Vg2d(v)} f°r almost ail r\ (and the same is true for go). Arguments similar to 
Lemma produce a bound of AC on \D\D'\~l JD\D, A(gi(rj)) dn for each i, and the 
resuit follows. • 

We can actually dérive a similar version of the above lemma in which the bound 
on JdD A(V(f(r])) dn is omitted. Define g],e as follows. First, for some 0 < 7 < 1, we 
define f1D 1—» R by f1{rf) — ^/(jrj). (Assume here tha t D is centered at the origin; 
so f1 is essentially "zooming in" on the portion of / defined on the cube D1 of side 
length 7 tha t is concentric with D.) The construct the interpolations gi and go (as 
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described above) using f1 instead of / . Then we "zoom back out" by writing 

gViv) = 
y gI (n/y) n E Dy 

f (n) otherwise. 

Now we have: 

Lemma 5.3.4. — Let D be the unit cube. There exists a constant Cç> > 0 for which 

the following is true. Fix a constant C > 0. For ail sufficiently small e > 0, there 

exists a ô > 0 for which the following three statements 

1. A(u) < C 

2. JD\D\-'A(Vf(V))dn<C 

3- \\f ~ fu\\l,D < S 

together imply that for some 7 with 1 — e < 7 < 1, 

D\Di-2e 

A(gl*{rj))d'n<CQC\D\D1-2e\. 

In particular, the average value of A(\/g]'e), over the région where it fails to be equal 

to fu, is bounded above by CQC. A similar statement is true for gGe, where the rôles 

of fu and f are reversed. Also, the conclusion of the lemma remains true if we replace 

D by ^D, provided we ô with n-6d-i • 

Proof. ~~ Since JD A(Vf(r])) dn < C, then we must have JdD A(V(f(r])) dn < 2C/e 

for a set of 7 values in [1 — e, 1] with measure at least e/2. Since || / — fu\\\ < ^ 7 then 

we must have 

Dy 
| | / - M i l < 2 5 / 6 

for at least one of the 7 values for which JdD A(y(f(n)) dn < 2C/e. For e sufficiently 

small, the volume of D 7 \ D 7 ( i _ e ) is bounded above by 3de. The resuit then follows 

by applying Lemma 5.3.3 to f1 (as defined above). The argument for gGe is similar. 

The analogous statement for -^D follows immediately from the rescaling /n : R 

given by fn(rj) = ^ / (nry) . • 

5 .3 .3 . D i s c r è t e in terpo la t ion l e m m a . — The proof of the following discrète ana-

log of Lemma 5.3.4 is virtually identical to the proof of its continuous counterpart . 

Let A n = [0, n]d — v, where v G Zd is the vector with ail components equal to [n/2\. 

If a 0 Z , write Aa = ALaJ. 

Lemma 5.3.5. — Fix a constant C > 0. There exists a constant Cç> such that the 

following is true: For ail sufficiently small e > 0, there exists a ô > 0 such that for 

ail sufficiently large n and any <fi : An f—> R , the following three statements 

1. A(u) < C 

2.H oAn (4>) < C | A n | (where <3> has nearest neighbor gradient potentials determined 

by A) 

3- E . S A ^ \<t>{x) - {x,u)\ <<5 |An | 
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together imply that there exists an inside interpolation function ipi for which 

1. îpi(x) = 4>{x) for ail x G dAn. 

2. ipi(x) = (u,x) for ail x contained in An_e)n. 

3- Ht \ A ( l - e ) n UI< CQCend. 

The same criteria imply the existence of an outside interpolation function ipo '• An i—> 

M for which 

1. ipo(x) = (UjX) for ail x G dAn. 

2. ÎJJO(X) = <K#) for att x contained in An_e)n. 

3- HL \A(1_E)N ftM < C 0 C e n d . 

5.4. A p p r o x i m a t i o n by "most ly l inear" funct ions 

In this section, we will see tha t every / G L1,A(D) can be approximated by a 

function which "mostly agrées" with one of the linear approximators Fn (defined in 

the following lemma) and whose total energy outside of the areas on which it agrées 

with Fn is small. This construction will be useful to us in Chapter 7. 

Lemma 5.4.1. — Fix f G L1A(D). Let Fn{n) be the piecewise linear (linear on sim-

plices) function (not continuous in gênerai) whose mean and mean gradient are equal 

to those of f on each simplex of ^Zrf. Then 

lim | | V / - V F n | | ! = 0 . 
n—•oo 

Proof — This merely says V / can be approximated by step functions. • 

Lemma5.4.2. — For any f G L1A(D), | | / - F n | | i = o ( £ ) . 

Proof. — This follows from applying Lemma 5.4.1 and Theorem 5.1.3 to / — Fn. • 

Lemma 5.4.3. — Suppose f G L1,A(D) and fix e > 0. Then for ail n sufficiently large, 

there exists a function Fe G L1,A(D) that is equal to Fn on a closed subset D' of D, 

where the volume of D\D' is less than e and fD_D, A(VFe) < e. 

Proof. — First, for any e0 > 0, choose C > 2 Id A(v^(y?)) dr]. For any ô > 0, the 

fraction of boxes b (of side length 1/n) tha t satisfy | | / — F n | | i ^ < tends to 

zéro in n. It follows tha t for sufficiently large n and any 5, the three conditions of 

Lemma 5.3.4 will apply to at least a 1 — eo fraction of the boxes of the mesh ^Zd. 

We can now define our interpolation function Fe to be equal to / on the boxes for 

which the conditions of Lemma 5.3.4 do not apply and equal to the interpolation 

described by Lemma 5.3.4 on the boxes on which they do apply. It is clear from 

the lemma tha t if we take a sufficiently small en < e, we can also arrange to have 

SD-D, MVFe) < e. • 
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In Chapter 7, given a function / defined on D, and good approximation Dn of / , 

we will sometimes use a very naive approach (described in the following lemma) for 

defining functions <j)n : Dn i—> R which (appropriately rescaled) approximate / . 

Lemma 5.4.4. — Fix: f : D R and suppose that JD A(Vf{n))dn is finite. Let 

the séquence Dn be a good approximation of D. Then the séquence of functions 

(j)n : Dn ^ R (approximating f) defined by (pn(y) = nd+l f{r]:lnr]^y} f(v) dn satis-

fies \Dn\~1 Hf)n {(pn) < Co fD A(Vf(n)) dn for some Co independent of n and f. 

Proof. — Write sn(n) for the cube {77 : [nn\ = y}. Because Dn is a good approxima

tion, ail of the cubes sn(n), for n G Dn, are subsets of D. Note further tha t 

On (n) - On (n + ei) - nd+1 
Srx(V) t=0 

d 

dnx 
f(n + tei) dt dn. 

By Jensen's inequality (and the fact tha t nd+1 Js ^ f^n dtdn = 1), we have 

A^rj) - 0 n ( 7 7 + e,)) <nd^ 

n 

1 

r t = 0 
A 

d 

dnt 
f(v)) dn. 

The resuit follows by summing thèse intégrais over ail edges of Dn. • 
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CHAPTER 6 

LIMIT EQUALITIES AND THE VARIATIONAL 
PRINCIPLE 

The first goal of this chapter is to dérive some équivalent définitions of spécifie 
free energy (making use of the notion of "empirical measure" of a configuration (f) : 
An i > E) and an équivalent définition of the surface tension. In Section 6 . 1 , we prove 
the équivalence of thèse définitions in the simplest setting: when $ is an SAP and 
(E, £) is R, endowed with the Borel a-algebra. In Section 6 . 2 , we describe some 
(relatively minor) technical modifications to the arguments of Section 6 . 1 that enable 
us to extend thèse results to ail perturbed SAPs, as well as to higher dimensional real 
and discrète models (E = R m or E = Z m ) . 

The second goal of the chapter is to prove the second half of the variational principle 
- namely, tha t every ^-invariant gradient phase /i of slope u G U& has minimal spécifie 
free energy among ^-invariant measures of slope u and hence satisfies SFE(ji) = a(u). 

In Section 6 . 3 we prove this when <I> = <fry is an ISAP and (E, £) is R, endowed 
with the Borel a-algebra. In Section 6 .4 , we describe the (again, relatively minor) 
technical modifications to the arguments of Section 6 . 3 tha t enable us to extend them, 
for E = R m or E = Z m , to ail perturbed ISAP's and perturbed LSAP's. (It is not 
known whether the second half of the variational principle like the first half holds 
for ail perturbed SAPs.) 

6 .1 . Limit equal i t ies : PBL(fi), FBL{ii), and SFE(fi) 

Throughout this section, we will assume tha t E = R and $ is an SAP. Dénote by 

A the topology of local convergence on T ( Q , JFt) and by 23 the basis for that topology 

consisting of finite intersections of sets of the form {/i : n(F) < e} where 0 < e < 1 

and F : —> R is ^-measurable for some A C C Zd, and F is bounded between 0 

and 1. 

For notational convenience, throughout the following two chapters, we will also 

augment the space Q to be the space of functions from 7Ld to R U {oo} instead of 

merely from ZD to R. Whenever we deal with a real-valued function (f) tha t we have 
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defined only on a subset A of Zd, we tacitly assume tha t it extends to a function in 

Q for which <p(x) = oo for x 0 A. (So in this context, the s tatement <p(x) — oo is a 

way of saying tha t (p(x) has not been defined.) 

Given u G R D , let <f>u : Zd R be a function with an £-periodic gradient and e a 

positive constant for which 

1. (pu bas asymptotic slope given by u. 

2. There exists a finite constant C such tha t for any edge (x,y) in 7Ld and any (p 

bounded between (pu — 2e and (pu + 2e, we have: Vx,y{4>{y) — <!>(%)) < C. 

Arguments similar to those in Lemma 4.2.2 and Lemma 4.3.2 imply tha t - whenever 

<I> is an SAP and u G U<$> - there exists at least one such pair (<pu, e). As in previous 

chapters, we take An = [0, kn — l]d where k is chosen so tha t kJjd C -C. Let be 

the subset of maps (p : An i—• R for which |[</>(x) — 4>(XQ)] — [<t>u{x) ~ <Pu(xo)}\ < e for 

ail x G dAn\{xo}. (Here, XQ is the origin, so it lies on one corner of the boundary 

of An = [0, kn — l]d.) The functions in C% are those functions which (up to additive 

constant) closely approximate the periodic function <pu on the boundary of An. 

Given a B G 23, let Bn be the set of functions (p : An i—>• R whose empirical measures 

lie in B. To say this precisely, let 0X dénote translation by x G L. Define L n ( 0 ) , a 

measure on (f£,5F), by 

Ln{4>) = lAnH^r1 
xeAnflL 

O oxO. 

Then write Bn = { 0 | L n ( 0 ) G B}. In the following définitions, we will assume tha t 

u G U and tha t (f)u and e are fixed. After we prove Theorem 6.1.1, it will be clear 

tha t the définition of PBL is independent of the particular choice of cj)u and e. We 

use the initiais PBL to mean "pinned boundary limit" and write 

PBLKPL) = lim sup 
n—->oo 

- l A n l - ' l o g I c - n s ^ e - H X ( t f > ) 

x G A n \ { a ; o } 

d(j)(x) 

In the intégrais in the above limiting séquence, we assume <fi(xo) is set to 0 and 

(j>{x) = oo for x 0 An. We also write 

PBLu(fi) = sup 
BEu, BEB 

PBLKfi) 

PBL(v) = PBLsM{n). 

If u 0 U, then write PBLu(n) = oo; in particular, if 0 C/, then PBL{n) = oo. 

We now define the "free boundary limit" as follows: 

FBLB(fi) = liminf—|An| 1 log 
n—>oo 

IBne - HoA (O) 

xeAn\{x0} 

d(j){x) 

FBL(fi) = S U D 

B Eu, B E B 
FBLB(^) 
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Theorem 6.1.1. — If $ is an SAP, E = R, and \i G 3T), then 

SFE(fi) = FBL(fi) = PBL(fi). 

It is obvious tha t FBL(/j,) < PBLu(fi) for any u; in particular FBL(fi) < PBL(fi). 

In the following three subsections, we will prove Theorem 6.1.1 in three steps: 

1. PBL(fi) < SFE(n) when \i is ergodic 

2. PBL(fjL) < SFE(fjL) for any ii 

3. SFE(LI) < FBL(fi) 

6 .1 .1 . PBL(fi) < SFE(fi) for \± ergodic . — First, as a simple conséquence of 

the ergodic theorem, we show tha t if the gradient of <p is chosen from an £-ergodic 

gradient measure fi with finite slope, then <fi closely approximates a plane, in an L1 

sensé, with high probability. Precisely, we show the following: 

Lemma 6.1.2. — Let \i G {J>j^(Q,3"r) be L-ergodic with finite slope u G M.d. Then for 

any fixed e, we have 

lim /i 
n—>oo 

lAnl"1 
i £ A „ 

\(f>{x) - (x,u) -<pAJ> end+1 = 0, 

where cj)\n is the mean value of <j)(x) — (x,u) on An. 

Proof. — First, we may assume without loss of generality tha t when <fi is chosen 

(defined up to additive constant) from \i, we have u = 0 and ii{4>(y) — 4>(x)) — 0 for 

each x, y G Jjd. If this is not the case, we can let / be a function (determined from /i 

up to additive constant) for which f{y) — f(x) — n((j){y) — <f>(x)) for each x, y G Zd: 

and then replace u, by a — f. Thus, we need only show in this case tha t for e > 0, we 

have 

lim \i 
n—•oo 

lAnl"1 
xeA7l 

\<t>{x) - 0 A J > en d+1 = 0, 

where (f>ATl is the mean value of <fi on An. 

When (j) is chosen from / i , the classical ergodic theorem (see, e.g., Chapter 14 of 

[42]) states tha t for any 7 > 0 

lim \i 
n—>-oo 

E x e A n . l x - y h l ^ W 

|An| 
> 7 - 0. 

A trivial corollary of the ergodic theorem states tha t if h : D —» Rd is any contin

uous, bounded function on the unit cube D, then 

lim ji 

n—»oo 

E x e A n , | x - v l = i ( W ( * ) , > * ( * / " ) ) 

|A„| 
> 7 = 0. 
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Now, write A n = (nk)e\ + A n , where e\ is a basis vector of Zd. So A n and A n are 

adjacent blocks. A discrète intégration by par ts gives 

y€A„ 

4>(v) -
xeAn 

<j>(x) — (nk) d+1 

x G A r i U A n 

[(j)(x) - <f>(x - ei)]h(x/n), 

where h(v) — v\ for v — (y\,..., Vd) G D and h(v) = 2 — v\ for v G D + e\. It follows 

tha t for any 7, the probability tha t the mean value of (p on An differs from the mean 

value on An by more than 7? id+1 tends to zéro in n. 

Similarly, if we take a large integer c and form a (ckn)d cube by joining cd t ranslated 

An blocks, then for any fixed 7, the probability tha t the mean value on any one of 

thèse blocks differs from the value on any other by ^nd+l will tend to zéro in n . 

Let C be supremum of / i ( | V 0 ( x ) | ) for x G Zd. The probability tha t the mean 

value of | V ( 0 ) | on one of thèse blocks is greater than 2C also tends to zéro in n. 

It follows from the first part of Theorem 5.1.3 and Corollary 5.2.2 tha t for some Co 

(independent of S) we have, for any So, 

lim /1 
n—>oo 

lAnl"1 
xeAn 

\4{x) - < M J > Con^1 = 0. 

Now, taking N = en. the above claims imply tha t (when N is restricted to multiples 

of c ) 

lim /1 l i A i v r 1 
X Ç A T V 

\^{X)-4>AN\ > C0cdnd^ = (Co/c)Nd^\ =0. 

It is not hard to see (by applying the same resuit and restricting to a slightly 

^maller box) tha t the above remains true if N is not restricted to multiples of c. Since 

u h e above is true for any c, we have 

lim fi 
N—>OQ 

{lAivI"1 
X G A J V 

\<j>(x) - <l>xN\ > e W d + 1 } = 0, 

for ail e > 0. • 
A simple corollary is the following: 

Lemma 6.1.3. — Let 11 G y^(Vt,Jr) be L-ergodic with finite slope u G W1 and finite 

spécifie free energy. Then for any fixed e, 

lim 11 \ \ An\ - 1 

x E An 
\(f)(x) - (x,u) - 0(0)1 > en 

d+1 } = o. 

Proof. — To deduce this from Lemma 6.1.2, we need only show tha t the probability 

tha t (j)(xo) — {xo,u) differs from |An|_1 X ^ e A 4>(x) ~~ (x,u) on An by more than en 

tends to zéro in n. By shift-invariance, we can show équivalent ly tha t if we choose 

uniformly an x in A 2 n , then the probability tha t f(x) — </>(x) — (x,u) differs from 

g(x) = |An|_1 X I J / G ^ . A . . ^(v) ~ {Vi u) DV en tends to zéro in n. However, an immédiate 

conséquence of Lemma 6.1.2 is tha t the probability that either f(x) or g(x) differs 

from |A2nr1 J2yeA2n Hv) - (y - u) °y en tends to zero in n- D 
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Now, we continue with the proof tha t PBL(n) < SFE(fi) when / i is £-ergodic and 

S(fi) = ueU. Recall tha t SFE(fi) = l i m ^ o o \ An\-1FEAn(/i) and 

PBL(n)= sup l imsup |Anr1F^Ar i (^7f ) , 
B3fi,Be'B n->oo 

where is the Gibbs measure 

z - 1 ]-AnnBn e 
HoAn 

x<EAn\{x0} 

d</)(x), 

and Z is chosen to make the above a probability measure. Let / i n be the restriction 

of \i to ^ \ n ' It is now enough for us to show tha t for each B 3 \i, B G 23, we have 

F E ^ n ( ^ n ) — ^^An (/^n) + o(|An|). Since has minimal free energy among measures 

on (f2, ^ A n ) tha t are supported on An N Bni it will be sufficient to generate a measure 

n'n on (O, JTA ) - also supported on An D Bn for sufficiently large n - which satisfies 

FEAn(»n) < n ^ A n ( ^ n ) + o ( | A n | ) . 

We take B to be the set of measures 7r on (Q, 5FT) for which \n{Fi) — //(i*i)| < e, for 

some finite séquence of cylinder functions F i : Q —> [0,1] and some constant e. Write 

J3' to be the set of measures TV for which |7r(i^) — / / ( i^ ) | < e/2 for each z. Now, /xn 

is not necessarily supported on An fi Bn. However, the ergodic theorem implies tha t 

the probability tha t a sample from \in lies in B'n C Bn tends to one as n tends to oo. 

To sample from /j,fn, we will first sample (j) from \in (conditioned on (f) lying in B'n), 

and then use a "random truncation" to alter (p in a way tha t forces it to lie in An D Bn. 

In a separate step, we will check that FE\n(fifn) < FEAn(/jJn) + o(|An|) by showing 

tha t thèse random truncations change the free energy by at most o(|An|). 

Let D be the unit cube [0, l]d and let / : D —> M. be the piecewise-linear "pyramid-

shaped" function for which f ( z ) = 0 for z G dD, f(zo) — 1 where z $ is the center 

point of D , and / is linear on each line segment Connecting ZQ to a point in dD. 

Now, given e > 0, we define a pyramid-shaped, e-sloped function on An by pn(x) = 

4>u(x) + nàfii^)- If e is as described in the définition of <j)Ul then pn will have the 

property tha t Vx^y((j){y) — 4>(x)) < C whenever x,y G An, \x — y\ = 1 and | (<p(y) — 

</>(x)) - (pn(y) - Pn0*0)1 < e. 

Now, we first define an "upper t runcated" measure / i " as follows: to sample from 

/ i " , first choose <fi from / i , taking the additive constant so tha t <fi(xo) — 0. Let A+ be 

the set of vertices x G An for which <j){x) > pn(x) and let A~ the set of x G An for 

which (f)(x) < —pn(x). Then for each x G A+, we re-sample (j)(x) from 

Z 1^{Pn{x)<(p(x)<pri(x)+e} exp 

y£An\Ai,\x-y\ = l 

Vx,v(<i>(y)-<l>(x)) d(j){x), 

where Z is the appropriate normalizing constant. 

Now, we claim tha t F E ^ n { ^ ) < FE\n{iin) + o(|An|). To see this, note that by 

Lemma 2.1.3, we can compute each relative entropy in stages: to sample from jin 

or fi'n, we can first choose A+, then choose the values of <fi conditioned on A^. The 
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FIGURE 1. S h o w n here are <j)u (dark l i n e s ) ; <\>u ± enf(nx) a n d 4>u{x) ± 

(enf(nx) + e) (dotted l i n e s ) ; and cj) before and after a random truncation 

(where d = 1). 

relative entropy is the relative entropy of the first random process (the choice of A+) 

plus the expected relative entropy of the second; similar ly, the relative entropy of the 

choice of 4> (conditioned on A+) can be writ ten as the relative entropy of the choice 

of (p for x Ç: A+ plus the expected relative entropy of the choice of 4>{x) for x G A+. 

Since the latter step is the only one which is différent in the two process, the différence 

in the two relative entropies dépends only on the expected différence in the relative 

entropy of the last two choices. For a given choice of A+ and </> (defined for x ^ A+). 

write 
Z-1 P0 ^Pn{x)<(f>(x),x£A+e 

NoAn (O) 

xGA + 

d(j)(x), 

where Z makes the above a probability a measure; let n )(resp., 7 r " ) be the condi-

tional distribution of [in (resp. / i^ ) conditioned on A+ and <j) (for x ^ A+). Since, 

by Corollary 6.1.3, the expected size of is o(|An|), it is enough for us to show 

tha t <K(7Tff:7To) < !K(7r ,7ro) + c|v4+| for some constant c. Since 3-C(TT,7TO) is posi

tive, it is enough to show !K(7rf,,7To) < c\A^\. The reader may check this last fact, 

again, by writing the relative entropy as a sum of a séquence of expected condi-

tional relative entropies, one for each x G A+. The key observation is tha t when 

one chooses 4>(x) - and 4>(y) have already been chosen for some nonempty subset 

Sx of the neighbors y of x , and each (f)(y) < (f)u(y) -f enf(y/n), then the measure 

ASTÉRISQUE 304 



75 6.1. LIMIT EQUALITIES: PBL(FI), FBL(/x) , AND SFE(^) 

e-Y,vesx v{{4>{y)-<i>{x))s{y)) ̂<t>{x)<cj)u{x) + enf{y/n) d(j)(x) (where s (y) is 1 if x précèdes y 

lexicographically, and —1 otherwise) obtains a bounded fraction of its mass in the 

interval [4>u(x) + enf(y/n), <pu(x) + enf{y/n) + 1], independently of the précise values 

of è(y). 

To sample <p from /j,'n, first sample <p from then apply a "lower truncation" 

(analogous to the upper truncation described above, using A" instead of A+) and 

condition on the output lying in Bn. Since, by the ergodic theorem, the probability of 

the latter event tends to one, we have FE\n(ii'n) < FE\ri(iJJn) + o(|An|), as desired. 

6.1 .2 . PBL(fi) < SFE(n) for gênerai /z. — Since SFE is affine, it is enough to 

show tha t PBL(ii) is "strongly convex" - i.e., tha t when \i — f ISW^(TS) dis, we have 

PBL(fi) < f PBL(is)w^(is)dis. 

First we will show tha t PBL is convex. Suppose tha t fii and fi2 have slopes u\ 

and U2 respectively, 0 < a < 1, \i — a/ii -f (1 — a)^), and u — au\ + (1 — a)u2- It 

is enough to show that PBL^fi is less than or equal to PBLUl(fii) + PBLU2(n2) for 

each B 3 /JL, B G (B. We may assume B is a finite intersection of sets of the form 

{TT : \TT(FJ) — fi(Fj)\ < e}, where each Fj : Q —• [0,1] is a cylinder function. For 

i G { 1 , 2 } , take B1 to be the intersection of the sets {n : \TT(FJ) — fii(Fj)\ < e / 2 } . By 

the définition of PBL, it is now enough to show tha t PBLg/j is less than or equal 

to aPBL^d^i) + (1 — a)PBLUg2{H2)- And to prove this, it is enough to us to show 

tha t for any fixed n , letting M get large, we have 

- l A A / l - M o g ]~AMnBMe 
-HoA (O) 

x e A n \ { x 0 } 

d(j)(x) 

< -a\An\ 1log ^AnnB^e 
HoA (O) 

xeAn\{x0] 

d(j){x) 

- ( l - a J I A n l - M o g An B2n e HoA (O) 

xeAn\{x0} 

d(f)(x) 
j 

+ 0( i ) . 

Next, roughly speaking, we would like to combine </>Ul and <pU2 to form a "wash-

board" function of slope u whose gradient agrées with tha t of <fiUl on an a fraction of 

the points and tha t of cf)U2 on a (1 — a) fraction of points. (See Figure 2.) 

Write pi = (1 — a) and P2 — a. Fix some large integer and consider the layered 

séquence of surfaces (\PU. (x) = <pUi(x) +piNj (for j G Z); let <pUi(x,ri) give the index 

7 of the lowest laver which lies beneath the point (x,ri), i.e., the smallest j for which 
Oj u (x) < 71. 

Now, write ip(x) — inf {77 | <fiUl (x, 77) + <j)U2 (X,Ï]) < 0 } . Now, fix n and tile ZD with 

a séquence Aj of cubes of side-length n. It is not hard to see, for fixed n , tha t i/j has 

asymptotic slope given by u and tha t the fraction of cubes on which the gradient of 

ip fails to agrée with tha t of either <p\ or <p2 throughout the cube is o ( ^ ) . Moreover, 

if e is the minimum of the e values in the définitions of (pUl and <fiU2, then the energy 
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FIGURE 2. A "washboard" shaped surface ip when d = 2. The shaded 
régions have slope u\ and the unshaded régions have slope U2. 

at any edge of <fi will be less than or equal to C whenever <fi is sampled from the box 
measure of radius e centered at ip. 

Define vn to be the measure lAnnBneHAn YlxeAri\{x0} ^ 0 ( x ) ; define v%n analogously 
using Bln instead of B. We can restate our goal as follows: we need to prove tha t as 
N and M get large, 

\KM\-lFE(vM) < alA^FEtâ) + (1 - a)\kn\-lFE{yl) + o( l ) . 

Since VM has minimal free energy among measures supported on AM H 5 M , it is 
enough to generate some measure v'M supported on AM H BM for which the analogous 
expression holds. 

Now, we define a measure v'M on (Vt,3T[s) as follows. To sample from v'M, first 
choose (j) from the radius-e box measure centered at ip on A. Then, for ail cubes Aj 
on which the gradient of i\) is identically equal to tha t of either (pUl or (f)U2 (say 
we re-sample (j) from uln (when A is translated to coincide with An for the purposes 
of the définition). Letting and M get large in such a way tha t M/N —+ oo, we see 
tha t 

\KM\-lFE(uM) < a\hn\~lFE(vln) + (1 - a)\An\~lFE(u2n) + o ( l ) . 

Moreover, if we modify v'M by adding a truncation (as in the previous section) this 
modification will also change the normalized free energy by at most o( l ) , and the 
resuit follows. 

It remains to check tha t PBL{ii) is "strongly convex" - i.e., tha t when \i — 
f vwAv) dv^ we have 

PBL(fi) < PBL(v)wJv)dv. 
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However, it is obvious from the définition of PBL tha t it is lower semi-continuous 
in the topology of local convergence. So it is enough to observe tha t we can 
approximate \i in this topology by a séquence of slope-u weighted averages of the 
form fik = ai,kf^i,k where 0 < ai < 1, the \ii are ergodic, the \ik converge to \i 

in the topology of local convergence, and lim sup SFE(fik) < SFE(fi). 

If one samples a séquence fii of ergodic components independently from then 
the law of large numbers implies tha t vn — ^ J^ILI converges to /I in the topology 
of weak local convergence and tha t SFE{vn) —» SFE(fi) almost surely. The desired 
approximation is now easily obtained by altering the coefficients of the vn slightly (so 
tha t the slope is exactly u instead of approximately v). 

6.1 .3 . Empir ica l m e a s u r e argument : SFE(fi) < FBL{fi). — Recall the défini

tion 

FBLB(/i) = lim i n f - I A ^ T 1 
n—>oo 

l B r i e _ j F f X ( 0 ) n ^ A n \ { x O } d<l>(x). 

We can normalize the measure lB,ne~HA^ ^ieA^{lo} d(j){x) to produce a proba
bility measure on the set of functions from An\{xo} to M. We can extend this to a 
probability measure vB on Q in which the events (/>(XQ) = 0 and <fi(x = oo),x An 
have probability one. Let A™ be the subset of An containing vertices which are at 
least m units in distance from the boundary of An. Now, let m(n) be some func
tion of n for which m(n) tends monotonically to oo in n but m{n) = o(n). Let 

M = |A™(n) n kzr1 £ v e A ™ < " W V 3 -

Lemma 6.1.4. — .As n tends to infinity along an increasing séquence for which 

- l A n r 1 l f î „ e " ^ W n ^ A n \ { x ( ) } d<p(x) > FBLB(ii), 

at least one subsequential limit \iB of the measures fi% exists; any such limit satisfies 

SFE{^B) <FBLB(ii). 

Proof. — Fix any integer r > 1 and suppose tha t A i , . . . Aj are disjoint translations 
of Ar contained in An. Then Lemma 2.3.1 implies tha t 

j 
FE„M) > FEAi + c ( |A„ \ Uj=1 Ai | + j), 

1=1 

where c is a fixed constant - namely, the minimum possible value of FEe(ji) where 

e is a single edge. Now, if n is large enough so that m{ri) > r, then /in, restricted to 

Ar, is a weighted average of the restrictions of vn to translations A i , . . . , A(n_m(n))d 

of Ar. We can divide {A^} into rd — |Ar Pi k7Ld\ sub-collections according to the 

values of the components of their lexicographically minimal corners modulo rk; 
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each such sub-collection consists of disjoint copies of Ar. Using convexity of free 

energy for the first step, we may conclude: 

|Ar H kZd\~1FEAr{fiB) < r~d 

(n-m(n)d) 

J2 (n~ m(n)ydFEAM% < (1 - o(n))|An D kZd\~1FEAn (i/g) - o(n) + c(r~d) 
i=l 

This implies tha t 

l imsup|Arr1FJE?Ar(/xn) < lim sup IA^FEA» K ) = FBLB(fj). 

By Lemma 2.1.5, this also implies tha t fin restricted to Ar has a subsequential limit. 

By a diagonalization argument, we can can choose a subsequence for which such 

a limit exists for every r ; and in this case, and this subsequence converges to a 

measure /ig on (£7, 3~r), which is easily seen to be ^-invariant and satisfy FEAr(nB) < 

FBLB(/I) — cr~d. Since this is t rue for any r , we have SFE(IIB) < FBLB(V)- • 

Now, by Lemma 2.1.7, the set MpB= {v SFE(v) < FBL(/i)} is metrizable 

in the topology of weak local convergence. Hence, we can choose a séquence of sets 

Bm G 23 in such a way tha t each is contained in the bail of radius 1/m about / i with 

respect to this metric. It is then clear tha t / i ^ ™ —• \i\ hence, by Lemma 6.1.4 and 

Theorem 2.4.2, 

SFE(fi) < lim inf SFE(fj,B™) < lim sup FBLB™ ( / i ) = FBL(fi). 
m >oo rn—>00 

6.1 .4 . A l t e r n a t e déf ini t ion of a. — Theorem 6.1.1 also implies the following 

alternative définition of a: 

Corollary 6.1.5. — If $ is an SAP and E = R or E = Z, then 

a(u) = l i m i n f - I T n l - M o g Z ^ > SFE(n), 
n—>oo 

where Zxn are as defined in Section 4-2 and \i is the subsequential limit of the measures 

described in Lemma 4-2.6. 

Proof. — Suppose E = R. By tiling Tn with large cubes and considering measures 

obtained by taking a box measure centered at cj)u outside of the cubes and then 

sampling the interiors according to a Gibbs measure, it is easy to see tha t for any /i 

with slope 

liminf-lT^-MogZ^ < PBL(fi) = SFE(fi). 
n—>oc 

Hence, 

a(u) >limmî-\Tn\-1\ogZTn-
n—>oc 

For the other direction, it is enough to construct a measure /x with 

SFE(fi) < liminf-lTnl-MogZ^, 
n—> OC-
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and we can choose a subsequential limit /u of the torus measures which has this 

property. We will discuss the case E = Z in the next section. • 

6.2 . Limit equal i t ies in o ther s e t t i n g s 

6 .2 .1 . D i s c r è t e Sys tems . — In this section, we describe the modifications to the 

proof of Theorem 6.1.1 necessary for the following discrète analog of the theorem. 

Theorem 6.2.1. — If $ is an SAP, E = Z, and /i G tJ>cJ[Q.,3rr), then 

SFE{n) = FBL(fi) = PBL(n). 

If E = Z, then the only relevant values of V )̂2/ : M i—» R are the values assumed at 

integers. Thus, we lose no gênerality in making the convenient assumption tha t each 

VX,Y is linearly interpolated between integer values - tha t is, Vx,y is linear on + 1) 

for each j G Z, lower semi-continuous, and convex. (Thus, Vx,y is continuous and 

finite on some closed interval [z, j] with i,j G Z U {—oo, oo}, and infinité elsewhere.) 

If <p : Jjd —•> R is any continuous configuration, then we can define a "randomly 

rounded" discrète configuration by <\f = -h ej where e is chosen uniformly from 

[0,1). A key observation is tha t the expected value of VX}V((f)e(y) — 0e ( x ) ) is equal to 

Vx<y{<t>(y) - <Kx)). 

Now, we take <pu to be any real-valued function of slope u, with £-periodic gradient, 

which has finite <ï> energy. Now, we can define FBL(/JL) and PBL(/i) precisely as in the 

continuous case except tha t when defining PBL(fi), we fix the boundary conditions 

by randomly rounding <pu. So PBL^n(/j) = FEAn(i2n) where /in is define as follows: 

to sample from / in , first choose <j) on the boundary via a random rounding (j)u of <fiu, 

whereeischosenuniformly in [0,1); then choose <j) on the inside according to the 

Gibbs measure conditioned on the empirical measure lying in B (i.e., on 0 lying in 

BN, as defined above). We define FBL exactly as before. 

Except for this change in setup, ail of the arguments and définitions are essentially 

identical to the continuous cases. As before, it is obvious tha t FBL(IJL) < PBL(/j,), 

and the argument tha t SFE(IJL) < FBL(/J,) is the same as before. In the proof tha t 

PBL(IJL) < SFE(fi), however, there is a slightly différence in tha t we no longer need 

to define box measures, since singleton measures themselves have finite free energy, 

and the "random truncation" can be replaced by a non-random one. For the alternate 

définition of <j, since we cannot necessarily cause the slope of a configuration on the 

torus Tn to be exactly we have to round u to an integer vector multiple of 1/n (as 

described in Lemma 4.2.6). However, the remainder of the proof is the same as the 

continuous case. 

6.2 .2 . H igher d i m e n s i o n s and P S A P s . — Finally, in this section, we give the 

most gênerai form of Theorem 6.1.1: 
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Theorem 6.2.2. — If $ is a perturbed SAP, E = Z m or E = Rm, and fi G 3 \ c ( f t , 3T), 

then 

SFE(/i) = FBL(/i) = PBL(/i). 

First, note tha t <ï> is an SAP (which we can write Q = YllLi ®ii where each §i 

is a one-dimensional SAP), then the définitions of PBL and FBL are the same as 

those given at the beginning of Section 6.1 except tha t <pu — ft) An — F L L ^ i ^ î i ! 

and Bn = Y\ALI Bln where the Af and Bln are subsets of functions from An to M, 

defined as they would be if we were in the one-dimensional setting using ^ and U{ 

(the d-dimensional slope determined by the i th row of u) instead of <£. If <I> + ^ is 

a per turbed SAP, where <I> strictly dominâtes ^ , then we will also define An and Bn 

using <I>. 

Proof. — In both the m > 1 and perturbed settings, the arguments for SFE(fi) < 

FBL(n) is exactly the same as before; in each setting, as in the simplest one-

dimensional case, it is obvious from the définitions tha t FBL(ji) < PBL(ii). 

In the un-perturbed case when m > 1, the proof tha t PBL(/i) < SFE(fi) for ii 

ergodic is the same as in the one-dimensional case except tha t we apply a separate 

randomized truncation in each of the m coordinate directions. The generalization of 

this resuit to non-ergodic il is exactly the same as the proof given for E — M. 

In the perturbed case where the potential is defined to be + ^ (where <I> is simply 

at tract ive and strictly dominâtes ^ , and ^ has range k < o o ) , instead of defining An 

to be the set for which the boundary values 4>(x) — <fi(xo) (for x G <9An) are within e of 

<fiu(x) — 0u(xo), we take An to be the set in which | (0(x) — cp(xo)) — (cj)u(x) — 4>u{XQ))\ < £ 

for ail x G An which are within k units of distance from dAn. Then we use the one-

dimensional argument (just as before) to produce a random truncation in which the 

expected energy added each time we décide <j)(x) for another x G A+ is finite; then we 

observe tha t since the expected combined <E> energy tha t occurs in edges within k units 

of points in A^ is o(|An|), the expected combined ^ energy is o(|An|) as well. • 

6.3 . Variat ional pr inciple 

We have already proved in Lemma 2.5.2 that if ii G l3>£(Q,3rT) has finite slope 

u and SFE(fi) — o{u), then il must be a Gibbs measure. This, together with the 

converse, is called the variational principle. 

Theorem 6.3.1. — Let & be a perturbed ISAP (when E = R m or Z m ) or a perturbed 

LSAP (when E = Z m ) . Then if il is an ergodic gradient measure of finite slope u, then 

p, is a Gibbs measure if and only if SFE(fi) = o~(u). If il is a not-necessarily-ergodic 

aradient Gibbs measure with erqodic décomposition qiven bu 

u= 
exPl (O, Ft) 

w^(is) du, 
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then (letting S (y) dénote the slope of v ) n is a Gibbs measure if and only if 

SFE(fjL) = wti(a(S*)) 

(using the abbreviation w^(o-(S*)) : = J ^ ^ ^ ^ w^a(S(u)) du). 

We will first observe here tha t the second statement follows from the first; we will 

then prove the first statement in case tha t E = E and $ = $ v is an ISAP, delaying 

the more gênerai discussion until Section 6.4. 

Proof — The second statement in the lemma follows from the first, using 

Lemma 3.3.4 and the fact tha t slope is e(exT£ (O, jFr)) measurable. For the 

first statement, by Lemma 2.5.2, we need only show that if /i is an ergodic Gibbs 

measure of slope u, then SFE(ii) < cr(/x). By Lemma 6.1.1 (noting that in the 

définition of PBL and any /i of slope u, the limit defining PBLB(n) only gets smaller 

if we replace An D Bn with An - i.e., if we take B = Q), it is enough to show 

SFE(fi) < liminf - | A n | 
n—>oo 

- 1 log 
An 

e 
HAn (O) 

x£An\{x0} 

d(f)(x). 

By Lemma 2.4.2, if we can construct a séquence /xn of slope u measures with 

lim SFE(fin) = 
n—>oo 

lim inf 
n—>oo 

- l A n l " 1 log 
An 

e 
HoAn (O° 

x G A n \ { i 0 } 

d(/)(x), 

and \in converging weakly to / i , then it will follow that SFE\\±) < <J(U). 

We define measures \ien as follows: to sample from such a measure, first tile Zd with 

cubes of size An; on each cube, we will independently choose a configuration belonging 

to An in the following way. First, sample (j) from [i and consider its restriction to An; 

we condition on the event tha t H°Ar((j)) < C|An| where C is twice the spécifie V 

energy of \i (a value which is finite by Lemma 4.1.8 and Lemma 2.3.8). The ergodic 

theorem implies the probability of this event tends to one as n tends to oo. Then, 

we let <po be the the outside interpolation function whose existence is guaranteed by 

Lemma 5.3.5 and we re-sample the values in An\A(!_e)n according to the box measure 

(whose existence is guaranteed by Lemma 4.1.10) centered at <fio- (Throughout this 

argument, we tacitly assume tha t (1 — e)n is rounded down to the nearest integer.) 

Now, we would like to show tha t for any if e is small enough, and n large enough, 

then the spécifie free energy will be less S + SFE(n). To see this, we will prove the 

resuit for measures z/n whose spécifie free énergies are clearly higher than those of 

the To sample from first sample form and then on each box, let 0 / be 

the interpolation between A(!_e)n and A ( ! _ e ) 2 n guaranteed by Lemma 5.3.5; then re-

sample using the values in A(1_€)n\A (1_e)2n from the box measure whose existence is 

guaranteed by Lemma 4.1.10. This measure is equal to the Gibbs measure on Ar\-e)n 

in the blocks forming a (1 — e)2 fraction of Zd, and outside, equal to a box measure 

with spécifie free energy bounded by a constant (again, by Lemma 4.1.10). Thus, for 
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a sufficiently small e, we have tha t for sufficiently large n, SFE(v^) < SFE(/i) + ô. 

It is now trivial to check tha t \i is a limit point of the measures /x^. • 

6.4. Variat ional principle in o t h e r s e t t i n g s 

6 .4 .1 . D i s c r è t e m o d e l s . — To prove Theorem 6.3.1 in the setting E — TL, we take 

V = V (as before, assuming V is linear between integers and lower semi-continuous) 

and construct continuous interpolations exactly as in the E — R setting. Our défini

tion of \i€n and ven is essentially the same as in the previous case. We tile by An blocks 

just as before, and choose the interpolations just as before; the only différence is tha t 

instead of using a box measure, we use a random rounding: i.e., we add a variable 

uniformly distributed in [0, 1] to the entire choice of <p and then round down (in the 

set R consisting of points outside of the (1 — e)2 boxes), after which we sample the 

remainder of (p inside each of the boxes according to the appropriate Gibbs measure 

(with boundary conditions given by the values of (p in R). 

6 .4 .2 . Lipschi tz s i m p l y a t t rac t ive p o t e n t i a l s . — In the Lipschitz models -
when $ is not necessarily an ISAP, and we may not have a good définition of V -

we define \ien and slightly differently: in this case, we use a t runcation of the kind 
used in the proof tha t PBL(fi) < SFE(fi) in Section 6.1.1. Because fi is Lipschitz, 
Lemma 6.1.2 actually implies tha t as n tends to infinity, the probability tha t (p sampled 
from / i differs from the plane of slope S(ii) (with appropriate additive constant) by 
more than en in the supremum norm tends to zéro in n. Thus, as n gets large, the 
probability tends to one tha t truncations of the type in used in Lemma 6.1.1 will not 
affect the value of (p anywhere inside the box A(!_e)n. Thèse truncations play the rôle 
of the interpolations used in the non-Lipschitz setting. It is not hard to define an 
"inside truncation" in a similar fashion, to play the rôle of the inside interpolations. 

6.4 .3 . H i g h e r d i m e n s i o n s a n d p e r t u r b e d I S A P s and L S A P s . — The change 

to higher dimensions (without perturbations) is essentially trivial; we simply define 

the interpolations separately on each coordinate as before. The change to perturbed 

potentials <ï> + ^ is also essentially trivial; we simply observe tha t if the expected 

energy in A n \ A ( ! „ e ) 2 n is o(|An|), the expected \P energy is o(|An|) as well. 
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CHAPTER 7 

LDP FOR EMPIRICAL MEASURE PROFILES 

7.1 . Empir ica l m e a s u r e profiles and s t a t e m e n t of L D P 

Let D be a bounded domain, and the séquence Dn a good approximation of D. 

The aim of this chapter is to prove a large déviations principle (of speed nd) for the 

behavior of a random gradient configuration <pn on Dn. Instead of merely considering 

the gradient empirical measures - as in the previous section - we will consider profiles, 

which also contain information about how the occurrence of various gradient events 

are distributed throughout D. We will also investigate behavior of the normalized 

functions ^<fin(nx) (interpolated to functions on D) and examine their large déviations 

behavior with respect to topologies induced by LP and Orlicz LA metrics. We can 

define an empirical profile measure R<pn,n G CP(D x Q) by 

Ron,n = 
D 

ôx,9l7lxj4>ri dx. 

Informally, to sample a point (x, a) we choose x uniformly from D, and then take 

a = 0^nxj(j)n. (As in the previous chapter, it is convenient to write <fin(x) = o o 

for x £ Dn.) Also, using </>n, we will define a function (f)n by interpolating the 

function ^<pn(nx) to a continuous, piecewise linear (on simplices) function on the 

simplex domain corresponding to DN; each such 0n is a member of the space LQ (D) 

constructed in Section 5.2.2 for Corollary 5.2.4, where we take V to be any function 

increasing essentially more slowly tha t V d, where V is defined as in Section 4.1, and 

Vd is the Sobolev conjugate as defined in Section 5.1.4. 

Write nn — Z~ 1e~Hnn ^ Y\xeDn\{x0} d<fi(x) where the Zn are normalizing con

stants chosen to make \in probability measures. Let pn be the measure on X — 

y(D x O) x LQ (D) induced by fin and the map <pn >—> (R<f>n,n, 0n)- We say a mea

sure /i G y(D x Çï) is L-invariant if Q) is a Lebesgue measure on D and for any 

D ' C D of positive Lebesgue measure, fi(Df, •) is an ^-invariant measure on Q. Given 

any subset D' of D with positive Lebesgue measure, we can write S{n{Df, •)) for the 
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slope of the measure p{D', •)/p(D' x Çt) (we have normalized to make this a proba

bility measure) times p(D' x Çt)\ the map D' \—> S{p(D', •)) is a signed/vector-valued 

measure on D. Let X be the topology on ^{D x Q) x LV (D) which is the product of 

(on the first coordinate) the smallest topology in which p —» p{D' x / ) is measurable 

for ail rectangular subsets D' of D and bounded cylinder functions / and (on the 

second coordinate) the LQ (D) topology. We say an ISAP <ï> = <fry is super-linear if 

lim^oo V(n)/n = o o ; although many of our bounds still hold for ISAPs which are 

not super-linear, the full LDP, which we prove below, is false as stated when V is not 

super-linear. 

Theorem 7.1.1. — If Q is a super-linear ISAP. The measures pn satisfy a large dévi

ations principle with speed nd and rate function 

I (u, f)= 
SFE(n(D,-))-P(*) p is L-invariant and S(p(x, • ) ) = V / ( x ) 

as a distribution 

o o otherwise 

on the space y(D x Q) x Lv (D) in the topology X described above. 

In the case tha t <I> is an SAP and E — M, the uniqueness of the minimizer of the 

rate function I described above is an immédiate conséquence of the uniqueness of the 

gradient Gibbs measure of a given slope (Theorem 8.6.3) and the strict convexity of 

a (Theorem 8.6.2 - which in particular implies tha t a has a unique minimum). This 

will also imply uniqueness of the rate function in the présence of boundary conditions 

(see Section 7.3.2). 

7.2. P r o o f ofLDP 

Recall tha t , in gênerai, a séquence of measures pn on a topological space (X, X) 

is said to satisfy a large déviations principle with rate function I and speed nd if 

I : X —* [0, oo] is lower-semicontinuous and for ail sets B G X, 

inf 
xeB° 

/ ( * ) < lim inf n 
n—»oo 

-d logPn(B) < lim sup n 
n—>oo 

-d log Pn(B) < - i n f 
xeB 

Kx). 

Let A be any basis of X. It is not hard to check (and is proved in [21], Theorem 4.1.11 

and Lemma 1.2.18) tha t the large déviations principle is a conséquence of the following 

three statements: 

1. Lower b o u n d o n probabi l i t ies : 

inf 
SeA;x€S 

lim sup 
1 

nd 
\ogpn(S) > -I(x). 

2. U p p e r b o u n d o n probabi l i t ies : 

inf 
SeA;x£S 

lim inf 
1 

nd 
\ogpn{S) < -I(x). 
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3. E x p o n e n t i a l t i ghtness : For every a < oo , there ex i s t s a c o m p a c t set 

Ka c X for wh ich \ims\ipn^00 n~d log pn(X\Ka) < —a. 

The above conditions also imply tha t ail the level sets Ma = {x : I(x) < a} are 

compact (by Lemma 1.2.18 of [21]). When the first and second statement hold, we 

say tha t the pn satisfy a weak large déviations principle with rate function I. When 

the third statement holds, we say tha t the pn are exponentially tight. In the following 

subsections, we will prove Theorem 7.1.1 by checking each of thèse statements in turn. 

We will do this first for the simplest case - when <î> is an ISAP and E = R - and 

address gêneralizations in Section 7.3. 

7 .2 .1 . Lower b o u n d s o n probabi l i t ies . — The lower bound follows almost im-

mediately from Lemma 5.4.3 and Lemma 5.4.4 and Theorem 6.1.1 - in particular, the 

fact tha t SFE{ii) = PBL(fi). 

Suppose we are given / ( / , / / ) < oo. This implies tha t / G L1,A(D), and hence, by 

Lemma 5.4.3, for ail n sufficiently large, there exists a function F€ G L1,A(D) tha t is 

equal to a piecewise linear approximator Fn (as defined prior to Lemma 5.4.3) on a 

closed subset D' of D, where the volume of D\D' is less than e and fD_D, AÇVF€) < e. 

Now, a basis set S C A centered at / , \i can be written as the set of pairs (g,is) 

for which S(f,g) < 7 (for some 7 > 0, where ô is the distance function described in 

Section 5.2.2 - roughly, S(f,g) = ||/ — g\\y*) and 1 ^ ( 1 ^ ^ ) — z / ( 1 D ^ 0 I < 7 f°r eacn 

of a finite set of cylinder functions Hi (each bounded between 0 and 1) on Q and 

rectangular subsets Di of D. 

Assume without loss of generality (rescaling if necessary) tha t the volume of D is 

less than one. 

Now, given any Fei and a large n, we define a measure fie^n on configurations on Dn 

as follows: to sample 4> from /iC)n, first compute the approximation Fen : Dn —» R of Fe 

guaranteed by Lemma 5.4.4 (with A = V) and fix (J)(XQ) — F™(xo) for some référence 

vertex VQ. Then sample <fi(x) from the box measure centered at /ie,n (the one whose 

existence is given by Lemma 4.1.7) for ail values of x G Dn\{xç>} for which x does not 

lie on the interior of one of the linear régions of Fe. The free energy of this process 

is, by Lemma 4.1.7 and Lemma 5.4.4 and the assumed bound on JD_D, A(S/F€), at 

most a constant times end. 

Then, inside each large box An of Dn - assume it has size A& - approximating a 

box A on which Fe is linear, we sample (f) from (appropriately translated) the Gibbs 

measure on AnnGn where G is the set of measures v for which\v(Hi)-^^\ <~i/2 

for each i. See Figure 1. 

If e < 7 /2 and n is sufficiently large, then it is not hard to see tha t \ie^n is supported 

inside the set S. Since the free energy from the box measure choice in the non-linear 

sections of fie^n is 0{end), and the free energy from the remaining choice is at most 

SFE(jn(A x - ) / / i (A x Q) times nd |A | , where A is the union of the square régions of 

Rd on which Fe is linear. If follows from Theorem 6.1.1 - since SFE(n) = PBL(p) -

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2005 
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FIGURE 1. Above, a mostly linear function FE, with dotted lines among the 
non-linear parts describing the bounds of a corresponding box measure), 
in the trivial case d = 1. Below, an instance of <\> sampled from an,e' in 
non-linear parts, <j) is chosen from a box measure; in the linear parts, <j) is 
chosen with empirical measure constraints. 

tha t limsupn_>00 -L^FE{h'e^n) < / ( / , / / ) + o(e), which implies the desired lower bound 
on probabilities. 

7.2 .2 . U p p e r b o u n d s o n probabi l i t i es w h e n /(/x, / ) < oo . — The upper bound 
follows almost immediately from Lemma 6.1.1 - in particular, the fact tha t SFE(/J) = 
FBL(n). Since / ( / / , / ) < oo, /x is an ^-invariant gradient measure. Now, we may 
part i t ion D into disjoint cubes K\,. . ., Kk of equal size tha t cover at least a 1 — e 
fraction of the Lebesgue volume of D, and let K — \J^=1Ki. In particular, for any 
basis set S, for a fine enough partit ion, we will have fi(K, -)//JL(K, Q); the lim inf of the 
average spécifie free energy within K - as we choose S small enough so tha t v(K, •) 
lies in a sufficiently small neighborhood of fi(K, •) - is at least SFE(n(K, •)). As e 
tends to zéro, p(K, •) converges to fi(D, •) in the topology of local convergence. The 
average spécifie free energy outside of K is at least a (as defined in Corollary 2.3.2). 
This gives the desired bound. 

7.2 .3 . U p p e r b o u n d s o n probabi l i t i e s w h e n /(/x, / ) = oo . — If \i is L-
invariant and S(/i(x, •)) = V / ( x ) as a distribution and nonetheless /(/x) = oo 
(because SFE(fi(D, •) = oo) ) , then the argument is the same as in the previous 
section. We have now to show the upper bound on probabilities when either 
S(fi(x1 •)) ^ f(x) as a distribution or /x is not ^-invariant. 

First, if /x is not ^-invariant, then there is an event H and a rectangle D' for which 
p(Df x H) > n{D x 0XH) + ô for some ô > 0. We choose a neighborhood S to be 
such tha t for each ( g , u) in this neighborhood, v(D' x H) > v(D x 0XH) + 5/2. Now, 
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it is not hard to see tha t the probability of belonging to this neighborhood becomes 

zéro when n is large enough. 

Second, suppose tha t there exists a rectangle D' for which S(fi(x1 D')) is not equal 

to the mean value of V f (x ) on D'. Suppose thèse two values disagree in the ith 

component direction - and suppose that D' has length L in the zth direction and 

normal cross-sectional area given by a. Then, integrating in the zth direction, this 

implies tha t the différence ô of the mean value of / on opposite sides of Df, divided 

by L, is différent from p(Df, 0(e^) — 0(0)) - différent by, say, 7 > 0. Now, let 

HC(</>) = 

0 ( e , ) - 0 ( O ) |0(e,) - 0(O)| <C 

-C 0(e,) - 0(0) < -C 

C 0(ez) - 0(0) > C 

By letting C get large and choosing a neighborhood tha t ensures tha t the average value 

of Hc on D'tends to the S(p(x, D'))\ by continuity of the average cross-sectional area, 

in / , if we take S also to include a sufficiently tight restriction on g, then we can force 

the sum of <j){x + e^) — 4>{x) over an arbitrarily small fraction of the points x to grow 

in n like rynd. Since V is super-linear, taking this fraction arbitrarily small implies, 

as desired, tha t 

inf 
SeA;x£S 

lim inf 1 
nd 

logpn(S) < - O O . 

7.2 .4 . E x p o n e n t i a l t i g h t n e s s . — We define the set Kc C 9(D xQ)x (D) to 

be the set of of profile/interpolation pairs corresponding to functions from Dn to IR. 

with average V energy per edge equal to or less than C. Exponential tightness will 

follow once we show tha t 

1. For each C, the set Kc is pre-compact in (X, X). 

2. For any a > 0, if we choose C large enough, we will have 

lim inf n -d logpn(Kc) < -a. 

For the first statement, it is enough to show tha t the projection of Kc onto each o 

its two components - in CP(D x Q) and in LQ (D) - is pre-compact in the correspondis 

topology. The first is a simple exercise; the second follows from Lemma 5.2.4. 

For the second statement, by Lemma 4.1.7, it is enough to prove an analogou 

statement using V instead of V. Suppose it were the case tha t for some a, 

liminf log/in(ln-d|jF/0((/))|>c) > -a 

for every C. Then this would imply tha t if we replaced <Ë> with (1 — e)<Ë>, for any smal 

e > 0, then we would have 

lim inf n d log e 
•H°{<t>) 

xeDn\{x0} 

= o o , 
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i.e., the log part i t ion function growing super-exponentially in n. This is a contradic
tion to Corollary 2.3.2. 

7.3 . L D P in o ther s e t t i n g s 

In this section, we briefly describe some variants Theorem 7.1.1 (to E = Z or m > 1 

or <I> not an ISAP) and describe the modifications to the proof required for thèse 

settings. However, we will not reproduce in détail the proof of Theorem 7.1.1 in each 

of thèse settings, as this would consume a good deal of space and the modifications 

are ail straightforward. 

7 .3 .1 . D i s c r è t e m o d e l s and Lipschi tz m o d e l s . — Ail of the arguments in this 

chapter carry through to higher dimensional spin spaces, per turbed Systems, and 

discrète models (using similar rounding arguments to those described in the previous 

chapter) with little or no modification. However, some additional care is required in 

the case tha t E = Z but $ is Lipschitz, so tha t V fails to be everywhere finite. In this 

case, G does not approach infinity near the boundary of the space of allowable slopes, 

so it is possible tha t the rate function / ( / , / i ) will be non-infinite even if V/M(x) lies 

on this boundary for x in a subset of D with positive measure. If this is the case, we 

say tha t / is a taut height function. Since the variational principle and the uniqueness 

of the gradient phase of slope u (as shown in Chapter 8) may not apply when u is 

one of thèse boundary slopes, we cannot expect the minimizer of the rate function to 

be unique in this case. However, the large déviations principle does go through. A 

simple analytical argument shows tha t we can always approximate a tau t (/ , fi) by a 

séquence of pairs (fi^fii) for which the fi are not taut ; this enables us to deduce the 

necessary lower bound, and the upper bounds and exponential tightness arguments 

are the same as before. 

7.3 .2 . L D P w i t h b o u n d a r y cond i t i ons . — In the continuous setting, we some-

times wish to limit our at tention to functions / tha t extend to the closure of D and 

satisfy / = /o on dD, where /o : dD —>- MM is a continuous boundary condition. Of 

course, éléments of Lv (D) are not continuous for gênerai V , and in particular need 

not be continuous at the boundary of D. But we will say tha t a function f on D has 

/o as its boundary if / is a limit in Lv (D) of functions in Lv (D), each of which 

agrées with fo outside of a compact subset of dD. 

We would like to impose similar conditions on the discrète models. However, since 

none of the éléments of the boundaries of the Dn actually lies on the boundary of dD, 

we cannot simply require tha t 4>(x) — fo(x) for x G dDn. In fact, there are many 

ways to specify discrète boundary conditions; we will choose the one tha t is most 

convenient for us. 
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Assume tha t fo extends continuously to a function in L1,A(D); then we define as 

in the previous section the functions fo, approximating /0 on Dni as in Lemma 5.4.4, 

and box measures i/nj€ centered at thèse functions. Now, take pn to be the séquence 

of measures pn = Z~1e~H'^riW Y[xerjn\^Xoy l x n ^ 0 ( x ) where the Zn are normalizing 

constants chosen to make pn probability measures and each \n is the set of 0 for 

which \4>{x) — fo(x)\ < e for each x G dDn. Thèse induce measures pn, defined as 

above. 

Theorem 7.3.1. — If & is a super-linear ISAP. The measures pn satisfy a large dé

viations principle with speed nd and rate function (up to an additive constant) given 

bu 

I (u, f)= 

SFE(»(D,.))-P(Q) 

o o 

p is £J-invariant and S(p(x, • ) ) = V / ( x ) 
as a distribution and f has fo as its 

boundary 

otherwise 

on the space T(D x Çl) x Lv (D) in the topology X described above. 

Proof. — We assume m = 1 (the extension to m > 1 being straightforward). Expo

nential tightness and the upper bounds on probabilities in the case tha t / has fo as 

its boundary are the same as in the no-boundary case. If / agrées with fo outside of 

a compact subset of / , then lower bound argument is also exact ly the same as before 

(noting tha t the approximation of / defined in Lemma 5.4.3 agrées with / - and hence 

fo - on the boundary of Dn for ail large enough n); since, by définition, any / tha t 

has fo as its boundary is a limit in Lv (D) of functions with this property, this gives 

the lower bound in gênerai. 

It remains only to check the upper bound on probabilities in the case tha t / does 

not have fo as its boundary (and hence / ( / i , / ) = o o ) . We know by compactness 

tha t the probability tha t the probability tha t <fi fails to have a subsequential limit in 

Lv (D) tends to zéro super-exponentially. However, in light of the discrète boundary 

conditions, it is not hard to see tha t any subsequential limit in Lv (D) of <p chosen 

from pn must have fo as its boundary. • 

The generalization to LSAPs with E = Z is straightforward when fo is not taut , 

since in this case, any / extending fo can be approximated by functions which are not 

taut . However, if fo is tau t - for example, if it is a plane of slope u - then the empirical 

measure large déviations principle need not hold. If there are distinct ergodic Gibbs 

measures p\ and p2 of slope u tha t have différent spécifie free entropies, and <pi and 

02 are samples from p\ and /12 , then the large déviations behavior of the séquence of 

Gibbs measures with boundary conditions given by (f>i outside of An will be différent 

from the one with boundary conditions given by 02 outside of An. 
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7.3 .3 . Grav i ty and o ther ex terna l fields. — Let h : X —» M. be any continuous 

function on X\ we would now like to replace the measure pn with 7rn = e~hpn (times 

the normalizing constant tha t makes 7rn is a probability measure). Thèse new mea

sures 7rn clearly satisfy upper and lower bounds on probabilities described above when 

I(x) is replaced by Io(x) — I(x) + h(x). When m = 1, typical example of a continu

ous function h might be (in the présence of boundary conditions) h(f, /i) = fD f(r])dr] 

- this corresponds to weighting a configuration with additional energy proportional 

to the "gravitational potential" energy of the surface (causing typical surfaces to sag 

lower in the interior of D). Another example of such an h might be h(f,p) — p(H) 

for some function H : ft —> {0, 1 } ; this corresponds to weighting by the number of 

times a particular local configuration appears. 

We would like to argue tha t for some constant C, the 7rn satisfy a large déviations 

principle with rate function I(x) + h(x) + C. But this follows immediately from 

Varadahn's Intégral Lemma (Theorem 4.3.1 of [21]) provided tha t a certain tightness 

conditions holds. Namely, we require 

lim limsupndlog£;(end^(;x)l/,(x)>M ] = - o o . 

This holds for the gravitational potential described above (when a is super-linear) 
and many other kinds of external fields. 
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CHAPTER 8 

CLUSTER SWAPPING 

Cluster swapping is a simple géométrie opération tha t we will use to prove strict 

convexity of the surface tension function a and to classify £-ergodic gradient Gibbs 

measures and their extremal décompositions (which may be non-trivial if E = Z) 

whenever <Ê> is an ^-invariant simply attractive potential. Throughout this chapter 

and Chapter 9, we will assume tha t m = 1, so tha t either E — Z or E = R, and tha t 

<ï> is an ^-invariant SAP. 

The prerequisites for this chapter are Chapters 2, 3, and 4. The only results from 

Chapters 5 ,6 , and 7 tha t we will even mention in either this chapter or Chapter 9 are 

Corollary 6.1.5 (which gives the alternate définition of a using limits of log parti t ion 

functions on tori) and the second half of the variational principle, Theorem 6.3.1; and 

the latter we mention only in the following remark. 

Recall tha t the variational principle has two parts: the first, which we will use 

frequently, is Theorem 2.5.2, which states tha t whenever SFE{fi) = a(S(^i)), the 

measure \i is a gradient Gibbs measure. This resuit holds for ail simply attractive 

potentials. Recall also tha t a minimal XL-ergodic gradient phase of slope u is defined to 

be a slope-iz £-ergodic gradient Gibbs measure \i on (SI, 3rr) with minimal spécifie free 

energy; i.e., SFE{\±) — a(u). In this chapter, we will classify the minimal XL-ergodic 

gradient phases of slope u for any u G U<$>. 

The second half of the variational principle, Theorem 6.3.1, states tha t every L-

ergodic gradient phase p of slope u G U$ is in fact a minimal £-ergodic gradient 

phase. We have proved the second half only for perturbed isotropic and (discrète) 

Lipschitz simply attractive potentials - it is not known whether Theorem 6.3.1 can 

be extended to ail simply attractive potentials. In the cases where Theorem 6.3.1 is 

true, our classification of the minimal XL-ergodic gradient phases of slope u may be 

interpreted as a classification of ail £-ergodic gradient phases of slope u. 
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8 .1 . I n t r o d u c t i o n to c lus ter s w a p p i n g 

8 .1 .1 . R e v i e w : F o r t u i n - K a s t e l e y n ; S w e n d s e n - W a n g ; Edwards-Sokal up
d a t e s . — Before describing cluster swapping, we review some facts about the related 

Swendsen-Wang algorithm, introduced in 1987 [84] and generalized to the form we 

présent below by Edwards and Sokal in 1989 [29]. For this subsection only, we let 

(E, £) be a finite set endowed with counting measure À (for example, E could be 

{ — 1,1}, as in the Ising model), A any finite graph with a subset dA of its vertices 

designated as boundary vertices, and <3> = { ^ A } any Gibbs potential on functions 

£ : A —> E. The crucial idea is the introduction of an independent random auxiliary 

function called the residual energy. 

Let (£, r) be a random pair in which £ : A —• E is sampled from the Gibbs measure 

E H K E [ x G A \ a A ^ ( x ) (times a normalizing constant) , with boundary values £ = £o 

fixed on dA, and r is an independent function from the subsets of A to [0, oo) where 

the values r ( A ) are ail independent exponentials with parameter 1, i.e., distributed 

according to the measure e~x dx on [0, oo). We refer to the quanti ty r ( A ) as the 

residual energy va A , 3 > A ( 0 as the potential energy in A , and t{A) := T ( A ) + < I > A ( 0 as 

the total energy in A . Note tha t the probability density of the pair (£, r) with respect 

to the natural underlying measure (i.e., A'A\aAl times the product - over ail A C A -

of Lebesgue measure on [0, oo)) is proportional to e-'*' where \t\ = X ^ A C A ^ ( ^ ) -

A gênerai version of the random Swendsen-Wang update [84] (as described by 

Edwards and Sokal [29]) to the pair (£,r) is the following: first re-sample ail of the 

residual énergies r ( A ) for A C A from the marginal law of r (i.e., e~'r' E I A C A dr(A), 

where each dr(A) is Lebesgue measure on [0, oo)). Then re-sample the pair (£, r) 

conditioned on the total energy function t. 

If the latter step happens to be computationally easy (as it turns out to be for 

Ising and Pot t s models and spin glasses, see below), then one can often efficiently 

generate (approximately) random samples from the Gibbs measure by beginning with 

a deterministic pair (£, r) and applying the Swendsen-Wang update repeatedly [29, 
84]. This method of Monte Carlo sampling, called the Swendsen-Wang algorithm, 

is the subject of a large literature. (See also [54] for an exact sampling analog of 

Swendsen-Wang.) Although we will not discuss sampling problems in this paper, we 

will use related random updates to generate couplings and to prove other results. 

Remark 8.1.1. — The Edwards-Sokal formulation is cosmetically différent from ours. 

They first add additive constants to the functions <I>A if necessary so tha t they are ail 

non-negative and replace what we call "total energy" t ( A ) with the quanti ty tf(A) — 

E - £ ( A ) x h e y then study the joint law of (£,£') instead of (£,£) or (£ , r ) . We will 

use the fact tha t conditioned on £, the law of t(A) is 3 > A ( 0 P m s an independent 

parameter one exponential. Edwards and Sokal use the fact tha t conditioned on £, 

the law of t'(A) is uniform on [0, e~l (A)]. Edwards and Sokal also do not interpret t' 

as an "energy." For our purposes, it is more natural to deal with r or t and interpret 
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93 8.1. INTRODUCTION TO CLUSTER SWAPPING 

them as an énergies, given the rôle they will later play in variational principles, SFE-

preserving updates on infinité Systems, etc. 

From here on, we will specialize to the case tha t >̂ is a nearest-neighbor pair 

potential. In this case, the values of r on sets A tha t are not endpoint pairs of edges 

of A are irrelevant to the way £ is updated in the Swendsen-Wang algorithm, since 

the total energy in such a set is r (A) independently of £. From here on, we will ignore 

thèse r (A) , and think of r as a function on the edges of A only. 

The simplest and most well-studied example - and the one tha t will turn out 

to be most relevant to random surfaces - is the Ising model with coupling constants 

Ke G R on the edges e of A, i.e, £' = { — 1,1} and $(x>2/)(£) = Ke^(x)^(y) for each edge 

e — (x, y ) . Then the potential energy iYe£(:r)£(y) of e takes on only the two values 

±ATe, and the total energy in e is given by t(e) — Ke^(x)^(y) + r ( e ) . The expression 

r ( e ) = t(e) — Ke£){x)£s{y) is always non-négative. If we fix t(e) and t{e) < \Ke\, then 

this can only be the case if Ket;(x)£(y) is négative - i.e., the edge energy is the lower 

of its two possible énergies (in which case the edge is said to be satisfied by £). If 

t(e) > \K(e) \ then this will be the case for both possible values of the potential energy. 

Let S be the set of edges of A at which t(e) > \K(e)\. An edge is said to be open if it 

lies in the complément of S. 

The reader may verify the following: 

Lemma 8.1.2. — Let £ be a random function on A with law given by the Ising model 

with coupling constants {Ke}, with boundary conditions £o on dA. Let r be an inde-

pendent product of parameter one exponentials. If we condition on the total energy 

function t (which détermines S), then (any regular version of) the conditional law of 

£ satisfies the following almost surely: 

1. Ail open edges are a.s. satisfied by £. This fact and the boundary conditions 

uniquely détermine £ on each open cluster that contains a vertex of dA. 

2. In each open cluster that does not contain a vertex of dA, there are exactly two 

ways, differing by a sign change, of defining £ on that cluster so that ail the 

edges in the cluster are satisfied. 

3. The law of £ conditioned on t is given by tossing an independent fair coin to 

détermine the sign of each open cluster of A that does not contain a boundary 

vertex. 

In other words, conditioned on t, there are 2^number of open clusters) ways to choose a 

pair (£, r) with total energy t, and each of them is equally likely. (Note that isolated 

vertices - i.e., vertices ail of whose edges are in S - are also clusters, so the coin toss 

applies to thèse sites as well.) In particular, ail the information needed for determining 

the law of £ conditioned on t is contained in S. Note tha t S is the set of edges e tha t 

are either unsatisfied or are satisfied and have r(e) > 2|Ke|. Thus, conditioned on £, 

the law of S is given by a Bernoulli percolation on A, with an edge belonging to S 
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94 CHAPTER 8. CLUSTER SWAPPING 

with probability 1 if e is unsatisfied and with probability J^K j e~x dx = e_2lKel if e 

is satisfied. The Swendsen-Wang update to £ described in [84] is performed by first 

sampling the set of open edges (using Bernoulli percolation on the satisfied clusters 

of £ with the probabilities given above) and then tossing a fair coin to décide the sign 

of £ on each open cluster tha t does not contain a boundary vertex. (The law of the 

set of open clusters of (£, r) - called Fortuin-Kasteleyn clusters - is also simple and 

was described by Fortuin and Kasteleyn in 1972 [30]. A similar analysis applies to 

Pot t s models.) 

8.1 .2 . R a n d o m surfaces and Is ing m o d e l s . — We now return to the main 
setting of this chapter: is an SAP, E — Z or M, and A CC Zd. Given a pair 0i, 02 G 
Çt of admissible functions (as defined in Section 1.1.2), define a non-decreasingly-
ordered-pair valued function 

£(x) = (min{01(x),(/)2(x)},max{0i(x),02(x)}) 

and a {-1,0 ,1}-valued function ((x) = l^x^^x) - ^d>i(x)«t>2(x)- We wil1 also 

sometimes interpret £(x) as representing the unordered set {0 i (x ) , 02(x)} since it 
contains no information about which of the two values came from which function. 
Note tha t Çi(x) refers to the smaller of 0 i (x ) and 02 (^) and to the larger. In 

light of the following trivial resuit, we may think of the map (0i ,02) —• (£, C) as a 
measure-preserving change of coordinates. 

Lemma 8.1.3. — The map E2 —> E2 x { — 1,0,1} that sends (771 ,772) to 

( (min{77i , 7 7 2 } , m a x { 7 7 i , 7 7 2 } ) , lm>V2 ~ ^m<m) 

is injective. The À x À measure of any measurable subset of E x E is equal to the 
À x À-times-counting measure of its image under this map. 

We now make the connection between this setup and the previous section: 

Lemma 8.1.4. — Let 0i , 02 be an independent pair of random functions sampled from 

7 A a n d 7 A ( - , 02) (where 0i,02 ^ ^ are admissible functions that détermine the 

boundary conditions outside of A). If (£,C) are constructed from (0i,02) as above, 

then conditioned on £, it is almost surely the case that (any regular version of) the 

conditional law of £ in A\{x G A : <pi(x) = 02(^)} is given by a ferromagnetic 

Ising model with coupling constants K^x^ < 0 given by the potential edge energy 

^e(0i ) + ^>e(02) when one of the 0̂  is greater than or equal to the other at both 

endpoints minus the potential edge energy when this is not the case. Explicitly, 

K(x,y) -
Vx,y 

K l ( î / ) - E1 (y) - Vx,y E2 (y) - E2 (x))] 

[Vx,y&(y)- E2 (x)) + vx,y(ç2{y)-Si(x))]. 
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Proof. — If E = R, then {x G A : </>i(x) = 02(x)} is almost surely empty. For each 

possible value of £ restricted to A, the map (0 i , 02) —> £ has 2'A' inverses, and the map 

is Lebesgue measure preserving (in fact, affine) in a neighborhood of each of them. 

We conclude tha t the conditional law of each possible inverse (0 i ,02) of £, given £, 

is proportional to its Gibbs weight e~H^^~Hx^2\ and this proves the lemma. A 

similar argument applies when E = Z . In this case, there are 2^A^XEA:^1^=^>2^X">^ 

possible inverses, and the probability of each of them is proportional to its Gibbs 

weight. The fact tha t the value of Ke described above is always non-positive (and 

hence the model is ferromagnetic) follows immediately from the convexity of the Vx,y 

and Lemma 4.1.5. • 

Remark 8.1.5. — Lemma 8.1.4 also applies when the Vx,y are non-convex, but the 

Ke may be positive in this case, i.e., the corresponding Ising model may not be 

ferromagnetic. It also applies if we replace E — Z or E — R with another choice of E 

(e.g., a finite set) and define £ and £ in terms of an arbitrary ordering on E (which 

may not corne with a canonical ordering, as Z and R do). 

8.1 .3 . Def in ing c luster swaps . — Now we will formally define some cluster swap-

ping maps. Write 

f ] - l ] x f î x E , 

where E is the set of functions from Kd to [0, oo) and Ed is the set of edges of the 

lattice ZD. Let & be the product a-algebra on ft and let 5F be the cr-algebra generated 

by JFt x 5FR x times the product cr-algebra on E. Let TT be the measure on E describing 

an independent product of parameter one exponentials (i.e., the Gibbs measure on E 

in which H\(r) = ^2x£A r(x) for each A C C Kd and each r G E) . 

Given a triple (0 i ,02 ,?~) , we can define (£,£>£)> where t is the total energy per 

edge, as defined in the previous section. First we observe tha t ( 0 i , 02, r) —> (£, £, t) is 

a measure-preserving coordinate change: 

Lemma 8.1.6. — The map ( 0 i , 0 2 , ^ ) —» (£>£>£) 071 anV finite graph A is an injective, 

measure preserving coordinate change. That is, the measure of a measurable set in the 

natural underlying measure on admissible ( 0 i , 0 2 , r ) configurations (i.e., A ' A ' X À ' A I 
times Lebesgue measure on the product of [0, oo) over the edges of A) is equal to the 

measure of its image in the natural underlying measure on ( £ , C 0 configurations (i.e., 

( À 2 ) I A I times counting measure times Lebesgue measure on the product o / R over the 

edges of A). 

Proof. — The map ( 0 i , 0 2 , ^ ) —+ (£, C r ) is injective and measure preserving by 

Lemma 8.1.3. The map ( £ , C r ) ~~> (£>C>^) is injective and measure preserving be

cause t — r is a continuous function of (£, Q. • 

Combining Lemmas 8.1.2, 8.1.4, and 8.1.6 gives the following: 
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Lemma 8.1.7'. — Let ( 0 i , 0 2 , r ) G £1 be a random triplet with law 7 A ( - , 0 ? ) 0 7 A ( - , (p®)®71 

(so 0 i , 0 2 G f£ détermine the boundary conditions outside of A), and define ( £ , C ^ ) 

from ( 0 i , 0 2 , f * ) as above. Then conditioned on £ and the total energy t (which déter

mine the Ke and S), the conditional law of£ is as follows: throughout each component 

of the complément of § containing a vertex outside of A, £ is equal to its value at that 

vertex. On each component of the complément of S that is strictly contained in A, n is 

a. s. constant, and the law of the values on thèse components is given by an independent 

fair coin toss on each component. 

We now define the maps tha t we will call cluster swaps. Let R\ : ft —> Cl be the 

map such tha t i t ^ ( 0 i , 0 2 , r) = ( 0 ^ , 0 2 , r') where - if (£, £, t) and (£', £', t') are defined 

from the triplets as above - we have £' = £, t' = t, and = C unless the vertices in 

the open cluster containing x (as defined by ( 0 i , 0 2 , T)) are ail contained within A, in 

which case £' = — £ on tha t cluster and — C everywhere else. We write Rx = R^d-

Informally, R\ swaps values of 0 i and 0 2 on the open cluster containing x (provided 

tha t cluster is contained in A) and then adjusts the residual energy in such a way tha t 

the total energy on each edge is unchanged. Clear ly, R^ is an involution. When we 

use (£, £, t) coordinates, it is obvious tha t R\ préserves both the underlying measure 

and the Hamiltonian \t\. We conclude the following: 

Lemma 8.1.8. — If <fii and 0 2 are admissible and JI = 7 A ( ' | 0 ? ) ® 7 A ( - | 0 2 ) ® where 

A C C 7Ld and x G A, then JlR\ = Jl. 

We refer to S as the set of closed or swappable edges, meaning tha t there is enough 
total energy on the edge to make it possible to swap the values of 0 i and 0 2 at one 
endpoint of the edge and not the other while (after adjusting r) preserving the total 
energy on tha t edge. Edges in E^\S are called open or unswappable. Observe in 
particular tha t whenever 0 i and 0 2 agrée on one of the endpoints of an edge e, we 
have e G S. Thus, each of the points on which £ = 0 is its own cluster of Ed \S . 

8.1 .4 . Perfec t m a t c h i n g e x a m p l e and u n i q u e n e s s proof overv iew . — One 

simple setting for cluster swapping is domino tiling or perfect-matching-on-Z2 model 

described in Section 1.3.1. We interpret cluster swaps in this setting and, as a preview 

of later sections, sketch the arguments tha t show the uniqueness of the gradient Gibbs 

measure of slope u G U®. 

Recall tha t there was a one-to-one correspondence between perfect matchings of 

Z2 and finite energy height functions on the faces of Z2 (defined up to additive con

stant) , with respect to the appropriate potential. (Although the rest of our exposition 

assumes the height functions are defined on vertices, it will be simpler to visualize 

the correspondence in this section if we adopt the dual perspective and consider the 

functions to be defined on faces.) 
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FIGURE 1. Above: the edges of Ti and T2 intersecting the grids shown. 
Bottom left: the edges of T, the symmetric différence of Ti and T2, together 
with the height différence 0' — 0i — 02- The closed-edge set S consists of 
edges (dual to those shown) whose endpoints are squares at least one of 
which has height zéro. The open clusters are the islands on which 0' is 
positive or négative. If A is the 8x8 collection of square faces shown, 
then there are four open clusters strictly contained in A. Bottom right: 
the height différence ip' — ip[ — ip'2 and the corresponding tilings, where 
(ipi,ip2,s) = JRx(0i,02,r) and x is the square with (j)'(x) = 2. (The values 
of r and s are irrelevant in this model.) 

If 0 i and 02 are two such height functions, corresponding to perfect matchings Ti 
and T2, then 0 ' := 02 — 0 i is a function on the square faces in the 1? lattice with the 
following properties (see Figure 8 .1 .4): 

1. If x and y are adjacent squares and the edge between them lies in both or neither 

of Ti and T2, then (j)' {x) — 0/(?/). 

2. If x and y are adjacent squares and the edge between them lies in exactly one 

of Ti and T2, then \</>'(x) - <l>'{y)\ = 1. 
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Let T be the set of edges tha t belong to exactly one of Ti and T 2 . Since every 

vertex is incident to exactly zéro or two edges in T, T is a disjoint union of finite-

length cycles and infinité paths, which part i t ion the squares of Z2 into régions on 

which cj)' is constant. The value of <fi' changes by ± 1 as one crosses one of thèse cycles. 

Recall also tha t m is the set of éléments of Z2 such tha t translation by thèse éléments 

préserves the s tandard "chessboard" coloring of the squares of Z2. The following 

simple proposition is illustrated in Figure 8.1.4. 

Proposition 8.1.9. — In the domino tiling setting, § consists of the set of ail edges 

such that (j)' — 0 on at least one endpoint of that edge. The open clusters are the 

connected components of {x : (j)'{x) 7^ 0 } and the boundary of each open non-boundary-

intersecting cluster is a cycle of edges in T. The cluster swap Rx reverses the sign 

of (j)' on the component of {x : 4>r {x) 7^ 0} containing zéro and leaves <fi' unchanged 

elsewhere. 

A cluster swap in this context - as described in the previous section amounts 

to swapping the edge sets of Ti and T 2 tha t lie in the interior of one of the cycles. 

When one swaps the edge sets of Ti and T2 within a région, this does not alter T, 

but it reverses whether the value of <$' changes by 1 or —1 as one crosses each cycle 

in tha t région. We refer to the swapping of the edges within a single cycle of T (i.e., 

swapping which of the two alternating sets of edges in the cycle belongs to Ti and 

which belongs to 72) as reversing the orientation of the cycle. 

Since in this model, each VXfy(rj) is equal to 0 or oc for ail 77, the values of r are in 

fact irrelevant. Tha t is, whenever Rx(<fii, 0 2 , r ) = ( 7 / ^ , ^ 2 , s), we have r = s, and the 

values of ipi and 1^2 do not dépend on the value of r. 

Now, Lemma 8.1.8 implies tha t conditioned on a finite cycle of T - separating a 

height zéro région outside from a height ± 1 région inside - and on ail the edges of 

Ti and T 2 outside of tha t cycle, each of the two orientations of the cycle is equally 

probable. Applying the same argument using Rx{(j>\^(j)2 + c,r)i where c G Z, we see 

tha t the same is t rue for ail cycles, and from this it is not hard to prove the following: 

Lemma 8.1.10. — Conditioned on the set 7, the orientations of the finite cycles of T 

have the law of independent fair coin tosses. 

Of course, this is essentially obvious even without cluster swapping, but the cluster 

swapping argument will be useful in more gênerai settings. Using this lemma, the 

reader may be able to mentally prove the following (a more gênerai version of which 

we prove later): 

Lemma 8.1.11. — If \i\ and \i<i are distinct L-invariant Gibbs measures on perfect 

matchings and \i\ (S) ^-almost surely the symmetric différence 7 of a pair ( T i , T 2 ) 

contains no infinité paths, then ji\ — \ i 2 -
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The next few sections will use the variational principle and a variety of cluster 

swapping arguments to prove a version of the following which holds for SAPs in any 

dimension: 

Lemma 8.1.12. — Ifp\ and p2 are ergodic gradient Gibbs measures of the same slope 

u G U$, then ji\ (g) P2 almost surely, the symmetric différence T o /T i and T2 contains 

at most one infinité path. 

Chapter 9 will then - in a much more gênerai but strictly two-dimensional context -

rule out the case of one infinité path: 

Lemma 8.1.13. — In the setting of the previous lemma, 7 almost surely does not con-

tain a single infinité path. 

The lemmas above will together imply the uniqueness of the ergodic Gibbs measure 

of slope u G U<$>. We now return to the more gênerai setting in which is any SAP. 

8.2. M o n o t o n i c i t y and log concav i ty 

8 .2 .1 . S tochas t i c d o m i n a t i o n v ia c luster swapping . — The following "mono

tonicity" property is very well known for many Systems with convex différence poten

tials; it is used, for example, in [38] and [18] for Ginzburg-Landau and domino tiling 

models, respectively. Cluster swapping is one convenient way of proving this fact. 

Recall, first tha t if \i and v are probability measures on an arbitrary measure space 

(AT, X) and < is a partial ordering AT, then we say tha t p -< u or v stochastically 

dominâtes p if there exists a measure p on X x X (with the product cr-algebra) such 

tha t on the set of pairs (a, b) G AT x AT, it is p a.s. the case tha t a < 6, and the first 

and second marginals of p are respectively p and v . When 0 and ijj are real or integer 

valued functions with common domains, we use the partial ordering 0 < tp to mean 

tha t 4>(x) < ip(x) for ail x in the domain. 

Lemma 8.2.1. — Suppose that 0 i , 0 2 ^ ^ are admissible and 0 ° < 0§- Then for any 

A C C Zd, we have 7A ( - |0?) -< 7A ( - | 0 ° ) -

Proof. — The measure 7A ( - |0?) <S> 7A ( - |02) ® n on triplets (</>i, 02 , T) induces a corre

sponding measure on triplets (£, C, t). Clearly, ( > 0 at ail vertices outside of A. Since 

C is a.s. constant on each component of the complément of S and either 0 or 1 at ail 

vertices outside of A, this implies tha t any open cluster tha t is not strictly contained 

in A has ( > 0. 

By Lemma 8.1.7, the sign of ( on each open cluster on which ( ^ 0 may be 

determined by an independent coin toss - in other words, on each open cluster the 

coin toss décides whether <j>i = £1 and 02 — £2 or 0 i = £2 and 02 = £ 1 . 

Suppose tha t instead, for each cluster we toss an independent fair coin and, de-

pending on the outeome, either take 0 i = 02 = £1 or 0 ! = 0 2 = £2- Clearly, this 
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change does not affect the marginal distributions of 0 i and 0 2 - However, it does guar-

antee tha t we will have 0 i = 0 2 at ail vertices tha t are not on open clusters containing 

vertices outside of A. Since 0 i < 02 on such clusters, 0 i < 0 2 throughout A. • 

The following is immédiate: 

Corollary 8.2.2. — If ^(x) < 4>2(x) < 0 ? ( ^ ) + c for ail vertices x G Xd\A which are 

adjacent to a vertex in A, then 

7 A ( - | $ H 7 A ( - | $ H 7 A ( - | $ + C ) . 

We will also use the following as a technical lemma. 

Corollary 8.2.3. — Let 0C be the function which is equal to an admissible function 0o 

every where except at one vertex x G Zd\A where it is equal to c; when c is in the 

interval for which 0C is admissible, let F(c) be the 7A(-|0c)-expected value of 4>(y), 

where y G A. Then F(c) is monotone increasing and F(02) — F(c\) < C2 — c\ for ail 

ci , C2 G E. In particular, if c is chosen from a distribution v on E (supported on c for 

which 0C is admissible), then the variance of F(c) is less than or equal to the variance 

of c. 

Proof — The first two claims follow immediately from Lemma 8.2.1. Ail tha t remains 

to prove is tha t if c is chosen from v and F is monotone Lipschitz (i.e., F(c2) — F(c\) < 

C2 then the u-variance of the random variable F(c) is less than or equal to tha t 

of c. Equivalently, if a i and 02 are sampled independently from we would like to 

show tha t the variance of F (ai) — F(a2) is less than or equal to tha t of a2 — ai. Since 

both variables have mean zéro, and (F(ai) — F(a2))2 < (ai — a 2 ) 2 for ail a i , 0 2 , the 

resuit follows. • 

8.2 .2 . Log concav i ty v ia c lus ter swapping . — A probability distribution on 

E is log concave if the log of its Radon-Nikodym derivative / with respect to E is 

a concave function. (In particular, / is continuous on the interval on which it is 

finite). On Z, this is équivalent to the statement tha t / is continuous and 2 log f(a) > 

l o g / ( a + 1) + l o g / ( a — 1) for ail a G Z (where we write logO = — 0 0 ) , or équivalent ly 

f{a)2 > / ( a + l ) / ( a — 1) f°r ail a G Z. Log concavity also implies tha t f(a)2 > 

f(a + c)f(a-c) for ail c G Z. 

If E — 1R and / is assumed to be continuous, then the log concavity of / is équivalent 

to the statement tha t f(a)2 > f(a — c)f(a + c) for ail c G R. (If / is continuous and 

fails to be convex, then it is easy to see tha t there is some arithmetic séquence along 

which it fails to be convex, and the discrète characterization above applies to tha t 

séquence.) 

Lemma 8.2.4. — Suppose A C C Zd, xo G A, and 0o G ^ is admissible. If (j) is a 

random function chosen from 7A(- |0O); then the law of 4>(XQ) is log concave. In fact, 

the same resuit holds if A is a finite subset of the vertices of any connected graph 
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and <I> a convex nearest neighbor potential on that graph, with admissible boundary 

conditions fixed outside of A. 

Proof. — When E = R, this follows from a variant of the Brunn-Minkowski inequality 

known as the Prékopa-Leindler inequality; see Theorem 4.2 of [41] for détails. We 

présent a simple argument tha t uses cluster swaps in the case E = Z. 

Let 0? = 0o and 02 = 0o + c for some c 6 Z with c > 0, and sample (0i , 02, T) 

from 7A ( - |0 I ) ® 7A("|02) ® ^- Then conditioned on £(#o) = (a, a + c) (for some a G Z 

such tha t this occurs with positive probability) and t, the probability tha t 02(xo) > 

01 (xo) is 1/2 if the open cluster containing xo is contained in A and 1 otherwise, 

by Lemma 8.1.7. Thus, conditioned only on £(#o) — (a, a + c) the probability tha t 

02(xo) > 0i(xo) is between 1/2 and 1, which implies tha t / ( a )2 > f(a + c)f(a — c). 

A similar argument - using regular conditional probabilities - yields an alternate 

proof in the case E = R. The extension to gênerai graphs is trivial. • 

8.2 .3 . Log concav i ty for e x t r e m a l (non-gradient ) G i b b s measures . — The 

log concavity arguments of Section 8.2.2, combined with Lemma 3.2.3, imply the 

following: 

Lemma 8.2.5. — If ^ is a simply attractive measure, and \i G exS(f2,5F); and x G Zd 

then the density of the height distribution of 4>{x), for 0 chosen from \i, is log concave. 

In particular, the random variable <fi{x) has finite mean, variance, and moments of 

ail orders. 

Proof. — By Lemma 3.2.3, for p almost ail 0, the measures 7Ati('|0) converge to \i 

in the topology of local convergence, where the An are cubes of side length (2n + 1), 

centered at the origin. Let v$^n^x be the law for tp(x), when ip is chosen from 7AT3 (-|0); 
let vx be the law of Î/J(X) when ip is chosen from \i. Then the preceding statement 

implies tha t for \i almost ail 0, the measures ^ ,n ,x converge to vx in the r-topology 

(i.e., the smallest topology in which v ^ v(A) is open for each Borel set A C E). The 

reader may check tha t the r-topology limit of a séquence of log concave distributions 

on R or Z is necessarily log concave, and the resuit then follows. The fact tha t 

a distribution v is log concave implies tha t the log probabilities must decrease at 

least linearly; thus, the tails of v decrease exponentially, and moments of ail orders 

exist. • 

A similar argument yields a characterization of smooth gradient Gibbs measures: 

Lemma 8.2.6. — If Q is a simply attractive measure, and \i G exS(^ ,3 r r ) , and x G Zd, 

then /i is a smooth gradient Gibbs measure (i.e., a restriction to 7T of a Gibbs measure 

on (Q, 5F)) if and only if, for \i almost every (j), the measures v^^n,x converge to a non-

zero limit in the r-topology. 
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Proof. — The proof of Lemma 8.2.5 implies tha t ^</>,n,x almost surely has a limit 

whenever /i is smooth. (This also follows from Lemma 3.2.3.) For the converse, let 

Mn be the médian of the measure v<j>,n,x, and note tha t the value M — l im™^^ Mn 

converges for /i almost every 0 and is tail measurable. So, we define JI as follows: to 

sample <fi from Jl, first sample (p from /i (determined only up to additive constant) 

and then choose the constant in such a way tha t M = 0 (when E = R) or M G [0,1) 

(when£ = Z). • 

8.2 .4 . E x i s t e n c e of m i n i m a l gradient G i b b s m e a s u r e s of a g iven s lope . — 
Log concavity also yields a simple proof of the existence of an ergodic XL-invariant 

gradient Gibbs measure of a given slope u E U® with a(u) < o o . Lemma 4.4.1 implies 

the existence of an £-ergodic gradient Gibbs measure slope u provided tha t u does 

not lie in an unbounded subset of Rd on which a is linear. We will now strengthen 

tha t resuit to ail u G U®. (Note: this is a preliminary resuit tha t we will use to 

prove tha t a is strictly convex. If we could prove strict convexity of a without this 

resuit, then this resuit would follow from Lemma 4.4.1.) As al way s in this chapter, 

we assume tha t m = 1 and <ï> is simply attractive. 

Lemma 8.2.7. — There exists an ergodic gradient phase pu G S£ on (f2,jFT) of slope 

u for every u G 

Proof. — First, fix k so tha t kZd C £ . By Lemma 4.2.6, some subsequence of the 

measures (defined in Section 4.2) on functions on (nk)d tori converges in the topol

ogy of local convergence to an ^-invariant gradient Gibbs measure /JL G <5T). 

Now, using the notation of Section 4.2, Lemma 8.2.4 implies tha t the probability 

density of (/>g(y) — </>g(x) induced by /in is log concave for any x,y G Zd. Also, if 

x — y G L, then this density has expectation equal to the inner product (^ \_u\, y — x ) 

when E — Z and (%,y - x) if E = R. 

For any Ci > 0 and C2, let Scl,c2,c3 be the set of log concave probability densities 

on E which are laws for random variables Y for which the expectation of \Y\ is 

less than or equal to Ci and the expectation of Y is contained in [ C ^ C y . The 

reader may easily verify (by deriving a uniform exponential bound on the decay of 

the tail probability densities) tha t the sets Sc1,c2,c3 are compact in the r-topology. 

In particular, this implies tha t for ail x and y in £ , the \i probability density of the 

random variable <p(y) — 4>{x) is log concave and p((fi(y) — (j>{x)) — (u,y — x). (One can 

see this by choosing C2 = (u, y — x — e) and C3 = (u, y — x -h e) for arbitrarily small e.) 

By Lemma 3.2.5, we can write /i = /exgT vw^dv) for some probability measure 

on the space of ergodic gradient Gibbs measures. By Theorem 3.3.2, is supported 

on the space of ergodic gradient Gibbs measures with finite spécifie free energy. By 

Lemma 2.3.8, is also supported on the space of gradient Gibbs measures with 

finite slope, and 5(/i) = J e x S r S{v)w^{dv). We claim tha t the random variable S(u) 
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- where v is sampled from - is equal to u with probability one, and hence w^-

almost every v is an ergodic gradient Gibbs measure of slope u and finite spécifie free 

energy (as is needed for the lemma). 

To this end, we first observe tha t there is a uniform bound (independent of n) 

on the expected différence <fi(y) — <p(x) for any neighboring x and y. Choose a 

subsequence of the n values along which lim—|Tn|_1 logZT„ converges to the value 

liminfn^oo — |Tn|_1 log ZTn> The uniform bound on spécifie free energy implies a uni

form bound C on the /i™ expected values of \<j)(y) — 4>(x)\ (as in Lemma 2.3.8) which 

in turn implies a uniform bound on the fi™ variance of (f>(y) — </>(x) for any n and any 

pair of neighboring points x and y (as in Lemma 2.3.8). 

Now, we use a martingale/monotonicity argument identical to the one in [18] to 

show tha t if x and y are j units apart in Tn, then the variance of <p(y) — (p(x) is 

bounded above by jC. First construct a pa th x — ao, a i , a 2 , . . . , aj = y. Add a 

constant to <fi so tha t </>(ao) = 0 and write Si = 0(a^) — 0(a^_i). Let 3n be the smallest 

a algebra in which Si is measurable for i < n. 

Write bn = Ejn((/)(y) — (j>(x)) — E(0(y) — 4>(x)), where EJI represents conditional 

expectation with respect to a a algebra A . Clearly, the séquence bn is a martingale. 

Writing bn = b n - i + (bn - 6n_i), we have 

Eb2n = E ( 6 2 _ X + 26n_i (6n - 6n_i) + (bn - 6 n _ i ) 2 ) = Eb2^ + E ( 6 N - 6 n _ i ) 2 . 

Inducting on n gives the following s tandard fact about martingales: E 6 2 = 

^2^=i E(bi — bi-i)2. We will now dérive bounds on the individual terms K(bi — bi-i)2 

If S i , . . . , S i - i are fixed, then we may view bi as a function of S i . By Corollary 8.2.3 

(and its obvious analog on the torus), this function is Lipschitz with Lipschitz constant 

one, and the expected variance of bi (conditioned on S i , . . . , Si-i) is less than or equal 

to tha t of S i , i.e., 

Eb2 - E ( E / i _ 1 6 i ) 2 < ES2 - E(E3i_^)2. 

The left hand side is equal to Kbf — b2_x — E(6^ — 6^_i)2, and the right hand side 

is less than or equal to EJ2. Since thèse Si are finite, periodic functions of the edges 

in Zd they correspond to, summing over i yields tha t tha t the variance of (j)(y) — 4>{x) 

is indeed bounded above by jC, where C = sup {E(</>(xi) — </>(x2))2 : \x\ — X2I = 1; 

xi,x2 e Zd\. 
Together with log concavity and the compactness of the set of log concave prob

ability densities with given bounds on their variances and the expectations, this im

plies tha t (for each basis vector of Zd), the \i probability tha t (j){jei) — 0(e^) dif

fers from its expected value by more than ej decays exponentially in j . If, with 

some ^-positive probability S, the ith component of the slope of an ergodic compo-

nent of p is greater than Ui + 2e, then the one-dimensional ergodic theorem implies 

tha t liminfj_*oo fJ>({</)(jei) — 4>{ei) > {ui + > S, contradicting this exponential 

decay. • 
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Lemma 4.2.6 and Corollary 6.1.5 now imply the following: 

Lemma 8.2.8. — The ergodic measure p u of slope u constructed above is a minimal 

gradient phase - i.e., it satisfies SFE(pu) — o(u). 

8.3 . M e a s u r e s o n tr ip le t s 

8 .3 .1 . Déf in i t ions . — The proofs of the main theorems in this chapter ail rely 

on "infinité cluster swapping" maps, which we have yet to define. In this section, 

we define and make some simple observations about measures defined on the space 

(] = O x O x I l of infinité triplets. Let cr-algebra 5F be the product cr-algebra on Q 
and let 5F be the cr-algebra generated by 5FT x 5FT times the product topology on E. 

We think of <I> as extending to this space bv writing: 

$A(0i,02,r) = $ A ( 0 I ) + $ A ( 0 2 ) -f ^ V ( e ) , 
e 

where the latter sum is over ail edges e which contain at least one vertex of A. We 

similarly extend H\ and the probability kernels to triplets. We defined thèse kernels 

in Section 1.1.2 to be 

Y7A [A, <j>) = ZA W " 1 

nEA 

d<l>(x)exp[-HA{<l>)]lA(<f>). 

We now write 

7*(A, <fc, r)) = ZA(fa)-lZA(4>2)-1 

xEA 
d<t>\{x) 

xEA 
d<f>2(x) 

e 

dr(e) exp[- iJA(0i , 02, r ) ] l ^ (0 i , 02, r ) , 

where again, the products over e are taken over edges with at least one vertex of 

A. (Note tha t we do not need the term ^ ( r ) - 1 , since this value is identically one 

regardless of the size of A and the value of r on edges not intersecting A.) A Gibbs 

measure on (£1, 5F) is a measure on (fi, jF) which is preserved by thèse kernels. A 

gradient Gibbs measures is defined accordingly, replacing £F with £F . Note tha t our 

définition implies tha t in any Gibbs measure or gradient Gibbs measure on (Cl, 3), 

the random variables r(e) are independent of 0i, 02, and independently identically 

distributed according to a parameter one exponential distribution on [0, oo). We will 

dénote the latter measure on E by T T throughout this chapter. 

We say tha t a (gradient) Gibbs measure on triplets is &-invariant if it is invari

ant under the shifts 0v,v G -C which move the three components "01? ^2, ^ m tan

dem; it is &-ergodic if it is extremal in the set of ^-invariant measures and extremal 

if it is extremal in the set of Gibbs measures (gradient Gibbs measures) on (O, 2F) 

(resp., ( 0 , ^ ) ) . 
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We can also define Gibbs measures, free energy, and spécifie free energy as we did 

in Chapter 2, replacing HA by HA : Q i—> R defined by 

HA&U <fo, r) = HA(</>i) + iJA(02) + X > ( e ) ' 
e 

In particular, if ^ G CPf_,(^, 5F ), then we write 

SFE(p) = lim |An|-1^f /xAn,e -^AnA|A--11 (g) A1^-11 (g) [0 ,oo ) |E^V 
n—>oo \ / 

where the expressions AlAn_1l are interpreted the same way as in Section 2.3, and H°A 

is defined analogously to (i.e., it is the sum of the energy contributions from edges 

strictly contained in A), and T>n is the set of edges with both endpoints in An. 

We can also define the slope S(p) = (u, v) to be the two slopes of the marginal 

distributions of p. We write Sa(p) — for the average slope of p. 

8.3 .2 . E x t r e m a l d é c o m p o s i t i o n s of G i b b s measures o n tr ip le t s . — The fol

lowing simple fact will be fréquent ly useful: 

Lemma 8.3.1. — If a gradient measure p on triplets is extremal, then its three 

marginals are also extremal. Also, any independent product of the form p\ (g) p2 ® P 

where p\, p2, and p are extremal, is itself extremal. 

(We remark tha t not every extremal measure on triplets is an independent of its 

three components; for example, an extremal measure could have extremal marginals 

but have the first two components coupled in such a way tha t they are almost surely 

equal.) 

Proof. — If p is extremal, then it is clear tha t its marginals must be extremal, since 

otherwise there would be a tail event (an event involving only one of the three com

ponents) with non-trivial p probability. 

To prove tha t the product of extremal measures is extremal suppose otherwise, i.e., 

tha t tha t there exists a tail-measurable set i C J with 0 < p\ (g) p2 (g) p(A) < 1. Then 

the conditional probability of A given the first component 0 i is a tail measurable 

function of O which is not pi-almost surely constant, a contradiction. • 

Note tha t the analogous resuit for ergodic gradient measures is false. To see tha t 

independent products of ergodic measures can fail to be ergodic, consider the following 

example: let d = 1 and (f>o(i) = i (mod 2), and let p be the probability measure on 

Q tha t puts half its mass on 0o and half on 1 — aV Clearly, p is ergodic, as is its 

restriction to 5F . However, p (g) p is not ergodic on Çï x £7, since {(0o, 0o), (0 i , 0 i ) } 

and { (0o ,0 i ) , (0 i , 0o )} are both shift-invariant events with probability \ . 
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8 .3 .3 . First half of variat ional pr inciple for t r ip le t s . — We will need the 

obvious analog of Theorem 2.5.2; its proof is identical to tha t of Theorem 2.5.2. 

Lemma 8.3.2. — If /i G j F r ) has minimal spécifie free energy among L-invariant 

measures with slope (u,v), then \i is a gradient Gibbs measure. 

Lemma 8.3.3. — The minimal spécifie free energy among measures of slope (u,v) is 

equal to <r{u) + a(v) and is obtained by an independent product /iu Ç$\iv (8) ^ (as defined 

in Lemma 8.2.7, where v is an independent product of parameter one exponentials). 

Proof. — It is obvious tha t SFE(/i) > SFE(m) + SFE(/i2) + SFE{v) where pu 

j i 2 , and v are the marginals (use Lemma 2.1.4 and take limits). Since the latter term 

is at most zéro, the statement now follows from Lemma 8.2.8. • 

8.4. H e i g h t offset variables 

Consider a measure ji G (5>£J{Q,,3rT) with finite spécifie free energy. A function 

/ i : ^ ^ M u { o o } i s called a height offset variable for /x if the following are true: 

1. h(</> + c) = h(4>) + c for ail 0 G ^ and ce E. 

2. h is tail-measurable on Q. 

3. h is (i-almost surely finite. 

4. If v G £ , then, //-almost surely, h(<t>) = h(6v(/>) + (u,v), where u is the slope of 
the ergodic component of fi from which (p was chosen, i.e, u = S(7r^). (Recall 
Lemma 3.2.5.) 

Although a sampling from a gradient Gibbs measure is defined only up to additive 
constant, height offset variables, when they exist, provide a canonical way of choosing 
tha t additive constant. 

Our main motivating example is when h is the limit of the average value of (f) on 

increasingly large cubes centered at the origin - and h could be defined to be infinity 

if no such limit exists; we will show in Section 8.7 tha t if fi is a smooth minimal phase, 

then the h thus defined does satisfy the above criteria. 

Lemma 8.4.1. — If fi is a gradient Gibbs measure and h is a height offset variable for 

p, then /j, is smooth - i.e., \i is the restriction to jFr of a Gibbs measure // on (17, 3r). 

Proof. — We define p! as follows: to sample from /i ' , first choose <fi (defined up to 

additive constant) from /i, and then output <fi — h((p) (if E — R) or </> — [h((/))\ (if 

E = Z) . Since any function of 0 — h(<fi) can be writ ten as an 5Fr-measurable function 

of this p' is well-defined. Since h is tail-measurable - and hence its value is almost 

surely unchanged by the transitions kernels 7A - it is now straightforward to check 

tha t p' is a Gibbs measure on (Çl, 3r). • 
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If E — M, then / / -a lmost surely, h((f>) = 0. If E = Z, then / / -a lmost surely 

h((j>) G [0,1). When h is given, we refer to the measure h(p), a measure on [0,1), as 

the height offset spectrum of p. The £-ergodicity of p now implies the following: 

Lemma 8.4.2. — IfE = Z and h is a height offset variable for an L-ergodic gradient 

measure p of slope u, then the height offset spectrum h(p) (the law of /i(0) if 0 

is chosen from p) is a measure on [0,1) which is ergodic with respect to the maps 

x i—• x + (u, y) (mod 1) for y G £ . In particular, if one of the components of u is 

irrational, then h(p) is uniformly distributed. Also, if p is extremal - so that h(p) is 

a point measure - then we must have u G L, where L is the dual lattice of L. 

We will discuss the existence of height offset variables and their spectra in more 

détail in Section 8.7. 

Next, we will need some analogous définitions for ^-invariant, finite spécifie free 

energy measures p on 7 ). In this context, a function h : Q i—>• E U {oo} is called 

a height différence variable for p if the following are true: 

1. h((f)i + c i , 0 2 + c2,r) = / i (0i ,02) +c2 - ci for ail ( 0 i , 0 2 , r ) G Q and ci,c2 G E. 

2. h is tail-measurable on Ç}. 

3. h is p-almost surely finite. 

4. If v G -C, then, //-almost surely, / i ( 0 i , 02 , r ) = h[dv(\)i,Qv(\)2,Qvr). 

(We will primarily use this définition primarily for measures p almost ail of whose 

ergodic components have the same slope; hence the last requirement in the définition 

does have need a term depending on slope like we have in the définition of a height 

offset variable.) Again, our motivating example is tha t h is the limit of the average 

différence between 02 — 0i on large cubes centered at the origin - if such a limit 

exists p almost surely and satisfies the above criteria. Now, let 1$ be the smallest 

cr-algebra in which, for any x, y G Zd and e G Ed, the functions r (e) , (j>i(x) — <pi(y), 

02 (x) — 02 ( y ) ? and 0i (x) — 02 (?/) are ail measurable functions on the set (7; JFQ differs 

from 7 in tha t différences between 0i and 02 are JF0-measurable. Note the proper 

inclusions JF C ~F0 C 7. We define Gibbs measures on (f£,5F0) analogously to Gibbs 

measures on (f2, J ) . 

Lemma 8.4.3. — Let p be an L-invariant gradient Gibbs measure on (f2,jF ) and h a 

height différence variable for p. Then p is the restriction to 7 of L-invariant Gibbs 

measure p on (n,5F0). Moreover, p is L-ergodic if and only ifp is L-ergodic. 

Proof. — We define p as follows: to sample from /I, first choose ( 0 i , 0 2 , r ) (de

fined up to additive constant for each of 0 i and 02) from /x, and then output (0i + 

h(4>i), 02, r ) , 02, r) (defined up to a single additive constant c for both 0i and 02). 

Since h is tail-measurable - and hence its value is almost surely unchanged by the 

transitions kernels 7A - it is now straightforward to check tha t p is a Gibbs measure 

on (f2, JFQ). Since h is ^-invariant and 1 -measurable, any ^-invariant, JFQ-measurable 
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function of ( 0 i + / i ( 0 i ) , 0 2 , 0 can be writ ten as an L-invariant 5FT-measurable func

tion of (</>i,02,O ~ and vice versa. It follows tha t p is ergodic if and only if JL is 

ergodic. • 

Lemma 8.4.4. — If p is a gradient Gibbs measure on (f£,5Fr) and h is a height différ

ence variable for p, then both of the first two marginals p\ and p2 of p are smooth. 

Proof. — Define a measure JL on (O, 2F) as follows: to sample from /ï, first choose 

( 0 i , 0 2 , r ) (defined up to additive constants for 0 i and 02) from p. Then pick the 

additive constant for 02 in such a way tha t 02(0) = 0 and the additive constant for 

0 i in such a way that / i ( 0 i , 02, r) = 0. Although JI is not a Gibbs measure on (SI,5F), 

its first marginal is a Gibbs measure on (SI, 5F). This follows from the fact tha t for 

any A C C Zd, we have p — pj\ (where 7A is interpreted as a transit ion kernel on 

the first coordinate of O only), and tha t applying such a transition kernel to the first 

coordinate of ( 0 i , 0 2 , O almost surely does not change either 0 2 or the / i ( 0 i , 0 2 , r ) . 
A similar argument holds for the second marginal of p. • 

8.5. Infinité c luster c lassif icat ions 

Given ( 0 i , 0 2 , O chosen from a Gibbs measure on (SI, 5F), what can we say about 

the infinité clusters of Ed\S? How many such clusters are there? How do the clusters 

change if one adds a constant to 0 i or 02? In this section, we will explore thèse and 

similar questions for Gibbs measures and gradient Gibbs measures on triplets. 

8 .5 .1 . M o r e déf ini t ions . — For any T C we write the following: 

1. T is sparse if limsupn_>00 ^ A n ^ = 0. (Throughout this chapter, we assume 

tha t the cubes An are centered at the origin.) 
IA nTI 

2. If limn^oo |A j = & for some a > 0, then we say tha t T is a-dense or has 

density a. 

3. An island of T is a finite component of the complément of T in Zd. 

4. T is the union of T and ail of the islands of T. 

We will also apply the first two définitions to subsets of the edges of 7Ld. If T is chosen 

from an L-invariant measure on the space of subsets of Zd, then the ergodic theorem 

implies tha t , with probability one, it will almost surely either be empty or have some 

positive density a. Given ( 0 i , 0 2 , r ) G ^ , we define the following variables (whose 

dependence on ( 0 i , 0 2 , r ) will always be understood): 

1. $c is the set of ail edges for which ( 0 i + c, 02, r) is swappable. (Note: Sc is not 

5F -measurable, since it dépends on the arbitrary constants used to define 0 i 

and 0 2 . ) 

2. Tc+ is the union of ail vertices v in infinité clusters of Ed\Sc for which 02(v) > 

4>i(v) + c throughout the cluster. Similarly, T~ contains the vertices v in infinité 

clusters of Ed\Sc for which 02(v) < 0 i ( v ) + c throughout the cluster. (Note: if 
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<fii(v) + c = (j>2(v), then every edge incident to v is contained in Sc. Also, observe 
that , given 0 i and 0 2 , Tc+ is decreasing in c and T~ is increasing in c.) 

3. i?+ = inf{c : Tc+ is empty} We say B+ = oo if no such c exists, i.e., if T+ fails to 
be empty for any finite c. B~ is defined similarly: B~ = sup{c : Tc+ is empty} . 
In this case, B~ — — oo if no such c exists. 

For a concrète example, the reader may check tha t in the perfect matching example 

described earlier, an edge is in Sc if and only if has an endpoint x tha t satisfies 

0 2 (x) — 0 i (x) — c. Also, T+ is the set of points in or surrounded by infinité clusters 

on which 0 2 — 0 i > c and T~ the set of points in or surrounded by infinité clusters 

on which 0 2 — 0 i < c. Moreover, B~ and B+ are simply the largest and smallest 

values of c for which the level set ( 0 2 — 0 i ) _ 1 (c) has an infinité cluster. In this setting, 

B" — B+ if and only if the union of the corresponding perfect matchings contains no 

infinité paths. 

The following is now a clear conséquence of the above définitions: 

Lemma 8.5.1. — The set {c : Tc+ = 0 } is equal to the interval oc) if E — Z and 

either (I?+,oo) or [i?+,oo) if E — M. Similarly, {c : T~ = 0 } is equal to (—oc,B~] 

if E = Z and either (-oo,B~) or (-oo,B~] if E = R. Note that if c e (B+,B')f 

then neither T~ nor Tc+ is empty. 

Also, although B~ and B+ are not 3 -measurable, the following events are tail 

events in 7 : 

1. { ( 0 i , 0 2 , r ) : B+ = oo} or { ( 0 i , 0 2 , O ' B+ — —oo} (or similar sets produced 
by replacing B+ with B~) 

2. { ( 0 i , 0 2 , r) : B+ and B~ are both finite and B+ — B~ G 2 3 } (where ¥> is a Borel 

subset of E) 

If an £-ergodic gradient Gibbs measure \i on (f2,5FT) admits a height différence 
variable h (as defined in Section 8.4), then the following follows from the définitions: 

Lemma 8.5.2. — The values B~ — h, and B+ — h are both tail-measurable, cfT-

measurable, L-invariant functions ofVt; if p is L-ergodic, then they are both p almost 

surely constant. 

8.5 .2 . C o u p l i n g e x t r e m a l s m o o t h G i b b s m e a s u r e s . — Our first application 

of the above définitions to the comparison of Gibbs measures is the following lemma: 

Lemma 8.5.3. — Suppose that \i\ and \i2 are extremal (non-gradient) Gibbs measures 

on Q. Then there exist values BQ and BQ such that pi <S> \i2 ® n-almost surely, we 

have B+ = BQ and B~ = BQ . Moreover, \i\ + BQ -< \ i 2 -< p\ + BQ . In particular, 

BQ < BQ with equality if and only if, up to additive constant, pi = [12 (i-e., the 

restrictions of pi and \i2 to 5Fr are équivalent). 
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Proof. — The first s tatement simply follows from the fact tha t B+ and B~ are tail 

measurable functions. To prove the stochastic domination, we construct a coupling 

explicitly. Suppose tha t T+ is empty; tha t is, there is no infinité cluster in Ed\Sc on 

which 02 > 0 i + c. Fix k. Then given a large box An, we let be the set of vertices 

in An tha t are not connected to dAn by paths in Ed\Sc. Thèse vertices are "isolated" 

from the boundary dAn. 

Now, consider the swapping map on triplets tha t swaps at ail vertices inside of A^ 

and fixes ail vertices outside of A^. As in the proof of Lemma 8.2.1, we can use this 

measure-preserving involution to define a coupling v n G T(f£ x f2, jF x 5F) of pi and 

p2: to sample from the vn, first choose ( 0 i , 02 , r) from pi 0 p2 0 TT- Then modify 0 i 

and 02 in a way tha t replaces both of the values 0 i + c and 02 inside of A^ with either 

the values of 0 i + c (with probability 1/2) or the values of 02 (with probability 1/2), 

and output the modified pair ( 0 i , 0 2 ) . 
Now, fix a smaller box A&, centered inside of An; as n tends to oo, the probability 

tha t a pair produced coupling satisfies 02 > 0 i + c at some point in A& is bounded 

above by the pi 0 p2 0 TT probability tha t there exists a pa th in Ed\Sc from Afc to 

dAn - along which 02 > 0 i + c. This probability tends to zéro as n —» oo. Now we 

claim tha t for pi 0 p2 0 7r-almost ail triplets, there is a subsequential limit (in the 

topology of local convergence) of thèse couplings vn which is a coupling v of pi and p2 

in which, v almost surely, 02 > 0 i -f c; hence pi + c -< p2. (That the marginals have 

limits follows from Lemma 3.2.3, and this implies the necessary tightness to ensure 

existence of a subsequential limit.) The first half of stochastic domination statement 

in the lemma now follows by taking c = BQ (if E = Z) or by taking limits of v defined 

by taking c = Ci where the ci converge to BQ from below (if E — M). • 

Note tha t if both Tc+ and T~ are non-empty for ail values of c G R (as might occur, 

for example, when samples from pi and p2 approximate planes of différent slopes), 

then BQ = — oo and BQ = oo and the above lemma gives us no information. The 

lemma also implies tha t in the setting of Lemma 8.5.3, we cannot have either BQ = oo 

or BQ = — oo (as would occur if either T~ or T+ were empty for ail values of c G R); 

the former would imply pi + oo -< p2 (or, precisely, pi + c -< p2 for ail c G R), which 

is impossible. The latter gives a similar contradiction. The following two lemmas are 

simple conséquences of Lemma 8.5.3: 

Lemma 8.5.4. — If pi and p2 are distinct gradient phases, then pi ® p2 (8) n-almost 

surely, B~ < B+. 

Proof. — By Lemma 8.5.3, it is enough to observe tha t and w^2 are mutually 

singular, which follows from Lemma 3.2.3. • 

Lemma 8.5.5. — If p is a non-extremal gradient phase, then with p 0 p 0 TT positive 

probability, B~ < B+. 
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Proof. — By Lemma 8.5.3, it is enough to observe tha t when (y\, y 2) are chosen from 

Wfi x W/JLI there is a positive probability tha t v\ ^ v2. • 

(Since in the perfect matching model, B~ < P + if and only if the union of the two 

matchings contains an infinité path, we may view Lemma 8.5.4 as a generalization of 

Lemma 8.1.11.) 

8.5 .3 . U n i q u e n e s s of infinité c lus ters 

Lemma 8.5.6. — Let \i be an L-ergodic gradient Gibbs measure on ( Q , j F r ) with slope 

{u,v), where u,v G U<$>; suppose that h is a height différence variable for fi. Then there 

exists no c € R for which, with fi-positive probability, either T^_h or T~_h consists of 

more than one infinité component. 

Proof. — The number of infinité clusters in T^_h is a ^-invariant, tail measurable, 

and ^ - m e a s u r a b l e event. As such, it is almost surely constant. Suppose tha t the 

number of infinité clusters is almost surely k for some 1 < k < 0 0 , and tha t the triplet 

(01, 02, r) is sampled from \i. 

Let P be a pa th Connecting points in two distinct infinité clusters of T^_h. Observe 

tha t the set T^_h only increases in size if we increase the value of 02 at any finite set 

of points. For each edge e = (x, y) in P , there exists some value ae such tha t if 02 is 

modified so tha t 02(x) > a and faiy) > a, and r and 0i are left unchanged, then we 

cannot have (x,y) G Sc-h- By Lemma 4.3.5, it is thus almost surely possible to alter 

02 in a finite number of places - keeping the energy finite - in a way tha t connects two 

of the clusters of T^_h. It follows tha t for some n, there are not j A n ('|0i, 02, r)-almost 

surely exactly k distinct clusters of T^_h. Since this is \i almost surely the case for 

(0i , 02, r) and some n, there must exist an n for which this is the case with positive 

fi probability. But then it cannot be true tha t there are p^An-almost surely k infinité 

clusters of Tj~_h, so this is a contradiction. 

Now, it remains only to rule out the case of infinitely many clusters. The following 

argument is due to Burton and Keane (see [11] or [50]). By similar arguments to the 

above, we see tha t for some e and An, there is a \i finite probability tha t applying the 

transition kernel An to a configuration has an e probability of joining three or more 

infinité cycles together. By the same token, there is a finite probability tha t applying 

the transition kernel An breaks a single infinité cluster into three or more infinité 

clusters. Tile ail of Zd with boxes of size An. A given box is called a trifurcation box 

if removing a connected cluster of vertices inside of the box causes a single infinité 

cluster to break into three or more pièces. 

Now, let Y be any finite set with \Y\ > 3. A 3-partition of y is a parti t ion 

{Pi , P2, P3} of y with exactly three non-empty sets P i , P2, and P3. Two 3-partitions 

{Pi , P2, P3} and {Qi , Q2, Q3} are compatible if there is an ordering of their éléments 

such tha t Pi D Q2UQ3 (or, equivalently, such Q\ D P2UP3). We cite the following fact 
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from Burton and Keane (Lemma 8.5 of [42]): If T is a family of distinct 3-partitions 

of Y such tha t each pair of éléments in T is compatible, then |CP| < \Y\ — 2. 

Now, for a large value of k, let Akn be a box of side length kn; observe tha t for each 

trifurcation box of an infinité cluster C, we can choose a parti t ion of the dAn nC into 

three sets, each of which is the intersection of dAn with one of the three components of 

the infinité cluster tha t is broken apart . In fact, as Burton and Keane observe (again, 

see Lemma 8.5 of [42] or [11]), the set of parti t ions corresponding to the trifurcation 

points of the intersection with any particular cluster forms a compatible family of 

parti t ions of the intersection of dAn with tha t infinité cluster. This implies tha t 

the total number of trifurcation points in An is less than |6Wn|. Since the expected 

number of such points must grow linearly in |An|, this is a contradiction. • 

8.6. Gradient phase u n i q u e n e s s and a s tr ict convex i ty 

8 .6 .1 . S t a t e m e n t of m a i n u n i q u e n e s s and convex i ty resu l t s . — In order to 

state the main results of this section, we will need the following définition. If E = Z, 

then we say tha t a pair of ergodic gradient phases p\ and p2 on (Q, 3rr)are quasiequiv-

alent to one another if the following are true: 

1. Each \±i is a smooth phase; i.e., it is a restriction to 7T of a Gibbs measure p!i 

on (Q, 3). 

2. p[ 0 p'2 0 7T-almost surely, we have £?+ — B~ G {0,1}. 

3. 5 ( / i i ) = S(p2) (a simple conséquence of the previous item when each pi has a 

well-defined slope). 

Note tha t by Lemma 8.5.3, the second item implies tha t a pair of extremely compo

nents ( ^ 1 , ^ 2 ) sampled from wfjLl <g) w^2 almost surely satisfies (if additive constants 

are chosen correctly) v \ -< v2 -< v \ + 1. 

The following theorem is central to this section: 

Theorem 8.6.1. — Suppose that p is a measure on (Q, 3T) whose first two marginals p± 

and p2 are minimal L-ergodic gradient phases on ( Q , J F T ) with slopes in U<$>. Suppose 

further that with p positive probability, we have B+ > B^ (when E = ~R) or B+ > 

B~ + 1 (when E — 7L). Then for some appropriately defined "infinité cluster swapping 

map" R, we have SFE(R(p)) < SFE(p) and Sa{p) = Sa(R(p)); moreover, R{p) is 

an L-invariant gradient measure on (£1,7 ) which is not a gradient Gibbs measure. 

From this theorem, we can immediately deduce surface tension strict convexity, 

and ergodic gradient Gibbs phase uniqueness as corollaries: 

Theorem 8.6.2. — The surface tension a is strictly convex in U<$>. 

Proof. — Pick distinct slopes U\ and u2 in U<&. By Lemma 8.2.7, there exist L-

ergodic Gibbs measures p\ and p2 of slopes u\ and u\ and SFE(pi) = a(ui), 

SFE(p2) = cr(u2). Write p — p\ 0 P2 0 7r. From Lemma 8.5.3, it cannot be the 
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case that , fi-almost surely, B+ < B- + 1 (since this would imply tha t the conclusion 
of Lemma 8.5.3 applies to measures of différent slopes). Thus, p satisfies the require-
ments of Theorem 8.6.1. Let ( ^ 1 , ^ 2 ) be the slope of R(pi ® /i2 ® TT). Since R(fi) is 
not a gradient Gibbs measure, by Lemma 8.3.2 and Lemma 8.3.3, the convexity of a, 
and the fact tha t Sa(u) = Sa(R(a)), 

a(ui) + a{u2) > SFE(R{m 0 / i2 0 TT)) > a{vx) + a(v2) > 2a Vi + v2 
2 

= 2a 
Ui + u2 

2 . 
Since a is already known to be convex, it easily follows from this that a is strictly 

convex on • 

Although a is also convex on the boundary of U, it is not necessarily strictly convex 
there. The surface tension function for domino tilings described in [19], for example, 
is constant on the boundary of U. Using Theorem 8.6.1 we can deduce another key 
resuit. In light of Lemma 8.5.6, we may view the E = Z part of this statement as a 
generalization of Lemma 8.1.12. 

Theorem 8.6.3. — If E — R, then for every u G U<$>, there exists a unique minimal 
gradient phase jiu of slope u. If E = Z, and p\ and \i2 are distinct minimal gradient 
phases of slope u, then \i\ and \i2 are quasi-équivalent. 

Proof. — By Lemma 8.2.7, there exists at least one minimal gradient phase of slope 
u. Now, suppose tha t \i\ and \i2 are distinct minimal gradient phases of slope u 
which are not quasi-equivalent; then / i = pi 0 p2 ® ^ satisfies the requirements of 
Theorem 8.6.1. Let {vi,v2) be the slope of R{(JL\ ® p2 <8> T T ) - Since R(/J>I (g) [i2 (8) T T ) is 
not a gradient Gibbs measure, by Lemma 8.3.2 and Lemma 8.3.3, the convexity of a, 
and the fact tha t Sai\i) — SA(R(p)), we have the following contradiction: 

2a(u) > SFE{R{pl 0 / i 2 0 T T ) ) > a{vi) + a(v2) > 2a 
v\ -I- v2 

2 
= 2(7 (u). • 

The remainder of this section is devoted to the proof of Theorem 8.6.1 and the 
définition of the cluster swapping map R required by the theorem. We will obtain 
jR(/i) from fi by either a "single infinité swap" or an "infinitely repeated cluster swap" 
as n respectively does or does not admit a height différence variable h. 

8.6 .2 . S ingle infinité c luster swap . — Suppose tha t h is a height différence 
variable for /x; write BQ = B~ — h and BQ — B+ — h. We may assume tha t either 
B~ < B+ with positive probability and E — R or B~ < B+ — 1 with positive 
probability and E = Z. In particular, there exists a c G E such tha t with positive \i 
probability, BQ < c < B^, i.e., B" < c + h < B+. Here, both T+_H and T~+H are 
nonempty. 
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For any c, we define Rc(fj) to be the measure obtained as follows: to sample from 
i ? c ( / i ) , first sample ( 0 I , 0 2 , T ) from \i. Then add c + h to 0 i , do a cluster swap tha t 
swaps everything outside of the new T0~ to get a new triple, and then subtract c + h 
from first coordinate of the new triple. To say this in précise terms, we define a map 
Rc : fl i—> O (defined /i-almost surely) by i?c(0i, 02, 0 = ( ^ i , ^2 , s) where 

^ i ( x ) = 
01 (x) xeTc+h 

02 (x) — c — h otherwise 

é2(x) = 
02 (x) x e Tc+h 

01 (x) + c + h otherwise 

and for each e G Ed, define s(e) in such a way tha t (0 i , 02, r) and ( ^ i , ^2 , <§) have the 
same total energy at the edge e. 

Now, if E = Z, then we write i?(/i) = Rc(p), where c is some integer with the 
property tha t T^_h and T~+h are both non-empty with positive probability (i.e., BQ < 
c < B^O). If E — M, then (in order to simplify a free energy computation) we will 
instead write R(p) — C l l C 2 Rc{p) de, where BQ < c\ < c2 < BQ . 

Clearly, R(fi) is L-invariant. Now, we need to argue tha t SFE(R(fi)) < SFE(p), 
i.e., tha t limn-^ \Kn\~lFEAri (R(fi)) < \Kn\~lFE\n(ii). Recall the définition in this 
context: 

FE An (u) 
= HFt An(u) 

=Uy, e -HoA (O1, O2, r) 

xeAri\{x0} 

d[(pi(x) - (piOo)] d[02(x) - 02 Oo)] 
e 

dr(e) 

Now, if we could show tha t R(p)AN is the image of /iAn under an injective map R (from 
the space of configurations on An to itself) which préserves the above measure, then 
the équivalence of FE\n ( / i ) and FE\n (R(/JL)) would be obvious. However, such a map 
cannot quite be well-defined: to détermine the gradient values of the reflection map 
Rc((f>i, 4>2->r) - restricted to a set An - it is not quite enough to know 0 i (x) — 4>i(xo). 
02(x) — 02(xo) and r(e) for ail vertices and edges in An. It is also necessary to know 
the différence between the additive constants of 0 i and 02 (i.e., to know the value 
02Oo) — 0i Oo) — c — h ât some référence vertex xo G An) and to know which of the 
values x G dAn are members of T~. But if we expand our définition of "configuration 
on An" to include this additional information, then we can make the map well-defined. 

To this end, we write F{x) — 0 if x G T~+H, and F(x) = 1 otherwise. Given An, we 
will let Fd\n be the restriction of F to the boundary of An. Now, let /j,'A be the law 
of the five-tuple (0i - 0 i (xo) , V 0 2 - 02Oo), r> Fd\n, co = 02Oo) - 0 i Oo) - c - h). 
where XQ is a référence vertex defined on the boundary of An, the 0 i ' s are defined on 
A n \ O o } , r is defined on ail edges within An, and co G M. 

Now, we can think of as a measure preserving map on the space of five-tuples 
in the following way. Given (0i — 0i (xo) , 02 — 02Oo), r, FQA^, CO), we can compute a 
new five-tuple i?(0i - 0 i ( x 0 ) , 0 2 - 0 2 ( ^ o ) , ^ , ^ a A r i , c 0 ) = (îpi,ip2, s, EdAn, c0) as follows, 
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Define the cluster C to be the set of ail vertices v for which there is a Pv from v to 
a vertex xv G dAn such tha t F(xv) — 0 and no edge of Pv is swappable in (0 i , 02, r) 
(where the relative additive constants of 0 i and 02 are chosen in such a way tha t 
c + h = 0 - i.e., 02(xo) — 0i(xo) = CQ). The set C is then simply An N T~. Now 
détermine (ipi,vp2, s) by fixing the values of (0 i , 02, r) inside of C, swapping the values 
outside of C, and adjusting s so tha t the map is energy preserving on each edge; leave 
the values of Fd\n and CQ unchanged. (Note: the value FQAn is always defined based on 
the infinité clusters of the original triplet (0 i , 02, r ) ; the value of FgAn after swapping 
should not be interpreted as referring to infinité clusters in an infinité post-swapping 
configuration. We include the same FQA^ in both the pre-swap and post-swap five-
tuples because doing so allows us to make the swapping map invertible.) 

Now, define FEAn (//) to be the relative entropy of \±' with respect to v\ (g) z/2 <S> v?> 
where 

i/i = e ^ ( 0 i , 0 2 , r ) 
x G A n \ { i 0 } 

d[0i (x) - 0i(xo)] d[</>2(x) - 02(^o)] 
eeAn 

dr(e), 

where each d[(j)l(x) — (pi(XQ)] and each dr(e) is Lebesgue measure (and we write e G An 
when both endpoints of e are in An); ^2 = dco is Lebesgue measure; and z/3 = dF(x) 
is counting measure. We can now use arguments similar to those given in Section 8.1 
to see tha t the swapping map on five-tuples described above is invertible and measure 
preserving with respect to the measure v\ (g) V2 0 ^ 3 . (It is enough to observe tha t each 
Rc is invertible, well-defined, and v\ (8) z^-measure preserving on each of the régions 
XF^c0 on which F = F0 and C = C0.) It follows that FEAn(nf) = FEAn(R(/i')). 

By Lemma 2.1.3, FEA^H') is equal to FEAn(Li) plus the the \i expectation of the 
relative entropy of CQ (with respect to Lebesgue measure) given ( 0 i , 0 2 , / i ) , plus the 
expectation of the relative entropy of F (with respect to counting measure) given the 
four-tuple (0 i , 02, r, c0). 

Now, let ^ ! ' ^ 2 ' r be the regular conditional probability for co given 0i — 0i(xo) , 
02 — 02(^o), and r. Similarly, let ^ 0 i > 0 2 , r , c 0 be ^ne regular conditional probability for 
F given the four-tuple (0 i , 02, r, CQ). NOW, we can phrase Lemma 2.1.3 as follows: 

FEAn(vf) - FEAM + ^ ( / i ^ 2 ' 7 > 2 ) + M / ^ ( M 0 1 ' 0 2 ' r ' C 0 , ^ ) . 

Note tha t the conditional distribution of F with respect to counting measure is 
bounded between between — \dAn\ log(3) and 0. Also, since c is chosen uniformly in 
an interval of length (C2 — c\) independently of 0 i , 0 2 , r , it is clear tha t the second 
term on the righthand side is at most — log(c2 — ci) (or zéro if E = Z). Thus, 

FEAn(R(v')) = FEAn(n') < FEAn(n)+o(\An\). 

Next, using similar notation to the above for R(fj,) and R(n') instead of /x and / / , 

FEAn(R(fi')) = FEAn (R (u)) + R (u) H (R(u) i>i ,4>2,r W2) + R (u') H (RM (O1, O2, r, c0|v3). 
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This time we need a lower bound on the second term; informally, we must show tha t 
we do not expect the distribution of co, given 0i and 02 and r, to be too "spread out." 
The easiest way to do this is to slightly alter our définition of CQ. Recall tha t we define 
Co by co = 02 (^o)_0i(#o) — c — h. We then determined the clusters on which swapping 
occurred by looking at edges at which (0i — 0i(xo), 02 — 02(^o) + c + O, r) is swappable. 
For given values of the triplet (0i — 0(a?o), 02 — 02(^o), T), let b\ and b2 be the lower 
and upper bounds on the set of choices of co for which (0i — 0i(xo), 02 — 02(^o) + co, r) 

has any swappable edges on An; clearly, if co lies outside of the interval [61,^2], F 

will be constant on AN and the swapping map will either fix ail of An or swap ail of 
An. Thus, if 02(^o) — 01 (%o) — /i 0 [&i + ci, &2 + c2]5 then there will be no swappable 
edges regardless of how c is chosen in (ci, C2). Our new way of choosing co will be as 
follows: first let 

B = 

bi + ci 02(^o) - 0i(#o) - h < bi + ci 

62 + c2 02(^o) - 01 (xo) -h>b2 + c2 

02(^o) — 01 (xo) — h otherwise 

then, as before, choose c uniformly in [ci, C2] and write co = B — c when E = R , and 
simply CQ — B when E — Z . Observe tha t the above définitions and arguments above 
remain valid with this new définition of co- Using the fact tha t /i has finite spécifie 
free energy, it is not hard to show tha t the expected value of b2 — b\ is 0 ( |An | ) . Now, 
since the expected length of the interval on which R(/ji)<f>1^2'r is supported is 0 (An) , 
and the minimal relative entropy with respect to an interval of length k is — log A:, 
Jensen's inequality implies tha t R(/LL)*K(^(/I)01 , 0 2 , R ^ 2 ) > - 0 ( l o g |A^)). 

Thus, we have 

FEAJR(v)) < FEAn W ) ) + °(|A„|) < F £ A n ( M ) + o ( | A J ) , 

and 

SFE{fi) = lim 
n—>oo 

|An|-1 FE 
A n 

(U) < lim |An| 
n—>oo 

- 1 FEAri(R(p)) = SFE(R(fi)). 

Finally, note tha t both T~+h and T^_h become infinité clusters after the swap; thus, 

it follows from Lemma 8.5.6, tha t R(fi) is not a gradient Gibbs measure. Finally, since 

the averages ^ ( ^ - ^ ( ^ M ^ 2 ^ ) - ^ 2 ^ ) ] are always left unchanged by swapping maps, 

it is clear tha t Sa(ii) = Sa(R(/i))] thus, Theorem 8.6.1 holds in this case. 

8 .6 .3 . Inf ini te ly r e p e a t e d infinité c luster swaps . — In this section we deal 

with the case tha t there exists no height différence variable h for p. Note tha t if 

either B+ or B~ were finite with positive probability, then this B+ or B~ would 

itself be a height différence variable for the measure /JQ equal to \ i conditioned on this 

event, and we could apply the reflection of the previous section to the measure /io-

We may thus assume tha t JB+ and B~ are both almost surely not finite. 

Lemma 8.5.4 implies tha t we cannot have either B+ = — o o or 5 " = o o with positive 
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probability. Thus, = o o and B~ = —oo with positive probability, in which case 

there exist infinité clusters T~ for ail values c G M. Recall tha t the sets T~ are 

increasing in c. For any x G Zd, let F(x) be the smallest value c for which x G T~. 

Now, given a set An, we can define a "single cluster swapping" opération Rc tha t 

is measure preserving on the four-tuple ( 0 i , 0 2 , r, FQ\U) the same way we did in the 

previous section (except this time setting h — 0). We write Rc{4>\, 0 2 , ̂ , FdAn ) = 

( ^ i , ' 0 2 , s , i 7 a A n ) , where F5An is left unchanged and ( ^ 1 , ^ 2 , «s) = i ? c ( 0 i , 0 2 , 0 (as 

defined in the previous section). This map is measure preserving on v \ <g> V3 (as 

defined in the previous section). 

Now, pick some positive value M e E; we will consider maps of the form RkM for 

k G Z. Clearly, if kM > supxG(9An F{x), then the map RkM leaves ( 0 i , 0 2 , r, FQAn) 

unchanged. Similarly, if kM < infxe<9An F(x), then P/cM (up to additive constants) 

simply permutes 0 i — 0 i ( x o ) and 0 2 — 02(xo) and makes no change to r. Now, write 

P = Yli=k RkM where k\ is any odd integer for which k\M < mixedAn F(x) and k2 

is any integer for which k2M > s u p ^ ^ F(x). Note that up to additive constant, 

the map R is independent of the particular k\ and k2 we choose. (Because the maps 

RkM permutes 0 i and 0 2 when k < k\, this would not be true if we did not fix the 

parity of k\.) 

Taking limits of the R thus defined on increasingly large boxes, we can extend R 

to a function from Çl to Q (see also the explicit description of R below). We now 

define the measure R(fi) on (Çt,3 ) as follows: to sample from R(IUL), first choose 0 i 

and 0 2 from \i\ pick the additive constants of 0 i so that 0 i ( x o ) = 0, and choose the 

additive constant of 0 2 so tha t 02(XQ) is uniformly distributed in [0, M ) . The proof 

tha t SFE(R(fi)) < SFE{n) is now essentially the same as the proof given in single 

infinité cluster swap case. We first observe tha t FEAn(/if) = FEAn(R(/if)) where 

lir and R{iif) are measures on five-tuples defined in the previous section; the only 

différences are first, tha t we may now assume c G [0, M ) , since the map only dépends 

on the value of c modulo M , and second, tha t F is defined differently. However, it 

is still easy show tha t the growth of |/i/IK(/i^1'^2'r'Co, 1/3)| is o(|An|) by using the fact 

tha t SFE(fi) is finite to show tha t the discrète derivative of F at every point in <9AN 
has finite expectation. 

It now remains only to show that R(/JL) is not a gradient Gibbs measure. We begin 

by giving a more explicit expression for the map i?, We know that if F(x) < kM, then 

RkM fixes the pair ( 0 i ( x ) , 0 2 ( ^ ) ) if E = Z; if F(x) < kM, then RkM fixes the pair 

( 0 i (x), 02 (x ) ) when E = R. (When E = R, the event tha t F{x) is exactly equal to kM 

will always have measure zéro, so we ignore this case.) On the other hand, if F(x) > 

kM, then RkM sends the pair ( 0 i ( x ) , 02(x)) to the >pair (02(x) — kM, 4>\{x) + kM). 

And then R(k-i)M sends tha t pair to ( 0 i ( x ) + M,(p2(x) — M). After successively 

applying R(k-2)Mi • • • ? RM, we thus end up with the pair ( 0 i ( x ) + | M , 0 2 {x) — f M ) if 

/ c i sevenand ( 0 2 ( x ) - ^^M, 0X (x) + ^±^M) if k is odd. Write FM{x) = svLpK:F(x)>kM-
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Then we have, for -01 and 7/^2, R(4>i: 025 0 — ^2 , s) where 

(/>i(x) + FM(x) 
2 

M FM(X) is even 

02(x) - F M ( x ) + l 
2 

M FM(X) is odd 

-02 O ) -
faix) - FM(X) 

2 M FM(X) is even 

01(x) + F M (aQ + l 
2 

FM{X) is odd 

We can take this as the formai définition of the repeated swapping map R on ail of 
Q. As always, s(e) is determined on every edge by the requirement tha t R préserve 
the total energy on each edge. This gives us an explicit définition of R : Q i—> Cl. We 
now need the following: 

Lemma 8.6.4. — When x and y are neighboring vertices ofZd, the following are true: 

1. If F M (y) — FM(X) + 1 and FM(X) is even, then (-01 + M, ip2,s) is swappable at 
(x,y). 

2. If F M {y) — FM(X) + 1 and F M {X) is odd, then (ipi,i/j2,s) is swappable at (x,y). 
3. If F M [y) > FM(X) + 2, then both (ipi,^, s) and (I/JI + M, îp2, s) are swappable 

at (x,y). 

Proof — This can be proved directly from the formai définition of R given above; 
however, it is most intuitively understood by tweaking the above to give yet another 
explicit formulation of R. Consider first a triplet ( 0 i , 0 2 , r ) with additive constants 
fixed. Now, it is clear (e.g., from above description), tha t the average is unchanged 
by swapping, i.e., a(x) ^1+(^2 = Éi±É2.m Thus, ip\ and ^2 are determined by the 
différence: ô(x) = 02 ~ ipi- We can write tp2(x) — a{x) + ô(x)/2 and /0i(x) — 
a(x) — Ô(x)/2, and thus the energy at contained in ipi and ip2 at an edge e — (x,y) 
is We = V(a(y) - a(x) + [S(y) - S(x)]/2) + V(a{y) - a{x) + [6(y) - ô(x)}/2). Even 
if V is not a symmetric function, this expression is symmetric in ô(y) — 8{x). Dénote 
by x(e) ^ne maximum value of [ô(y) — S(x)] for which the above expression is less 
than or equal to the combined energy contained in the triplet ( 0 i , 02 , ^ ) at the edge 
e. Whatever swaps we perform, \S(y) — S(x)\ may not exceed x(e) . 

Now, dénote by 7 the function defined analogously to ô but using 0i and 02 instead 
of ipi and fa- Now, it is easy to check, tha t the set §c of places where 0i + c and 02 
are swappable is precisely the set of points at which \2c — ~/(x) — ry(y)\ < x(e)- If a 
swapping Rc swaps the values of 0 i + c and 02 at y and fixes the values at x then this 
has the affect of replacing 7(1/) with 2c — 7(2/) and leaving ^(x) unchanged. In other 
words, the act of "swapping 0 i ( y ) + c and 02 ( y ) becomes then the act of reflecting 
7(2/) across the horizontal axis of height c. Note tha t whenever 7(2/) and j(x) lie on 
opposite sides of c (or one of the values is equal to c) then e G Sc. If j(x) and 7(2/) 
are on the same side of c, then e G Sc if and only if a string of length x(e) can stretch 
from y(x) to c and back to ^y(y): i.e., h(x) — ci + h(y) — cl < y(e) . 
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Now, we can extend 7 in a unique way to a continuous function on each closed 

edge e = (x,y) so tha t 7 is linear on each of the two half segments of e, 7 achieves its 

maximum at the midpoint m of e, and \ j(m) — j(x)\ + \j(m) — 7(2/) | = x(e)- Now, if 

either j(x) < c o r 7(2/) < c, then we have e G Sc if and only if 7 assumes the value c 

at some point along the edge e. 

If FM{X) < FM(v), then, by définition, x and y are not in the same components 

of Ed\Sc where c G {FM(x)M + M,FM(x)M + 2 M , . . .,FM(y)M}; in particular, 

this implies tha t ( 0 i + c, 0 2 , r ) is swappable at e for c = FM{X)M + M and c = 

FM(v)M. Since j(x) < FM(X), this implies tha t 7 assumes ail of the values FM(X)M+ 

M, FM(X)M+2M,..., FM(v)M at some point along the edge e. Now, the map Rc can 

be extended to the continuous version of 7 as follows: first extend T~ to continuous 

points by letting it contain not only the points in Zd defined to be in T~ before 

but also those points z on the interior of an edge for which 7 ( 2 ) < c and there is 

a pa th from z to a point in T~ along which 7 < c (or equivalently, ail points z 

start ing from which there exists an infinite-length, non-self-intersecting pa th along 

which 7 < c). As before, we write F(x) for the smallest value c for which x G Tc~, 

and FM(X) = supk:Fçx^>kM. Then define Rc{l) = 5 where 8{z) = 7 ( 2 ) if z G T~ 

and ô(z) — 2c — 7(2:) otherwise. We can similarly extend the définition of R to the 

interiors of the edges by writing # ( 7 ) = ô where 

S(x) = 
j(x) — FM(X)M FM(X) is even 

(FM(x) + 1 )M - 7(x) FM(x) is odd. 

It is clear tha t the total variation of S is equal to tha t of 7 along each edge e. 

If FM(X) < F M {y), and Z F M ( X ) + I , . . • ,ZFM(V) are tne P°mts along the edge from x 

to y at which 7 first assumes the values FM(X)M + M, FM(X) + 2 M , . . . , F^f(y)M, 

then it is not hard to see tha t J ( ^ ) will be M if i is even and 0 if z is odd (since 

FM{Z) = F(z) = 7 ( 2 ) at thèse points). From this, the lemma follows immediately. • 

Now, if we define So and S M using the triple (tpi, 7/̂ 2, 5 ) , what are the infinité 

clusters of Ed\S0? If k is odd, then the above resuit implies tha t each of the edges 

separating an élément of T~kM (defined using the original 0 i , 02 , r) from an élément 

of its complément is in So; thus, for no odd k does an infinité cluster contain both a 

member of TkM and a member of its complément. Since the TkM are nested sets, it 

follows tha t the infinité cluster of the former must be contained in ^ M \ ^ ^ + 2 ) M ^OR 

some odd k. Now, if there is one such cluster, there must almost surely be infinitely 

many, since otherwise the minimum value of k for which such a cluster occurs in 

001 ^ 2 ? 0 would be a height différence variable for \i (and in this subsection, we are 

assuming tha t no height différence variable exists). If there are infinitely many infinité 

clusters with positive probability, then Lemma 8.5.6 implies tha t R(fi) is not a gradient 

Gibbs measure. A similar argument holds for the infinité clusters of E ^ \ S M - However, 

if there are no infinité clusters in the complément of either So or S M , then Lemma 8.5.4 
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implies tha t R(p) is not a gradient Gibbs measure. Finally, as in the previous section, 

since the averages [ ( M ^ ) - < M x ) ] + [ ( M ^ ) - ^ 2 ( > ) ] are a}wayS }eft unchanged by swapping 

maps, we have Sa(p) — Sa(R(p)) and the statement of Theorem 8.6.1 follows. 

8.7. H e i g h t offset s p e c t r a 

From Theorem 8.6.3, we know tha t if E = R, then for u G U<$> and simply at tractive 

<î>, there exists a unique minimal gradient phase pu on (Q, 3rr). In the case E = Z, the 

theorem implies tha t if there exists a rough measure pu of slope u, it is also unique. 

In fact, Theorem 8.6.1 also implies the following: 

Lemma 8.7.1. — If u E U<$> and either E = R or some minimal gradient phase pu of 

slope u is rough, then there is a unique minimal gradient phase pu of slope u and it 

is extremal. 

Proof. — Theorem 8.6.1 already gives uniqueness of pu. If pu fails to be extremal, 

then Lemma 8.5.3 implies tha t with p — pu (g) pu (g) TT positive probability, we have 

the strict inequality B+ > B~. If E = R or if E = Z and B+ > B~ + 1 with 

/i-positive probability, then Theorem 8.6.1 implies a contradiction (through the same 

argument as in the proof of Theorem 8.6.3). Suppose on the other hand tha t E — Z 

and B+ — B~ G {0,1} almost surely. (Recall from Lemma 8.5.3 B+ > B~ almost 

surely.) Then B+ is a height différence variable for p and hence pu is smooth (by 

Lemma 8.4.4). • 

This section is devoted to the exceptional case tha t E = Z, u G U, and every 

minimal gradient phase of slope u is smooth. In this case, p = pu may not be 

extremal, and we will détermine its extremal components. Suppose tha t p' is an 

extremal component chosen from w^. Then since p' is (u^-almost surely) smooth, we 

can view p' as a measure on Vt (and we may choose the additive constant arbitrarily). 

Since the additive constant is an integer, the average expected value of p' over any 

À C C Zd - taken modulo 1 - is independent of the additive constant. 

One way to extend p to a Gibbs measure on (il, 5F) is as follows; to sample from p, 

first sample an extremal component p' from w^; then treat p' as a measure on (Çl, jF), 

adding an appropriate integer constant to cause the p' expected height of 0(0) to lie 

in [0,1). It is then clear tha t p((j)(0)) G [0,1); moreover, by the définition of slope, 

p(x) G [(u, x), (u, x) + 1) for each x G £ . 

Lemma 8.7.2. — If p is minimal gradient phase with slope u G U<&, extended as above 

to a measure p' on (17, 5F); then for wM0w^-almost ail pairs of extremal Gibbs measures 

(p[, p'2), we have either p[ ~< p'2 p[ + 1 or p'2 < p'x < p!2 + \. 

Proof. — From Theorem 8.6.1, we have tha t p (g) pu (g) TT almost surely B+ — B~ G 

{0 ,1} . From Lemma 8.5.3 (and Lemma 3.2.3) we have tha t w^ (g) ^-almost surely, 
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Mi ^ / 4 + c ^ Mi + 1 f°r some value of c G Z. But since the expected value of 0(0) 

is in [0,1) for wM-almost ail measures, we may assume tha t either c = 0 or c = 1. In 

the former case, < \±'2 -< + 1. In the latter case, ji'2 -< Mi ^ M2 + 1- ^ 

Theorem 8.7.3. — Let /1 be a smooth minimal phase of slope u G T/ie following is 

a height offset variable, as defined in Section 8.4-' h(/i) — lim inf |An|_1 Y2xeAn 4>(x)-

Proof. — Lemma 8.7.2 implies tha t for each x G Zd, the distribution of the 

random variable / i ' (0o ) is supported in an interval of length one. In particular, for 

a point x G £ , since fi(cj)(x)) G [(u,x), (u,x) + 1), we may conclude tha t almost 

surely (for / / chosen from w^), | / / ( 0 ( x ) ) — (u,x)\ < 2. 

Now, taking An to be the box of side length 2n + 1 centered at the origin, it follows 

tha t almost surely, 

h(u') = - 2 < liminf l A ^ " 1 ] T ^ {<t>{x)) < 2. 
x e A n 

If we write h(4>) — h(n^) (as in Lemma 3.2.3), then it is not hard to see tha t h is a 

height offset variable (as defined in Section 8.4). 

We now claim tha t this h is in fact équivalent to the h given in the statement 

of the theorem. To see this, first write <fih(x) — <p(x) — h(4>) — (u,x); note tha t 

(j)h is an ^ - m e a s u r a b l e function. Now, by Lemma 8.2.5, i ^ - a lmos t surely, the 

/ / distribution of 0(0) is log concave; by similar arguments to those above, we 

also have almost surely that v' -< v ~< v' + 1 where v and v' are the laws 

of 0(0) under \i and / / respectively. It follows tha t the tails of v decay exponen

tially; in particular, n has a finite expectation at every point in Zd, and also tha t 

fi((ph(x)) exists for ail x G Zd and has finite expectation. By the ergodic theorem, we 

have liminf^oo |An| YlxçAn < ^ ( x ) = limn—oo |An| J2XGAn Mx) = 0, and the desired 

équivalence follows. • 

Applying Lemma 8.4.2 gives the following: 

Corollary 8.7.4. — The height offset spectrum h(fi) is a measure on [0,1) which is 

ergodic with respect to the maps x 1—>• x + Ui (mod 1) for 1 < i < d. In particular, if 

one of the components of \i is irrational, then h(/i) is uniformly distributed. Also, if 

\i is extremal - so that h(fi) is a point measure - then we must have u G L, where L 

is the dual lattice of L. 

Theorem 8.7.5. — If \i\ and \i2 are minimal gradient phases with the same slope u G 

U$ and the same height offset spectrum v G ^P([0,1)); then / i i = \i2. 

Proof. — For any e > 0, we take /i€ to be \i\ x \i2 conditioned on the event Ae tha t the 

distance between h((j>i) and h{(j)2) on [0,1) (viewed as a circle) is at most e; note tha t 

this event occurs with positive probability. Since \ie and \i\ x fi2 conditioned on the 

complément of Ae are both ^-invariant gradient Gibbs measures, and since SFE(fi) = 
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2a{u) is minimal, it follows from the affine property of SFE tha t SFE(/ie) = 2a(u). 
Note tha t the marginals of \ie are \i\ and \i2. Letting e tend to zéro, by Theorem 2.4.2, 
there is a limit point /io with SFE{\±§) — SFE(fi) and at which / i ( 0 i ) = fo(02), Mcr 
almost surely. 

As in the proof of Lemma 8.7.3, we note tha t no-almost surely (for appropriate 
choice of additive constants), TT^1 -< TT^2 -< TT^1 -f 1. In particular, this implies / i ( 0 i ) < 
M 0 2 ) < h{4>\) + 1; since / i ( 0 i ) and / i ( 0 2 ) agrée, /io-almost surely, modulo one, we 
have either h{4>\) — M 0 2 ) or ^ ( 0 2 ) = M 0 i ) + 1- Assume without loss of generality 
tha t the former is the case. Since TT^1 -< TT^2 -< n^1 + 1, an application of the ergodic 
theorem implies tha t TT^1 = TT^2 (otherwise, / i ( 0 i ) 7^ ^ ( 0 2 ) modulo one). • 

Theorem 8.7.5 and Corollary 8.7.4 imply the following: 

Corollary 8.7.6. — If u G U$> and one of the components of u is irrational, then the 
minimal gradient phase \iu of slope u is unique. 

We also have: 

Corollary 8.7.7. — If u G U$, ail of the components ofu are rational, then the smallest 
positive rational number obtained as (u,x), for x G L, has the form 1/n for some 
n G Z, and each minimal gradient phase \iu of slope u has height offset spectrum 
given by the uniform measure on {c, c + 1/n, c + 2 / n , . . . , c + (n — l ) / n } for some 
c G [0 ,1 /n) . 

Proof — The maps gx, giving translation of [0,1) by (u,x) modulo 1, are éléments 
of the group of ail rotations of [0,1). The map x —• gx is a homomorphism from 
the additive group il into this abelian group. Since u is rational, its image is a finite 
subgroup of the set of rotations; letting n be the order of this group, the resuit follows 
from Corollary 8.7.4 and the fact tha t every measure on [0,1) which is ergodic under 
translations by this group is given by a uniform measure on {c, c + l / n , c + 2 / n , . . . , c + 
(n — l ) / n } for some c G [0 ,1 /n) . • 

Finally, we would like to describe precisely the way in which fiu décomposes into 
extremal measures - one extremal measure for each "height offset" value modulo 1. 
We do this first for the irrational case. In this lemma, we say a function / : î] H t 
is said to be increasing if for each 0 i , 02 G ^ with 0 i < 0 2 , we have / ( 0 i ) < f{4>2)-

We say / is decreasing if — / is increasing. We say an event A G 3 is increasing 
(decreasing) if 1A is increasing (decreasing). 

Theorem 8.7.8. — Suppose u G U$, one of the components of u is irrational, and fiu 
is the unique smooth minimal gradient phase of slope u. Then there exists a unique 
family \iu,a of extremal Gibbs measures (one for each a G M) on (f2, 9r) with ail of the 
following properties: 
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1. H e i g h t offset property: For each a G M, we have that for /xu,a almost ail <fi, 

h((j>) = a. 

2. S tochas t i c d o m i n a t i o n property: \iu,ax stochastically dominâtes pu,a2 when-

ever a\ > a2. 

3 . Vert ical trans lat ional s y m m e t r y : For each b e Z, we have b+/iu,a = / i n , a + 6 -

4. D é c o m p o s i t i o n property: The restriction of fiu^a da to jFr is equal to 

\iu for every c G M . 

5 . R ight -cont inu i ty : For each increasing event A C fl, /J>u,a(A) is increasing and 

right-continuous in a. 

6. Ex tremal i ty : For ail a G M, \iu,a is extremal. 

7. Hor izonta l trans lat ional s y m m e t r y : For each x G £ and a G M, we have 

@xt^u,a ^ w , a + ( w , ï ) ' 

Proof. — First, we will prove uniqueness by showing tha t there is at most one défini

tion of the fiu^a which satisfies ail of the above properties. Fix a c G R and extend \iu 

to (ft, 5F) in such a way tha t h is pu almost surely in [c, c + 1 ) . By the décomposition 

property and the height offset property, we can write fiu = f°=c Vu^da. 

Now, for any ci, c2 with c < c\ < c2 < c + 1, we write Pu,(a,c2) f°r the measure \iu 

conditioned on the positive-probability event h G (c i ,C2) ; since height offset modulo 

one is ^ - m e a s u r a b l e , the décomposition and height offset properties also imply tha t 

/ i ^ , ( c i , c 2 ) = Ia=ci ^u.ada. The right continuity property implies tha t for each A and 

a G [c, c + 1 ) , we have iiu,a(A) = l i m ^ o M u , ( a , a + 6 ) ( ^ - ) (where 6 - ^ 0 from the right). 

Since the increasing events generate the cr-algebra ^ , any two measures which agrée 

on increasing events must agrée on ail measurable events in JF; thus, if there exists 

a measure \iu^a for which fiu^a(A) — l i m ^ o A^,(a,a+6) (A) f°r ail increasing A, tha t 

measure is unique. 

But we still have to prove tha t such a measure in fact exists. First, we claim 

tha t this limit exists for every increasing set A and for every a G [c, c + 1 ) . To 

see this, first observe tha t pUj(ai,a2) ^ M u , ( a 3 , a 4 ) whenever 0 < ai < a2 < as < 04 

< 1. To show this, it is enough to note from Lemma 8 . 5 . 3 and Theorem 8 . 6 . 1 tha t 

A V ( a i , a 2 ) ® Pu,(a3,a4) ® ?T almost surely, B+ — i ? - = 1. This implies tha t for extremal 

measures (y\,v2) chosen from the extremal décompositions of thèse measures, we 

almost surely have v\ < v2 + a -< v\ + 1 for some value of a G Z ; but since the height 

almost surely satisfies h[y\) < h(v2) < h(vi) + 1, we may conclude tha t a = 0 . In 

fact, we can also note tha t pu^aua2) ^ / - V ( a i , a s ) whenever 0 < ai < a2 < as < 1; this 

follows from the fact that pu^ai,a3) is a weighted average of pu,(ai,a2) and a measure 

- namely, /iu,(02,a3) ~ which dominâtes / i ^ ( a i , a 2 ) . 

This implies tha t for every increasing event A G 3 ^ tiu,(a,a+b)(A) is a decreasing 

function of 6, and hence has a limit as b tends to zéro. We would like to extend this 

convergence to ail measurable sets A. To this end, first, the reader may easily check 

tha t the set of measures ji for which \iu — 1 < \i ~< \iu + 1 is sequentially compact in 
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the topology of local convergence. Thus, for some subsequence of values of b tending 

to zéro, the limit lim^o Pu,(a,a+b) exists as a measure on which we dénote 

by pu,a- Since the value of pu^a on increasing sets is independent of the subsequence 

- when the subsequence is chosen so tha t pu^a is in fact a measure - then the value of 

pUia on ail sets is independent of the subsequence (since increases sets generate 3r). 

We can take the above limit as a définition for pu^a for each a G [c, c + 1); the 

extension to ail a is determined by the vertical translation property: for a G Z, we have 

Pu,a+a — /iu,a + a- Now we must verify the list of properties given above. It is not hard 

to see tha t the above définition is independent of the choice of c; the décomposition 

property follows immediately. Next, observe tha t pu,(a-b,a) ~< Pu,a ~< Mw,(a,a+6) f°r ail 

a and b > 0; letting b tend to zéro, the fact tha t h — a for pUja almost ail 0 follows 

from the définition of h. The stochastic domination property follows from the fact 

tha t fiUia -< Pu,(a,b) ~< Pu,b whenever a < b. 

Now, from the stochastic domination property, it is clear tha t for every increasing 
cylinder set A, pu,a(A) is increasing in a. The décomposition property and height 
offset property imply tha t pu,(a,a-\-b){A) is the average of pu,a'{A) over a G (a, a + b); 

since pu,a{A) is the limit of thèse values as b tends to zéro, it follows tha t pUjCL(A) is 
right-continuous in A. 

We still need to verify extremality and the horizontal translational symmetry. We 
will first check tha t thèse properties hold for Lebesgue almost ail a and then use 
continuity arguments to extend then to ail a. 

To see almost-sure extremality, let pb be the measure on triplets obtained as follows. 
To sample from pb, first choose a uniformly in [0, 1) and then sample 0i and 02 
independently from pu,(a,a+b)- Let P be the limit of thèse measures as b tends to zéro. 
As in the proof of Theorem 8.7.5, it is not hard to see tha t this limit has minimal 
spécifie free energy and tha t B+ = B~ almost surely. Using the limit définition of 
p u , a , it is also not hard to see tha t the following is an équivalent définition of p: to 
sample from //, first choose a uniformly from [0, 1) and then sample ( 0 1 , 0 2 , 0 from 

Pu,a ® Pu,a 0 7T. 

Next, if the \iu^a were not extremal for almost ail a, then for some e, S > 0, there 

would be an e fraction of a values in [0,1) for which the probability tha t two extremal 

measures independently sampled from w^ua are différent is at least ô. But in this 

case, by Lemma 8.5.3, we would have to have B+ ^ B~ with probability at least £e, 

a contradiction. The horizontal translation symmetry argument is the same, except 

tha t in this case, to sample from \i, we first choose a uniformly in [0,1), then choose 

0 i from pu^a and 0 2 from the measure Qxpu,a-(u,x) (which has the same height almost 

surely as pu,a by the définition of height offset variables). 

Now, suppose tha t \iu^a is not extremal; then it can be writ ten as pu\ + (1 — p)u2 for 

some 0 < p < 1 and Gibbs measures v\ and v2 which differ on at least on increasing 

event: without loss of generality, say A is increasing in and v\{A) < V2(A). Now, 
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write /(</>) = TT^(A) - we can think of, f{(p) as describing the probability of A in the 
extremal measure from which (p was chosen. For a decreasing séquence of values 
lower limit is a, we have /iu,ai extremal, which implies tha t TT^(A) is /iu,az-almost surely 
constant for each i. Thus, TT^(A) is /iu,ai almost surely equal to \±u^a%{Â) for each i. 
By right continuity, we know tha t jiU^A{A) = l im^oo iiu,al' And this is in turn equal 
to fiu,a(f)- Since -< /^u,ai for each i, the law of f{(p) when </> chosen from //u,ai 
dominâtes the law of f((/>) when (p is chosen from /iu,a- This implies tha t f(cp) (when 
/ is sampled from fiu,a) is dominated by a séquence of constant random variables 
whose values converge to ^u,a{f)\ this implies that , for fiu^a almost ail 0 , we have 
f{(t>) < / i ix ,a( / ) , which implies tha t / is \iu,a~almost surely constant, a contradiction. 

The horizontal translational symmetry argument is simpler; we observe tha t from 
the almost-sure invariance tha t whenever & < c < 6 + l , we have 

rc pc—(u,x) 
/ Vu,add = fJ>u,(b,c) = OxVu,(b-(u,x),c-(u,x)) = / Qx^u,ada. 

Jb J b—(u,x) 

Taking limits as c approaches b from above gives the resuit. • 

The rational case of Theorem 8.7.8 is straightforward and the proof is similar: 

Theorem 8.7.9. — Suppose u G U<$>, ail of the components of u are rational, and fiu 
is a smooth minimal gradient phase of slope u with height spectrum given by uniform 
measure on {c, c + 1 /n , . . . , c + (n — l ) / n } . Then there exists a unique family \iu,a of 
extremal Gibbs measures on (O, 5F) (one for each a G c + ^ZJ with ail of the following 
properties: 

1. He ight offset property: For each a G c + ^ Z , we have that for fiu,a almost 
ail (p, h((p) = a. 

2. S tochas t i c d o m i n a t i o n property: /jLu,ai stochastically dominâtes fiu,a2 when
ever a± > a 2 -

3. Vert ical trans lat ional s y m m e t r y : For each b G Z, we have b+/iu,a = /iu,a+b-
4. D é c o m p o s i t i o n property: The restriction O/X^ILO nua+± to 3^T is equal to 

nu for every a G c + ^ Z . 
5. Ex tremal i ty : For ail a G c + ^ Z ; \iu^a is extremal. 
6. Hor izonta l trans lat ional s y m m e t r y : For each x G il and a G M, we have 

@xf^u,a = Mu,a+(u ,x ) • 

8.8. E x a m p l e of s lope- î / gradient phase mul t ip l ic i ty 

Here, we give an example of an LSAP <1> and a slope u G U$ for which the gradient 
phase of slope u is not unique (and a sketch of the proof tha t it is not unique). For 
any x G Z3, write 

e(x) = 
0 Either zéro or one component of x is odd 

1 Either two or three components of x are odd. 
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Now, consider the LSAP <É> defined as follows. When e(x) = e(y), we have: 

Vx,y(v) = 

o n = o 
c n = ± 1 

oo otherwise 

When e(x) ^ e(y), write 

V x,y (n)= 
0 

o c 

r]e{0,e(y)-e(x)} 

otherwise 

In order to observe the symmetries of this potential better, we replace (j)(x) with 

4>(x) — 4 ^ . Now, <j)(x) assumes values not in Z, necessarily, but in Z + 4 ^ ; modify 

$ accordingly. In the modified System, when e{x) = e(y), then <ï>X)y(0) is 0 if <p(x) — 

</)(y), C if \(j){x) — <j)(y)\ = 1 and infinity otherwise. But when e(x) ^ e(y), we have 

$x,y(<t>) — 0 if \<j>{%) — <ft(y) I — \ and o o otherwise. The reader may check tha t U<& is 

the interior of a symmetric polyhedron with the zéro slope in its interior. Note tha t 

here, $ restricted to the set of x for which e(x) = 0 (respectively, e(x) = 1) is the 

Ising potential on tha t set; the only différence is tha t <j)(x) is allowed to assume values 

in Z (respectively, \ + Z), instead of merely values in {0 ,1} , as in the Ising model. 

Now, take L = 2Z3. This potential has two ^-invariant ground states (as defined 

in Définition 6.18 of [42]): we have <j>+(x) = 4 ^ for ail x G Zd, and <j>-(x) = - 4 ^ 
for ail x G Zd. (Each one is defined only up to an additive constant.) A s tandard 

argument due to Peierls (see, e.g. Theorem 6.9, Theorem 18.25 of [42], and the 

surrounding discussion) implies tha t for C sufficiently large, there will be a slope zéro 

minimal gradient phase which is a small per turbat ion of each of thèse ground states; 

in particular, there is more than one slope zéro minimal gradient phase. 

The rough essence of thèse arguments is as follows: first, SFE(fi) = 0, when / i 
is one of the two ground states. Thus, any p for which SFE(n) is minimal must 

satisfy SFE(/n) < 0. Recall tha t we can represent SFE(fi) as minus the entropy of \i 

(i.e., SFE^0((i) where <l>o is the potential which is identically zéro) plus the expected 

"energy per site" of ŷ , which we will write by / i ( ^ ) . The former value is clear ly at 

most log 2 (since the number of finite-energy configurations on an n x n box is at 

most 2n ), which implies tha t if fi is minimal, then we must have p(&) < log 2. This 

implies tha t the fraction of vertices whose heights differ from those of a neighbor 

by 1 is bounded above by - ^ p . Define a g r o u n d s t a t e c lus ter to be a maximal 

connected set of vertices on which <fi is equal (up to an additive constant) to one of 

the two ground states. Next, one samples a configuration <fi on an n x n torus and 

uses entropy considérations to argue tha t the probability tha t there exists a cluster 

of size larger than c containing the origin tends to zéro exponentially in c. Thus, 

a typical configuration contains one large ground state cluster with small "islands" 

spread throughout . Taking a weak limit as n tends to infinity, one obtains a smooth 
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shift-invariant measure which is equal to one of the ground states on an infinité cluster 

ground state cluster with small finite islands. By symmetry, there exists such a 

measure for each of the two ground states. Again, the reader should consult [42] for 

full détails. (The proof of Theorem 6.9 in [42] is easier to read than the more gênerai 

proof in Chapter 18 and contains ail of the ideas needed for the above example.) 

Similar constructions to thèse give gradient phase multiplicity in dimensions higher 

than than three. In fact, if we relax the condition tha t $ be a nearest neighbor 

potential - allowing &x,y to be nonzero whenever either \x — y\ — 1 (x and y are 

adjacent) or x — y G ( ± 1 , ± 1 ) (x and y are "diagonally adjacent") - then we can 

construct a similar example when d — 2. In this case, define e(x) to be 0 or 1 as 

the sum of the coordinates of x is respectively even and odd. Exactly as in the 

previous example, when e(x) = e(y), then we take <Êœ)2/(0) to be 0 if <fi(x) — <fi(y), C if 

\4>(x) — 4>(y)\ = 1 and infinity otherwise. And when e(x) ^ e(y), we have Qx^y((j)) — 0 

if \4>{x) — 4>{y)\ — \ and o o otherwise. Take L — 2Z2. As in the previous example, 

there are two distinct ^-invariant ground states, and a Peierls argument implies tha t 

at sufficiently low température , there exist at least two distinct minimal £-ergodic 

gradient phases, each of which is a small perturbation of one of thèse ground states. 

Given the simplicity of the above examples, it is perhaps surprising tha t - as we 

will see in Chapter 9 - minimal gradient phase multiplicity never occurs for u G U$ 

when d — 2 and $ is a simply attractive potential. 
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CHAPTER 9 

DISCRETE, TWO-DIMENSIONAL GRADIENT PHASES 

9 .1 . He ight offsets and m a i n resuit 

Throughout this chapter, we assume m = 1 and d = 2, E = Z, and <ï> is simply 

attractive. When this is the case, we can completely classify the minimal gradient 

phases. In the previous chapter, we proved, for gênerai d > 1, tha t when E = M, there 

is a unique minimal gradient phase of each slope u G U®, and this phase is extremal. 

When E = Z, we found, for d > 1, tha t if there exists a rough minimal gradient phase 

of slope u G then it is the unique minimal gradient phase of slope u. We also 

found, when E = Z and <i > 1, that each smooth minimal gradient phase of slope 

u G U$> is completely determined by its "height offset spectrum" the measure on 

[0, 1) given by h(n) modulo 1. The main purpose of this chapter is to show that , in 

two dimensional Systems, this spectrum is trivial and the minimal gradient phase of 

slope u is unique: 

Theorem 9.1.1. — Suppose that d — 2, E = Z7 and is simply attractive. Then for 

every u G U<$>, there exists a unique minimal gradient phase \iu of slope u. This \iu is 

extremal. In particular, if \iu is a smooth phase, then its height offset spectrum is a 

point mass. 

By Lemma 8.4.2, the height offset spectrum of \iu can only be a point mass if 

/ i G L. This implies the following corollary: 

Corollary 9.1.2. — Each \iu described in Theorem 9.1.1 is a rough phase unless u G L. 

We refer to the slopes in L for which \iu is smooth as smooth slopes. In [63], a work 

by this author and two other authors, we show how to détermine for a class of Lip

schitz simply attractive potentials $ based on perfect matchings of periodic biparti te 

graphs - precisely which of the possible smooth slopes are smooth. Depending on <ï>, 

none, ail, or some nonempty proper subset of the vertices of t D U$ will be smooth 
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slopes. (We also prove, in tha t context, a direct correspondence between the smooth 
slopes and the non-strictly-convex régions - a.k.a. facets -of certain surface-tension-
minimizing surfaces subject to boundary and volume constraints.) In gênerai, we do 
not know how to détermine explicitly which of the slopes in £ N U<$> are smooth for 
any other families of two dimensional simply attractive models. 

9.2 . F K G inequal i ty 

Let /i be a probability density on Çl tha t is a finite combination of point measures 
(i.e., measures supported on a single 0 G f2). We say that /i has the MTP2 (multi-
variate total positivity) property if /z(0I)/z(02) < /z(max(0I, 02))Ax(iïiin(0I, 02)) for ail 
0I, 02 : A 1—> E. 

As in the previous chapter, we say function / : ft R is said to be increasing if 
for each 0I ,02 £ ^ with 0I < 02, we have f{4>\) < f(4>2)- We say / is decreasing if 
—fis increasing. We say an event A G 5F is increasing (decreasing) if 1A is increasing 
(decreasing). The FKG inequality states tha t whenever /1 has the MTP2 property, any 
two bounded, increasing functions / and g on Vt are non-negatively correlated; i.e., 
fi>(fd) > M/MÂO- (See the original paper by Fortuin, Kastelyn, and Ginibre [31].) In 
particular, this implies tha t any two increasing events (or any two decreasing events) 
are non-negatively correlated. We say a gênerai measure /1 on (f2, 5F) satisfies the 
FKG inequality if each pair of increasing events in 5F is non-negatively correlated. 
(This implies the analogous statement about gênerai bounded functions / and g, as 
is easily seen by approximating / and g with step functions.) 

We say a potential $ is submodular if for every A C C ZD', <I>A has the property tha t 

$ A ( 0 I ) + $A(02) > $A(min(0I,02)) + $A(MAX(0I, 02))-

In particular, every simply at tractive potential is submodular. Since <I> is submod
ular and ZA((/>) is finite, then it is clear tha t 7 A > ( - , 0 ) has the MTP2 property and 
hence satisfies the FKG inequality. 

Lemma 9.2.1. — If Q is simply attractive and /1 is an extremal Gibbs measure, then 

ji satisfies the FKG inequality. 

Proof. — Let A and B be increasing events in 5F. By the reverse martingale theorem 

and the tail triviality of \i, we have 7 A T I ( A | 0 ) — • fi(A) for /i-almost ail 0 G the 

same is t rue of increasing events B and An B. Since each 7 A ™ ( ' | 0 ) satisfies the FKG 

inequality, the resuit follows. • 

Lemma 9.2.2. — Let \iu be a smooth minimal gradient phase with slope u G U$. Ex

tend \iu to (f2, 5F) in such a way that h(<fi) is /JLu-almost surely in [ 0 ,1 ) . Then \iu 

satisfies the FKG inequality. 
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Proof. — Let A and B be increasing events in jF. By Theorems 8.7.8 and 8.7.9, we 

can write \iu = JQ \iu^ada (if u has an irrational component) or fiu = Y^i=o Pu^+i/n 

(for some n , if u is rational). The same theorems imply tha t /iUta(A), jj,u,a(B), and 

Pu,a(A N B) are ail increasing functions in a. Moreover, Lemma 9.2.2 implies tha t 

Pu,a(A H 5 ) > pu,a(A)nu,a(B) for each a. 

In the irrational case, we have: 

fiu(AnB) = 
1 

o 
Hu,a(Ar\B)da > 

•i 

o 
(A) / v a ( £ ) . 

Applying the FKG inequality to the increasing (in a) functions f(a) = fiUia(A) and 

g (a) = fiu^a{B) and the uniform measure on a G [0, 1), we can then say 

i 

o 
Mit, a (A)Uu,a (B)> 

• 1 

r0 
Uu,a (A) 

1 

o 
Vu,a(B) = Pu{A)pu{B). 

A similar argument applies in the rational case; in this case, we replace uniform 

measure on [0,1) with uniform measure on {c, c -h 1 / n , . . . , c -h (n — l ) / n } . • 

We présent one more straightforward fact about the FKG inequality. 

Lemma 9.2.3. — If fi satisfies the FKG inequality and v satisfies the FKG inequality, 

then \i (g) v satisfies the FKG inequality. 

Proof. — We aim to show 

lA(x1y)lB(x1y) i/(dy) fi(dx) > lA(x,y) v(dy) n(dx) lB{x,y)v{dy) n(dx), 

where A and B are increasing events and the intégrais are over the spaces on which \i 

and v are defined. The functions fA{X) — f lA(x,y)v(dy), fB(x) = J lB(x,y)i/{[dy), 
and fAnB(x) = j lAnB(x,y)v(dy) are clearly increasing functions of x; moreover, 

fA(x)fB(x) < fAnB(x) pointwise by the FKG inequality for v. Combining this with 

the FKG inequality for / i , we have 

lAnB(x,y) vidy) fi(dx) = fAnB fJ>(dx) 

> fA(x)fB(x)fi(dx) > fA(x)n{dx) fB(x) n(dx) 

lA(x,y) v(dy)ii{dx) lB(x,y) u(dy) /jL(dx). • 

9.3 . R é d u c t i o n to s t a t e m e n t a b o u t {0, l}z2 m e a s u r e s 

In this section, we let f^r be the space of subsets T of Z2; we may think of éléments 

of £lr as functions 0 : Z2 ^ { 0 , 1 } , where <p(x) = 1 if and only if x G T. Let 3 r be 

the usual product cr-algebra on Qr- We will dérive the main resuit of this chapter, 

Theorem 9 .1 .1 , as a conséquence of the following theorem: 
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Theorem 9.3.1. — There exists no measure p on (f£r,5Fr) which possesses ail of the 

following properties: 

1. p satisfies the FKG inequality - i.e., there exist no two increasing events A and 

B ofT for which p{A)p(B) < p(A N B). 

2. With positive p probability one, one of the following events occurs (the second 

occurring with positive probability) 

(a) r = 0 

(b) T and Z 2 \ T are both infinité connected subsets of Z 2 . (Equivalently, if 

T is treated in the dual sensé as a subset of lattice squares of Z 2 , then 

the boundary between F and its complément consists of a single infinité, 

non-self-intersecting path Py-) 

3. The random infinité boundary path Pr described in the previous item - condi

tioned on such a path existing - has a law that is L-invariant. 

(The reader may verify the équivalence asserted in the second statement.) 
We will prove Theorem 9.3.1 in the next section. In this section, we prove tha t 

Theorem 9.3.1 implies Theorem 9.1.1. To do this, we show tha t if either p is a non-
extremal minimal gradient phase of slope u G U& or p\ and p2 are distinct extremal 
minimal gradient phases of slope u G U^, then we can construct a measure p which 
violâtes Theorem 9.3.1. 

In the former case, write JL = /i ® <g> 7r ® 7r, where TT is the measure on S as defined 
as in Section 8.3; here, we will view /i as being extended to (17, 5F) in such a way tha t 
/i(0) is /i-almost surely in [0, 1). By Lemma 9.2.2, /x defined on (17, 5F) in this way 
satisfies the FKG inequality. Now, given (0I, 02, ?"i, ?"2) sampled from JL, we define r 
on an edge e = (x, y) by 

r(e) = 
r i (e) 02 (x) > 0I ( x ) and 02(y) > 0I(y) 

r2(e) otherwise 

Clearly, (0I, 02, r) has the same law as /1 ® p, 0 TT. Our reason for introducing r\ and 

r2 is tha t certain random sets (described below) are monotone in thèse r\ and r2 - so 

tha t the FKG inequality applies - even though they are not monotone in r. 

Namely, we claim tha t the indicator functions of TQ~ - defined in terms of (0I, 02, r ) , 

as in Section 8.5.1 and Z2 \T1" are both increasing functions of the four-tuple 

(02, — 0I, r2, — v\). (Recall tha t XQ~ is an infinité set on which 02 > 0I and T{~ 

as a infinité set on which 02 < 0I.) 

To see this, suppose tha t ((/)[, (/)f2, r[, rf2) are such tha t 

( 0 2 , - 0 ; , r ^ - r i ) > ( 0 2 , - 0 I , r 2 , - r i ) . 

Let v 4 + be the set of points on which 02(x) > 4>\{x) and A- the complément - i.e., 

the set of points on which 02 (x) < 0 I ( x ) + 1; define A'+ and A'_ analogously. By 

définition, TQ~ is the set of points in those infinité components of SQ (the complément 
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of So) which are contained in A+. (Recall tha t any edge Connecting a vertex in to 

a vertex in A~ necessarily belongs to So.) Clearly, A'+ is a superset of A+. Now, we 

would like to show tha t if e = (x, 2/), with x,y G A+, and e G 5Q, then we also have 

e G (SQY. This will imply tha t (TQ~)' is indeed a superset of TQ~. (Here (TQ-)7 and 

(SQY are defined in the obvious way, using (0'1? 02 , r'l7 r2) instead of ( 0 i , 02 , r i , r2).) 

Note first tha t since —r\ > — r[, we have r'{e) < r(e). Second, the amount of energy 

required for a swap is 

(vx,y(<h(y) - M*)) + VxAMv) - M*))) 

- (vx,y(My) - <h{?)) + vx,y(My) - M*)))-

Since VXjV is convex and 02(x) > 0 i ( x ) , it is clear tha t increasing <fi2(y) can only 

increase the value of the above expression. Similar observations show tha t increasing 

0 2 ( x ) , decreasing 0 i ( y ) , and decreasing 0 i ( x ) can also only increase the value of the 

above expression. It follows tha t if e G 5Q, we must also have e G (SQ);; and thus TQ~ 

is an increasing function of the four-tuple as claimed. A similar argument shows tha t 

the indicator of T{~ is a decreasing function of the same four-tuple, and hence Z2\T1~ 

is an increasing function. 

Recall by Theorem 8.7.8 and Theorem 8.7.9 that \i can be writ ten 11 = JQ \iu^ada 

(if u has an irrational component) or fi = Yl^o Pu,c+i/n (f°r some n, if u is rational). 

Thus, sampling ( 0 i , 0 2 ) from p (g) \i is équivalent to first independently sampling 

ai and a2 from uniform measure on either [ 0 , 1 ) or {c, c + 1 / n , . . . , c + (n — l ) / n } , 

and then sampling ( 0 i , 0 2 ) from (pu,ai ® pu,a2)- ^n either case, there is a 11 (g) 11 

positive probability tha t a2 > a i , and thus h(<p2) > / i ( 0 i ) . By Lemma 8 .7 .2 , we 

have TT^1 -< 7r^2 <̂ TT^1 + 1 in this case; by Lemma 8.5.3, this implies tha t JB+ = 1 

and B- = 0 - and thus, both T0+ and are non-empty (conditioned on a2 > ai). 

By Lemma 8.5.6, each of thèse sets is ^-almost surely a single infinité cluster; thèse 

clusters are clearly disjoint. 

Define TQ to be the union of and ail finite components of its complément. 

Clearly, TQ" is also increasing in the four-tuple, and both it an its complément are 

connected. The same is t rue of Z2 \T1_ , defined similarly. When 7Q and are 

disjoint, it is not hard to see tha t T f and TQ are also disjoint; in particular, they are 

both infinité connected sets with infinité connected compléments. 

An important observation is that T-f" and TQ" are gradient measurable functions of 

the four-tuple: tha t is, given ( 0 i , 0 2 , r i , r2) with 0 i and 0 2 defined only up to additive 

constant, we can 11 (g) \i (g) IT (g) TT-almost surely détermine the additive constants tha t 

make 0 < / i ( 0 i ) < 1 ) for i G { 1 , 2 } , and this détermines T^ and TQ~. 

A natural question to ask now is this: if we translate the four-tuple ( 0 i , 0 2 , r i , r2) 

(with 0 i and 0 2 defined only up to additive constant) by some x G £ , does this have 

the affect of translating Tx_ and TQ by x? The answer is almost yes. Only the values 

of / i ( 0 i ) and h((p2) modulo one are defined in the gradient cr-algebra; when additive 
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constants are chosen so both values are in [0,1), write a = h((p2) — h{(j)\)\ assume 

without loss of generality tha t a > 0. In any case, we will have — 1 < a < 1. 

Now, translating the four-tuple by x has the affect of changing h(4>i) and h{(j)2) by 

{u, x); now, if we add integer constants to make h((f)i) + (u, x) and h{(j)2) + (u, x) lie in 

[0,1), we will not necessarily find h((fi2) — h((pi) — a; if adding (u, x) does not change 

the integer par ts of h(<j)\) and h(4>2) by the same amounts, we may find instead tha t 

h(4>2) ~ — a — 1. But regardless of x, we will have either h{(t)2) — h(4>i) = a 

or h((/)2) — h((j)i) — a — 1. In the first case, translating the four-tuple (defined up to 

additive constant) by x does indeed have the effect of translating T"1 and TQ~ by x. 

In the second case, it has the effect of translating T~1 and TQ by x and swapping 

the two sets. (The reader may easily check tha t adding 1 to and subsequently the 

labels of 0 i and <p2 does indeed have this effect.) 

Thus, t ranslat ing (<fii, 0 2 , r i , r2) by x also translates the unordered pair of sets 

( T - 1 , 7 o ) by x. Since the law of this four-tuple is ^-invariant on the gradient cr-

algebra, this implies tha t the law of the unordered pair (T_1,To~) is ^-invariant as 

well. 

Now, we are ready to define our random set T. Choose x uniformly from the two-

element set {0 ,1} , and choose the four-tuple ( 0 i , 4>2lri,r2) from Jl. We now write: 

R 
'/;; h{<f>2)>h(<i>1),x = o 

l?\f~ / i ( 0 2 ) > / z ( 0 1 ) , X = l 

0 otherwise 

By the discussion above, the boundary between T and its complément has an £ -

invariant law. Also, since TQ^~ C Z2\T1_, the indicator function of T is an increasing 

function of (</>i, —<p2,ri,—r2) and x- Each of the five independent components satisfies 

the FKG inequality, and it follows from Lemma 9.2.3 tha t increasing events in this 

five-tuple are non-negatively correlated. In particular, any two increasing functions 

of T are non-negatively correlated; in other words, T satisfies the FKG inequality. 

Thus, the random set T - which we produced using a non-extremal minimal gradient 

phase /iu of slope u G - is in violation of Theorem 9.3.1. We conclude tha t no 

non-extremal minimal gradient phase /JLU of slope u E £7$ can exist. 

Now, recall tha t we also promised to used Theorem 9.3.1 to rule out the existence 

distinct minimal gradient phases \i\ and p2 of slope u G U^. The above argument 

implies tha t both such measures must be extremal. Assume such measures exist and, 

without loss of generality, h(n2) > h(fjLi). In this case, we can take JI = \i\ 0 [i2 0 

7r (g) 7r and simply take T — T0+ as defined above. As before, it is clear tha t this 

set satisfies the FKG inequality; and in this case, Y = does have a ^-invariant 

law. Almost surely, it is connected and has a connected complément and hence its 

existence contradicts Theorem 9.1.1. We have now proved tha t Theorem 9.3.1 implies 

Theorem 9.1.1. 
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9.4. P r o o f of s t a t e m e n t a b o u t {0, l}z2 m e a s u r e s 

9 .4 .1 . Déf in i t ions and overv iew of proof. — In this section, we prove Theo

rem 9.3.1. Our proof is in some ways similar to the original Russo-Seymore-Welsh 

proof of the non-existence of infinité clusters in critical two-dimensional Bernoulli 

percolation (see, e.g., [50] for this proof and many relevant références). However, 

their lemma and their proof relied heavily on p having reflection symmetries as well 

as translational symmetries. Because we are not assuming any reflection symme

tries, our construction will require a little bit more machinery than the analogous 

construction in [50], including some topological results. 

Suppose tha t p is as described in Theorem 9.3.1. Let Aoo be the event tha t T 

and Z2\R are infinité connected sets; by assumption, p(A00) > 0. Let A0 be the 

event tha t T = 0. Also by assumption, p^A^ U A®) = 1. Now, we take e to be an 

extremely small fixed constant: e = 10_10000yo(A00)10000 will comfortably suffice for 

ail of our arguments. Let Ak be the event tha t Aoo occurs and that both R n A& and 

(Z2\Ak) H Afc are non-empty. (In this section, we assume for convenience that A& is 

shifted to be centered at the origin - i.e., Ak = [L-fc/2j, [k/2 - 1J] C Z2.) Choose 

k large enough so tha t p(Ak) > p{A00) — e. 

Let Bk be the event tha t there exists a pa th - consisting entirely of éléments in 

R\Afc - which encircles the set A&. Clearly, B\~ is disjoint from both Ak and A01 and 

hence p(Bk) < e. We will use topological arguments and the FKG inequality to prove 

tha t p(Bk) > e - hence proving Theorem 9.3.1 by contradiction. 

Fix an integer n > 2k. Dénote by A(v) the "shifted box" nv + A& and write 

A = Uvez^A(v). Write A(v) = nv + A^+i. Let A(v) be the outer band of square 

faces around A(v) - i.e., the set of square faces of Zd tha t are incident to at least one 

vertex of A(v) and at least one vertex of A(v)\A(v). Also, take A = Ylvezd ^(v)-

See Figure 1 for a dual version (i.e., squares depicted as vertices and vice versa) of 

this picture. 

We can think of the path P r - which is a séquence of square faces of Z2 (or 

equivalently, a séquence of vertices in the dual graph) - as being oriented in such a 

way that F lies on its left. Dénote by A(v) the event tha t Pp hits A„, and in between 

the first and last times P r hits A(v), P r hits no square which is fewer steps away 

from a A(w), with w / v, than it is from A(v). For example, A(v) occurs whenever 

A(t;) is one of the 4 x 4 boxes in Figure 1 except when A(v) is the top left box. 

Clearly, by choosing n large enough so that the probability tha t P r takes more than 

n — k steps between visits to A(v) is small, we can make the probability of AQO\A(v) 

arbitrarily small. 

We will henceforth assume that in additional to satisfying n > 2k, we also have 

tha t nZ2 C £ and tha t n is large enough so tha t p(A(0)) > p(Aoo) — e. The £ -

invariance of the law of the path P r implies tha t p(A(v)) > p^A^) — e for any 
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FIGURE 1. Possible illustration of T and A in dual perspective when k — 4 

and n = 11: the shaded squares are éléments of T, squares inside 4x4 

boxes are éléments of A, vertices on boundaries of thèse boxes are members 

of A. The infinité path Pr is the boundary between F and its complément. 

v G Z2; or > équivalent ly, p(AOQ\A(v)) < e. The values of n, k, and e will remain 

fixed throughout the proof. 

Given the event A(y), we define v+ and ?J_ to be such tha t A(v-) is the last band 

tha t the pa th P r hits before the first time it hits A(v). Similarly, A(v+) is the first 

band tha t the pa th P r hits after the last t ime it hits A(v). 

Let C(v, w) be the event tha t some vertex incident to A(v) and some vertex incident 

to A(w) are in the same connected component of T \ A . In other words, C(v,w) is 

the event tha t there is a pa th in T tha t connects vertices incident to A(v) and A(w) 

without passing through any other box A(x), x 0 {v,w}. Given tha t A(w) occurs, it 

is easy to see tha t C(w, w+) (respectively, C(w, w-)) must occur as well we see this 

by taking a pa th comprised of vertices tha t lie immediately to one side of the portion 

of Pp tha t connects A(w) and A(w+) (respectively, A(w-)). 

Given a non-self-intersecting pa th p — v\,..., vr in T \ A Connecting A(v) andA(w), 

we define a continuous, non-self-intersecting pa th p from nv to nw by Connecting 

the dots in the séquence nv, v\,. . ., vri nw with straight line segments. Since v\ G 

A(?j)\A(?;) and vr G A(w)\A(w) are initial and final points of p, it is not hard to 

see the the initial and final segments of p do not intersect any of the other segments. 

Given any continuous pa th q from nv to nw which is contained (except for its two 
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endpoints) in M2\nZ2, we dénote by Cq(v,w) the event tha t there exists a pa th p in 

r \A, Connecting A(v) and A(w) for which p is homotopically équivalent to q (i.e., 

there exists a continuous Q : [0, l]2 M2 with Q(t, 0) = p(t), Q(t, 1) = q(t), ç(0, t) = 

ç(0, t ) = for ail t G [0,1] and Q{t,u) G R2\Z2 for ail (t,u) G (0,1) x [0,1]). 

Dénote by Cq{v,w) the event tha t w = v+ and the path P r from A(v) to A(w) 

is homotopic to q. Define C~(v,w) analogously using v+ instead of V-. Clearly, 

Cq(v,w) and C~(v,w) are both contained in the event Cq(v,w). 

Let B(v) be the event tha t there exists a cycle in F\A which disconnects A(v) 

from infinity. We will ultimately prove Theorem 9.3.1 by showing, first, tha t certain 

combinations of events of the form Cq(v,w) together imply, for topological reasons, 

the event P (0) ; we then bound the probabilities of thèse combinations of events using 

the FKG inequality and the shift-invariance of the law of P r . This will enable us to 

prove tha t p(B(0)) > e, a contradiction. 

Our next step is to review some basic facts about the topology of the countably 

punctured plane. 

9.4 .2 . H o m o t o p y c lasses of p a t h s in countab ly p u n c t u r e d plane . — It is 

well known that the homotopy group of M2 minus a discrète set of points is given by 

the free group generated by those points. (See, e.g., Section 3.5 and Exercise 3.4 of 

[68].) Instead of dealing with R2\Z2, however, it will be convenient for us to deal 

with the closed countably punctured plane defined as follows. First, consider an closed 

annulus of inner radius e and outer radius e/2. We can map this onto bijectively onto 

the space D' = De\0 U 0 x S1 , where De is the closed dise of radius e and S1 is the 

unit circle, by sending a point (r, 6) (defined in polar coordinates) to (2r — ro,<9), if 

and to 0 x 9 if r — 0. We endow D' with the topology tha t makes D' and 

the annulus homeomorphic (when the annulus is endowed with the s tandard topology 

induced by the Euclidean metric). 

We define the closed countably punctured plane W — R2\Z2UZ2 xS1 analogously. It 

is homeomorphic to M?\[Zd + D] (where D is a closed dise of any radius less than 1/2), 

and it is not hard to see tha t it has the same homotopy group as R2\Z2. Intuitively, 

the closed countably punctured plane is obtained by first poking a hole in R2 at each 

lattice point and then inserting and infinitésimal rivet at tha t point; an advantage of 

tha t this space has over R2\Z2 is tha t (as we will see later - see Figure 2, in the next 

section) every homotopy class has a minimal length représentative. 

We will now describe the homotopy group of W more explicitly. Let a = (ai , a2) 

be an arbitrary point in R2\Z2 with irrational coordinates. For each x in Z2, let rx be 

the closed line segment from a to the point x (including its limit point x x arg(a — x)). 

Let ux be the portion of the same ray (from a through x to infinity) which lies between 

x and oo, together with its limit point x x arg(x — a). 

We can describe the homotopy classes of paths in R2\Z2 which start and end at a 

in the following way. Let x be the homotopy class of a pa th which follows rx from a 
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towards x, then makes a counterclockwise loop around x, and then returns to a along 
rx. Every homotopy class can be uniquely represented by a reduced word in éléments 
of the form x, for x G Z2 (i.e., a finite-length word in the éléments x and x - 1 in which 
no élément x appears next to its inverse x - 1 ) . 

Now, let p : [0,1] i—• M2 be any cycle in M2\Z2 which s tar ts and ends at a and 
which has only finitely many intersections with the rays ux, x G Z2. Given p, we can 
generate the word corresponding to its homotopy class as follows. Let t vary between 
0 to 1. Each time p(t) crosses a ray ux in a counterclockwise direction, add x to the 
end of the word; each time it crosses a ray ux in a clockwise direction, add x - 1 . The 
reader may easily verify (e.g., using induction on word length) tha t the fundamental 
group élément produced in this way describes the homotopy class of p. 

Through the remainder of our discussion, if x G Z2, we will t reat x as an élément 
of W by using x as a shorthand for x x 0. For any x,y G Z2, let Px^y be the set 
of continuous paths from x to y in W. Let r'x dénote the linear segment from the a 
to x x arg(a — x), followed by a counter-clockwise arc from x x arg(a — x) to x x 0. 
Note tha t the map p ^ {r'x)~lPr'y (using the s tandard concaténation définition of 
pa th multiplication; see, e.g., Chapter 2 of [68]) induces a one-to-one correspondence 
between homotopy classes of paths p from a to itself and homotopy classes of paths 
from x to y. (The inverse of this map is given by p H-» rxp(rfy) 

We can each view p G Px,y as a function from [0, 1] to W', defined up to a monotonie, 
continuous reparametrization of [0, 1]; by slight abuse of notation, we will sometimes 
also use p to dénote the subset of W contained in the image of [0,1] under this 
function. If p G Px,y for some x and y, let Pp be the set of paths in PXlV which 
are homotopically équivalent to p in W. Let P be the union of PXiV over ail disjoint 
pairs x, y G Z2. 

9 .4 .3 . M i n i m a l l e n g t h p a t h s . — For which sets of paths pi,. . . ,pk and points 

x G Z2 is it the case tha t x lies in a bounded component of M2\ U^=1 qi for ev

ery (g i , . . ., g*;) G NF=i Ppi^ Roughly speaking, the answer is tha t this is the case 

whenever the "taut" or "minimal length" paths 

k 

( p i , p 2 , . . . ,pk) ^ n p ^ 
i=l 

in thèse homotopy classes disconnect x from infinity in a certain "strong" sensé. The 

purpose of this subsection is to make this statement précise. Some of the results in 

this section are related to algorithms in the computer science literature for finding 

minimal length paths of given homotopy classes in régions with polygonal obstacles 

(see, e.g., [53] for examples and additional références) and for testing equivalency 

between homotopy classes by Computing the unique minimal length représentatives 

of those classes. However, we have been unable to find exactly what we need in the 
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literature, so we will give our own proofs of some of the basic facts (such as the 

existence of paths of minimal length) in our context. 

A line segment in W is an open line segment in R2\Z2 together with its limit 

points (which may be in Z2 x .S1). An arc in VF is a closed pa th in x x S1 (for some 

x G Z2) which moves either strictly clockwise or strictly counterclockwise around S1. 

A piecewise linear pa th p in W is a pa th formed by concatenating finitely many line 

segments and arcs (where no two arcs appear sequentially in the concaténation); we 

will also assume that p is parametrized in such a way that it is not constant on any 

interval of [0,1]. It also suits our purposes to assume tha t the endpoints of p are 

points of Z2. 

When p is piecewise linear, we write p'+ for the right derivative and p'_ for the 

left derivative of p (so tha t p'+(t) = p'-(t) whenever p is differentiable at t). If, in 

some subinterval interval of [0,1], we have p(t) = (x , #(£)), with x G Z2, then we 

write p'{t) = -7^_6{t)(— sin cos6); we think of p'{i) as a vector pointing "around the 

infinitésimal circle" in the direction that p is moving; we define p'+ (t) and p'_ (t) on such 

subintervals accordingly. If p(0) — (xo, 0Q), then we write p'_(0) — (— cos#o, — sin#o), 

and if p(l) = ( x i , # i ) , we write p'+(l) = (—cos#i, — s i n # i ) . (Informally, we think of 

p as "emerging from inside the hole at X o " when t = 0 and "turning inwards into the 

hole at yo" when t — 1.) Now, whenever p is piecewise linear, p'+ and p'_ are defined 

throughout the interval [0, 1]. Unless otherwise stated, we will always assume tha t a 

piecewise linear p is parametrized according to Euclidean length/arc length (so tha t 

\p'_\ and \p'+\ are both constant) . Also, we will assume tha t p has no c/-turns (i.e., 

points t at which p'_(i) = p+(t).) 

If p is piecewise linear, a free corner of p is a point t G [0,1] for which p(t) G R2\Z2 

and at which the pa th p changes directions; we refer to p(t) as the position of the 

corner. We also refer to each connected component of p~l[Z2 x S1] as a loop corner 

of p; the length of a loop corner is the length of the corresponding arc; the position is 

the corresponding point x G Z2. We say p is taut if it contains no free corners and the 

length of every loop corner is at least n. The length of a piecewise linear pa th in W 

is the sum of the Euclidean lengths of its line segments. We now prove the following: 

Lemma 9.4.1. — In every homotopy class Pp C Px,y there exists exactly one taut path 

p. This p has minimal length among ail paths in Pp. 

Proof — Although this lemma may seem obvious intuitively, it will take us a fair 

amount of space to prove it. Suppose tha t q\ and q2 are two distinct homotopically 

équivalent tau t paths in Pp C Px,y Choose a to be a generic point with irrational 

coordinates tha t lies vertically below the entire paths q\ and q2 ~ i.e., the second 

coordinate of a is less than the smallest value x2 which occurs in a point ( x i , x 2 ) in 

either of thèse paths; in particular, this allows us to assume tha t whenever x G Z2 

and x occurs in the word corresponding to Pp, x is higher than (i.e., has higher second 

coordinate than) the point a in the plane R2. 
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FIGURE 2. A path p (left) and the taut version p (right). The infinitésimal 

"rivets" are of W are shown as small circles on the left, slightly larger circles 

on the right. Rays r(x) and u(x) are depicted on the left. 

Now, for c/i, we can form a word as follows. Let X be the finite set of points 

x for which one of the paths qi either crosses ux at some point or contains a loop 

corner at position x. Order the points x\1x2:. . . , xm in order of the arguments of 

(x — a). Let t vary between 0 to 1. Each time q\{t) crosses a ray ux, with x G AT, 

in a counterclockwise direction, add x to the end of the word; each time it crosses 

such a ray ux in a clockwise direction, add x~x. Similar ly, each t ime it cross rx, with 

x G A , counterclockwise, add x to the end of the word; each time it crosses such 

an rx clockwise, add x~~l to the end of the word. Dénote this word by w\ and the 

analogously defined word for q2 by w2. (Since a is generic, and each of q\ and q2 

contains only finitely many arcs and line segments, it is not hard to see tha t tha t the 

set of t at which one of the qi(t) crosses a given ux or rx is finite, and tha t at each 

such £, the pa th crosses the ray transversely - either clockwise or counterclockwise -

so tha t the above construction is well defined.) 

The rays rXi U uXi separate W into wedge shaped open pièces; for 1 < i < m — 1, 

dénote by Wi the pièce between rx. UuXi and rXi+1 UuXi+1. Dénote by WQ = VFm the 

complément of the closures of the Wi for 1 < i < m — 1. Note tha t we write down a 

symbol x~i or X{ each time q\ passes from Wi to W^+i and x~l or x~l each time qi 

passes from W^+i to Wi. Now, we observe tha t if q\ is taut , no two symbols of the 

form Xi and x~l (or, similarly, Xi and x~l) can occur in séquence. If they did, then 

there would be some t\ and t2 with qi({t\,t2)) contained in Wi while q\{t\) and qi(t2) 
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both belong to the same member of {rXi,uXi}. And it is easy to see tha t at some 

point in this interval (£1, t2) (e.g., the first point at which the argument of q\ achieves 

its maximum) q\ must have either a loop corner at X{+\ (with length less than TT) or a 

free corner. A similar argument implies that the opposite séquences x~1Xi and x^1X{ 
cannot occur in either w\ or w2. 

Since symbols occur when qi passes from one wedge to another, it follows tha t 

whenever a positive symbol (xi or Xi) and an inverse of a symbol (of form x~x or 

x~l) occur next to each other in the word, then they have the same index i and one is 

a "hat" and one is a "bar" symbol. Also, it is easy to see that if two positive symbols 

occur successively in wi, and the index of the first is z, then the index of the second 

is i + 1. If two négative symbols occur successively and the index of the first is z, then 

the index of the second is i — 1. 

We know tha t the éléments of the form xi and x~l tha t appear in the word are 

determined by the homotopy class of p. From the above paragraph, it is clear tha t 

Xi and its inverse x~l cannot appear in the word with only "hat" éléments separating 

them; otherwise, a hat symbol would have to occur next to its inverse. It follows that , 

if the "hat" symbols are omitted, then the remaining "bar" symbols give a reduced 

form expression of the fundamental group word of p. Also, in between a pair of "bar" 

symbols, the hat symbol séquence is completely determined by the rules of the above 

paragraph. Thus, w\ — w2. 

Now, let fi(i) be points where q\ first intersects the ray tha t corresponds to the zth 

élément of the word. Since q\ is taut , each fi(i) is either a point x in Z2 - at which a 

loop corner of arc length at least TT occurs - or at a point in the interior of rx or ux. 

Define f2 accordingly. It is not hard to see tha t each pair fi(i) and fi(i + 1) must 

be connected by a straight line segment and /or arc of q\ (since the pair is connected 

by a piecewise linear pa th which intersects no ray transversely and has no corners); 

it follows tha t if fi = f2, then q\ and q2 must be equal. In fact, if fi(i) G Z2, then its 

argument is determined by the word ordering; thus, fi(i) is determined by the value 

9i(i) — L / i (0 — o\. So it is enough for us to prove that gi(i) = g2(1) f°r a^ i- Suppose 

otherwise, and let i be a value for which g±(i) — # 2 ( 2 ) is maximal. Suppose tha t fi(a) 

and f2(a) lie along the ray through Xj. If neither lies at the point Xj, then a corner 

cannot occur at either one of them, and a simple géométrie argument shows tha t at 

least one of the values g\(i — 1) — g2(i — 1) and g±(i + l) — g2(i + 1) is greater than 

gi(i) — # 2 ( 2 ) - On the other hand, suppose tha t only f\(i) lies at the point Xj and f2{%) 

does not. Assume for simplicity that fi(i) and / 2 W lie on ux (the case when they 

lie on rx is similar). Then we see, first, since / 2 W is part of a straight line segment 

of q2 from the ray through Xj-± to the ray through a^+i, the values f2(i + 1) and 

f2(i — 1) will lie on this pair of rays, as will f\(i + 1) and f\(i — 1) (since the words 

are équivalent). It follows tha t the corner tha t occurs in q\ at fi(i) has angle between 

TT and 2TT (if it were greater than 2TT, then the path would have to intersect rx before 
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proceeding one of the other rays). Again, a simple géométrie argument implies at 

least one of the values g±(i — 1) — g2(i — 1) and g\{i + 1) — g2{i H- 1) is greater than 

9\(ï) ~ 92(i)• We have now proved tha t the class Pp C Px,y contains at most one tau t 

pa th p. 

It remains to prove tha t Px,y contains at least one taut pa th p and tha t this pa th 

has minimal length. Given a word w, the above arguments détermine the order in 

which any tau t pa th in the corresponding homotopy class from x to y would have 

to intersect rx% and uXi (and the direction - clockwise or counterclockwise - for each 

such value). Let Pw be the set of paths from x to y which indeed intersect the rays in 

the given order; as seen above, such paths are completely determined by the function 

gi. Since length is a continuous function of the gi, it is clear tha t Pw contains an 

élément p for which the length is minimal. It is not hard to see tha t if p failed to be 

taut , we could decrease its length by moving one of the gi. 

How do we see tha t p has minimal length among ail paths? Arguments similar to 

those above imply that when looking for minimal length paths, we may restrict our 

at tention to paths p which induce the same word w &s p (as described above). (If this 

is not the case, then a portion of the pa th will exit and enter one of the wedges Wi 

along the same ray; and thus the pa th can be shortened by pulling tha t portion taut . ) 

It is also not hard to see tha t we may assume p is piecewise linear (since otherwise, by 

"straightening" segments and arcs of p, we could produce a piecewise linear p' G Pp 

with length less than or equal to tha t of p). The arguments above then imply tha t p 

has minimal length among paths of this form; hence it has minimal length over ail ail 

paths in P p . • 

If r is a path, each of whose endpoints is an endpoint of either q or p, then we say 

tha t p and q have a crossing of type r if there is a pa th r' G Pr for which the image 

of r' in W lies in the union of the images of p and q. Now define a metric on the set 

of paths in a particular homotopy class: ô(p, q) = inf ^suptG[0,i] W (f) ~ ç'Wl) > where 

|x| dénotes the Euclidean norm of x and the infimum runs over ail parametrizations p' 

and q' of the paths p and q. We say two paths p\ and p2 are équivalent if S(pi,p2) ~ 0; 

so ô is actually a metric on équivalence classes, not paths. Dénote by B1(p) the bail 

of radius 7 about p in this metric. We say tha t p and q have an essential crossing of 

type r if for some sufficiently small 7, p' and q' have a crossing of type r whenever 

(pfia') £ {Pp H B-y(p), Pq H B1{q)). See Figure 3. The usefulness of thèse concepts 

stems from the following lemma. 

Lemma 9.4.2. — If Pi and p2 are piecewise linear paths and pi and p2 have an essen

tial crossing of type r, then p\ and p2 also have an essential crossing of type r. 

Proof. — From the définition of essential crossings, it is clear tha t the set Cr of pa th 

pairs ( # i , # 2 ) £ Ppi x Pp2 with no "essential crossings of type r is closed with respect 

to the product topology generated by ô on PPl x PP2. It is also not hard to see tha t 
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FIGURE 3. The taut versions of the upper two paths have points of inter
section but do not have an essential crossing; the taut versions of the lower 
two paths have an essential crossing. 

the set of éléments in PPl x PP2 with combined length less than L, for some L G 1 , is 
compact; in particular, the length function is lower semi-continuous. It follows tha t 
the length function achieves its minimum over Cr on some pair: we may assume this 
pair is (pi,p2)-

Now, we claim tha t p\ and p2 are both taut . Suppose otherwise, and tha t without 
loss of generality p\ is not taut . Then there either exists an s G (0,1) for which 
Pi(s) — x G M2\Z2 and p\ fails to be linear on a neighborhood of s, or there exists an 
s G [0,1] for which p±(s) — x G Z2 x S1 and the angle of the arc at p\ is less than 2TT. 

Now, let D be a small closed dise centered at x; we may assume that D contains 
no éléments of Z2 (except x if x G Z2) and tha t its radius is generic so tha t pi and 
P2 each intersect the boundary of D at only finitely many points. 

Let qi and q2 be obtained from p\ and p2 by "pulling tau t" the portions of p\ and 
p2 inside D, i.e., replacing them with the minimal length piecewise linear paths with 
the same endpoints on D and in the same homotopy classes. Clear ly, qi and q2 are 
shorter than p\ and p2. We will be done if we can show tha t q\ and q2 (or some q[ 
and q'2 whose length can be made arbitrarily close to the length of q\ and q2) have no 
essential crossing of type r. 

Now, by assumption, there exist p[ and p'2 arbitrarily close to (pi,p2) which have 
no crossing of type r. Given such p[ and p'2, we claim tha t we can "almost pull taut" 
the portions of p[ and p'2 inside of D in such a way tha t no crossing occurs of type 
r occurs. First let us deal with the case tha t x is not a point in Z2; in this case, we 
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simply pull p[ and p2 t au t in D to produce q[ and q'2. Now observe tha t a pair of 

segments in q[ and q2 will intersect one another if and only if the positions at which 

the segments exit D ordered in such a way tha t the endpoints of one segment divide 

the circle into two pièces, one containing each of the endpoints of the other segment 

(by adjusting p[ and p'2 slightly if necessary, we may assume tha t their points of 

intersection with the boundary dD occur at distinct locations). 

The famous Jordan curve theorem states that any continuous simple closed curve 

in the plane séparâtes the plane into two disjoint régions, the inside and the outside. 

A simple corollary is tha t if distinct points a, 6, c, d are in cyclic order around a dise, 

and p is a continuous pa th in the dise from a to c, and g is a continuous pa th from b 

to d, then p and q must intersect. It is not hard to see tha t if q[ and q2 have a crossing 

of type r, p\ and p'2 will have a crossing of the same type. It follows by assumption 

tha t q[ and q2 have no crossing of type r. Finally, it is not hard to see (by choosing p[ 

and p2 close enough to p\ and p2) tha t we can arrange for q[ and q2 to be arbitrarily 

close, in the ô metric, to q\ and q2\ hence, q\ and q2 have no essential crossing of 

type r. 

The above argument shows tha t if p\ and p2 are minimal length paths with no 

essential r crossing, then p\ and p2 must be tau t in a neighborhood of any point 

x G R2\Z2. If x G Z2, and either of p\ or p2 fails to be tau t at x (i.e., has an arc 

whose length is less than TT) then we can apply a similar argument. In this case, to 

pull p[ and p'2 "taut" we replace the segments of thèse paths passing through D with 

the minimal length paths in the same homotopy class; a pa th of this type will either 

FIGURE 4. Five paths pulled "almost taut." Each pair of paths with a 

point of intersection on the right side must have an analogous point of 

intersection on the left side. 
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be a straight line segment Connecting two points on D or a straight line segment from 
the boundary of D followed by an arc of length at least TT and another straight line 
segment out to the outer boundary of D. 

Let A be the set of ail the arcs tha t occur in the paths of this form produced from 
the segments of p[ and q[. We can partially order thèse arcs via inclusion; it is well-
known tha t every partial ordering has an extension to a total ordering, and hence, we 
can replace each infinitésimal arc with an arc with the same angle and small positive 
radius - and choose the radii in such a way tha t they are decreasing with respect to 
the total ordering. See Figure 4. Adjusting p[ and p2 slightly if necessary, we may 
assume tha t no two of thèse arcs share an endpoint. 

It is clear that the paths defined in this way can be made to have arbitrarily small 
radius. Two such paths will cross one another if and only if the corresponding arcs 
a\ and a2 have the property that a\ is neither a subset of a2 nor a subset of its 
complément. Another corollary of the Jordan Curve Theorem is tha t if 0\ < 92 < 
6s < 64 are angles and D has radius R, and p is a pa th in D\{x} from (R,6i) to 
(R, O3) (where the angles, éléments of R, may be viewed as determining points in the 
universal cover of the annulus - so tha t the amount of winding of p is given by O3—O1) 

and q is an analogously defined path from (P , 62) to {R, # 4 ) , then p and q must cross 
(and in fact, must have a crossing of the same type). As before, it is not hard to see 
tha t we can arrange for q[ and q2 to be arbitrarily close to q\ and q2; hence q\ and 
q2 have no essential crossing of type r. • 

We say that a collection of piecewise linear paths p\,.. . , pk séparâtes x from y if 
there exists no pa th from x to y which does not cross at least one of the pi. We say 
tha t pi,... ,pk essentially separate x from y if there exists no piecewise linear pa th 
from x to y which does not have an essential crossing with at least one of the Pi. 

We say tha t p i , . . . ,Pfc (essentially) bound x away from infinity if for ail but finitely 
many y1 p\,. .., pk (essentially) séparâtes x from y. 

Lemma 9.4.3. — If pi1p2l. . . ,pk essentially separate x from infinity, then p\,... ,pi~ 
essentially separate x from infinity. In particular, p\,. .., pk separate x from infinity. 

9.4 .4 . C o m p l e t i n g proof of T h e o r e m 9 .3 .1 . — Now, we return to the termi-
nology of Section 9 .4 .1 . We have already defined an extremely small constant, e. We 
will also need ô (a very small constant) and 7 (a quite small constant) and (3 (a small 
constant). The exact values are unimportant . The following will comfortably suffice 
for our purposes: 

e = 10-1000V(^oo)10000 

s = K r 1 0 0 V ^ o o ) 1 0 0 0 

7 = 10-10V(^OO)100 

/ 3 = 1 0 - 1 V ( ^ o o ) 1 ° 
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Recall tha t our aim is to prove tha t p(B(0)) > e, thereby oleriving a contradiction. 

We call w a ô-preferred direction if the coordinates of w are relatively prime to one 

another and p(CPv (v, v + w)) > S for ail v £ Z2 where pv is a straight pa th Connecting 

v to v + w. 

Lemma 9.4.4. — If there exist two distinct ô-preferred directions w\ and w2 (with 

wi + -w2), then p(B(0)) > e. 

Proof. — The FKG inequality implies tha t with probability at least S8, the events 

CPi (ai, a ï+i) occur for each 1 < i < 8, where the values ai are given by v, v+w, w, —v-\-

w, —v, —v — w, —w, v — w, v (so ag = a i ) , successively, and each pi is the straight pa th 

from ai to a,i+\. In this case, there are eight paths - call them g i , . . . , qi contained in 

T \ A with each qi Connecting A(al) to A(a ï+i ) in a way homotopically équivalent 

Pi-

We claim tha t if each of thèse events occurs and A(a,i) occurs for each i, then B(0) 

must also occur. To see this, first, say a vertex bA(v) H T is exposed if there exists 

a pa th in T \ A Connecting b to some b' G A(w), for some w ^ v. Then observe tha t 

if a given A(v) occurs, then any two exposed points in A(v) can be connected by a 

"short" pa th in A(v) - i.e., a pa th which contains only points tha t are closer to A(v) 

than to any other A(w). If v ^ 0, then such a pa th is homotopically rétractable in 

R2\{(0 ,0 )} to a straight line (since v 7^ 0). By concatenating thèse short paths with 

the gi's, we produce a cycle in A(a^+i) in T \ A which is homotopically équivalent in 

M2\{(0, 0)} to the concaténation of the p^s (which surrounds 0). It follows tha t B(0) 

must occur. 

Given the events Cv% [ai, a^+i) - which imply the event - the A(ai) fail to occur 

with p probability at most 8e. Thus, p(B(0)) > ô8 - 8e > e. • 

Lemma 9.4.5. — There exists at least one ^-preferred direction. 

Proof. — We will assume tha t there is no 7-preferred direction, and a t tempt to de-

rive a contradiction. Now, let u(v) be the angle of the direction of the first line 

segment in the tau t pa th with the same homotopy class as the pa th Pr assumes be

tween v and v+ (this is well-defined given the event A(v)). Given two distinct angles 

( 0 1 , 62), let C(£1;<92) (y) be the event tha t Cp{v, w) occurs for some pa th p which, when 

pulled taut , leaves v in a direction which lies strictly in the interval (0\,02) (on the 

counterclockwise side of 9\). 

Now suppose tha t with probability at least (5, u(0) lies in (0, TT/2) and with proba

bility at least (3 it lies in (TT/2, TT); by shift-invariance of the law of P r , this implies the 

same is t rue of u(v) for any v. This also implies tha t for each v, the increasing events 

C(O,TT /2 ) (v ) and C^/2^(v) occur with probability at least (3. Hence their union occurs 

with probability at least (32. Now, we claim tha t C0)7r/2((0, 0)) and C^/2^((1,0)) to

gether imply CPo((0, 0), (1,1))where p0 is the straight pa th from (0, 0) to (1, 0). To see 

this, first make the géométrie observation tha t any taut pa th from (0, 0) with start ing 
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direction in (0,TT/2) and a tau t pa th from (1,0) with starting direction in ( 7 r / 2 , 7 r ) 

must intersect; in fact, the first linear segments of thèse two paths must cross trans-

versely at some point in the set {(xi,x2) : 0 < x\ < 1}, forming an essential crossing 

of type po. Lemma 9.4.2 then implies tha t CPo ((0, 0), (1,1)) follows from CO,TT/2((0, 0)) 

and C7r/2,7r((l, 0)). Thus, in this case, (1,0) is a (32 > 7-preferred direction. Using 

similar arguments for (0, 1), we conclude that no two consécutive quadrants can each 

contain u(0) with probability {3. 

The same argument applies if we replace (1,0) and (0, 1) with any pair of generators 

for the lattice Z (i.e., any pair of vectors w\ and w2, whose integer span is Z2, 

or equivalently, any w\ and w2, each of which contains a relatively prime pair of 

coordinates, for which the parallelogram with sides determined by w\ and w2 has 

unit area). In this case, we cannot have u(0) contained in two consécutive quadrants 

of the form (arg(±i;), arg(±u>)) each with /3 probability. This also implies that at 

least one pair of opposite quadrants has combined probability less than 2/3. 

Now, suppose that u(0) is equal to TT/2 with probability (3. When this occurs, the 

tau t version p of the section of P r between (0,0) and (0,0)+ will s tar t in the (0,1) 

direction and pass the points (0,1), (0, 2), (0, 3 ) , . . . (on either the left or right, with 

arcs of length TT) up to some vertex at which it either turns to the left or right or ends. 

Assume without loss of generality that with probability at least {3/2, p does not pass 

the first vertex on the right with angle TT. Conditioned on this event, let i dénote the 

first (0,z) in the séquence tha t p does not pass on the left (with angle TT or greater 

- see Figure 5). This i is a random variable; let IQ be its médian value (conditioned 

on u(0) and on p not passing the first vertex on the right with angle TT). NOW, let 

Ci~(v) be the event that there is some path p in T \ A between A(v) and some A (tu), 

which, when pulled tau t s tar ts out by moving in the (0,1) direction (as before, not 

passing first vertex on the right at angle TT) and passes at least ÎQ vertices on the left 

before it stops or turns; let C~(v) be defined analogous except that the tau t pa th 

passes at most ÏQ vertices on the left before it stops or turns. Each of thèse events has 

probability at least (3/4. Now, we claim that C+((0 ,0) ) and C^(0 ,1 ) together imply 

CPo((0,0), (0,1)), where po is the straight pa th from (0,0) to (0,1). To see this, as 

before, by Lemma 9.4.2, it is enough to let p\ and p2 be the paths whose existence is 

guaranteed by the events C^( (0 , 0)) and C^(0 ,1 ) and to show that p\ and p2 must 

have an essential crossing of type po. (We leave thèse détails to the reader.) It follows 

tha t (0,1) is a {(3/4)2 > 7-preferred direction. We conclude tha t u(0) cannot be equal 

to (0,1) with probability (3\ a similar argument implies that u(0) cannot be equal to 

any single vector v with probability (3. 

Now, with probability A ^ , u(0) has some direction. Thus, for any pair of gener

ators (v,w), since each of ±v and ±w has probability less than /3, and one pair of 

opposite quadrants has combined probability less than 2(3, the other pair of opposite 

quadrants must have combined probability equal to at least A o o — 6/3. Assume without 
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loss of generality tha t u(0) lies in the intervais (arg v, arg w) and (arg(—v), arg(—w)) 

with probability at least — 6/3. Equivalently, u'fi) G (arg v, arg w) where IÉ'(0) is 

u(0) modulo TT. 

Now, we can replace v, w with either the set of generators (?;, v + w) or (v + w, w). 

Since u is equal to ±(v+w) with probability at most /3 , we have tha t uf(0) will lie in one 

of the two intervais (argt;, a,rg(v + w)) and (a,rg(v + w), argiu) with probability at least 

( ^ o o — 7 /3) /2 . Assume without loss of generality tha t this is the first interval. Then 

for the set of generators (v, v + w), the quadrant between v and v + w and its opposite 

must be the highly probable ones; tha t is, we must have u'(fi) G (arg v, arg(t; + w)) 

with probability at least A ^ — 6/3. 

We can repeat this process, each time sending a generating pair (y,w) to either 

(v,v -f w) or (v + w,w). Now, assume (changing bases if necessary to make this 

the case) tha t the initial pair of vectors was v = (1,0) and w = (0,1). Then with 

each modification, the coordinates of v and w remain positive but the sum of the 

coordinates increases. It follows tha t the parallelograms defined by v and w has its 

opposite corner grow progressively longer (i.e., v + w increases in norm) and skinnier 

(since the parallelograms always have area one) with each itération, and at each step, 

the probability tha t ufi) belongs to the narrow angle defined by the parallelogram is 

at least AOQ — 6/3. However, this cannot be true for a nested séquence of arbitrarily 

small angles, because u(v) has no sufficiently large point masses (i.e., it achieves no 

single value with probability more than /3), so this is a contradiction. • 

To complète the proof, suppose tha t there exists one 7-preferred direction v and 

no other direction which is J-preferred. Assume for now tha t v = (1,0). Now, 

replace A with A ' obtained by removing every second row from A; tha t is, write 

FIGURE 5. If the bottom vertex is the origin, then the first path shown 

passes two vertices (namely, (0,1) and (0,2) on the left). The other two 

paths each pass one vertex on the left. 
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A'((x,y)) = n(x,2y) + and A' = UvGz2A(v). Now, observe that , if we redefine 

preferred directions as before but using A' instead of A, then although (0, 1) may no 

longer be a 7-preferred direction, it is still a 72 — e-preferred direction (in particular, 

it is a o~-preferred direction). To see this, observe tha t if there are paths homotopic to 

the straight ones in T\A from Â((0 ,0) ) to Â((1 ,0) ) and from A((1,0)) to Â((2 ,0) ) , 

and A((1,0)) occurs, then there must be a path from A((0,0)) to A((2,0)) which is 

homotopic to the straight one. It is not hard to see that Lemma 9.4.4 and Lemma 9.4.5 

still apply to the modified System produced by replacing A with A7. 

Now, we repeat this process of switching A with A'; if at some point (1,0) ceased 

to be a 7-preferred direction then, as we have observed, it would still be a (5-preferred 

direction. By Lemma 9.4.5, there would have to be another direction which was 

7-preferred, and by Lemma 9.4.4, this would imply p(B(0)) > e. 

On the other hand, it is not hard to see tha t if we repeat this process for m steps 

(so tha t A ' contains every 2mth column of A) , then as m gets large, the probably 

that 0+ lies on the vertical coordinate axis will tend to ^oo- By the argument used 

in the proof of Lemma 9.4.5, this implies tha t for m large enough, (1,0) will be a 

(5-preferred direction, and again, Lemma 9.4.4 will imply tha t p(B(0)) > e. If v is not 

equal to (1,0), we can change the basis for the integer lattice indexing the boxes of 

A so tha t it is equal to (1,0) and apply the same argument as the one above to show 

tha t p(B(0)) > e. 

This concludes our proof by contradiction of Theorem 9.3.1. 

9.4 .5 . A corol lary. — The following easy corollary of Theorem 9.3.1 may be of 

independent interest: 

Corollary 9.4.6. — There exists no L-invariant Gibbs measure p on the space of sub
sets of Z2 which possesses the following properties: 

1. p satisfies the FKG inequality. 

2. With p probability one, F and Fc each have a single infinité connected component. 

Proof — Let Ff be the union of F and ail of the finite components of the complément 
of T. If T is a random variable whose law satisfies the conditions of Corollary 9.4.6, 
then F' is a random variable whose law satisfies the conditions of Theorem 9.3.1. • 

9.5. Ergod ic gradient G i b b s m e a s u r e s of s lope u G dU$ 

We have now described the £-ergodic Gibbs measures with slopes in U®. The 

ergodic Gibbs measures with slopes in dU<$> are much easier to describe. Let X be a 

single closed edge of the polygon dU<$>. 

We say x and y lie in the same frozen band of Z2 if for every p G U$> with slope 

in A , the value cj)(y) — cp(x) is almost surely constant. By Lemma 4.3.6, there exists 

an infinité séquence of parallel "frozen bands" (call them bi) which are subsets of Z2. 
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We say a function cf> is X-direction taut if the height différences of <fi on every such bi 

are precisely thèse values. 

Let ai be the first vertex on the horizontal coordinate axis of Z2 which intersects 

bi. (If ai is not defined for every i - because the bands bi are actually parallel to the 

horizontal axis - then replace the horizonal coordinate axis with the vertical axis in 

this définition.) Let A^ be the set of possible différences <p(ai) — 0 ( a^_ i ) for functions 

(f) which have the defined différences on the frozen bands. (Note tha t A^ may be 

ail of Z.) Let kx be the smallest integer for which there exists a v in L for which 

0vbo = bkx • 

Let T be the set of functions / : Z ^ Z for which f(i) G A^ for ail z G Z. It is now 

easy to verify the following: 

Theorem 9.5.1. — The set of extremal Gibbs measures p on Z2 for which (j) is p-almost 

surely X-direction taut is in one-to-one correspondence with éléments of T. The set 

of L-ergodic Gibbs measures p on Z2 with slope in X is in one-to-one correspondence 

with measures on T with finite expectations, and which are ergodic under translations 

by kxZ. 
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CHAPTER 10 

OPEN PROBLEMS 

1 0 . 1 . Universa l i ty w h e n m = 1 and d — 2 

Several of the most intriguing questions about random surfaces arise in the case 
tha t m = 1 and d = 2 and $ is a simply attractive potential. 

10 .1 .1 . Infinité différentiabil i ty of a away from r o u g h e n i n g t rans i t ion 
s lopes . — In the case of periodically weighted domino tilings, the surface tension a 

is infinitely differentiable away from the slopes in the dual of L [63]. We conjecture 

tha t this is the case for gênerai discrète simply attractive potentials when m — 1 and 

d = 2. We further conjecture that the smooth phases with slopes in U<$> occur at 

precisely those slopes at which a has a cusp (as in the dimer model case [63] ). 

10 .1 .2 . Centra l l imit t h e o r e m s : convergence t o G a u s s i a n free field. — 
Kenyon recently proved tha t with certain kinds of boundary conditions, random 
domino tiling height functions have a scaling limit (when the lattice spacing tends 
to zéro) which is the "massless free field," a conformally invariant Gaussian process 
whose coefficients in the eigenbasis of the Dirichlet Laplacian are independent Gaus-
sians [62]. Naddaf and Spencer proved a similar resuit for Ginzburg-Landau V 0 -
interface models [72]. We conjecture tha t a similar resuit holds for gênerai simply 
attractive models in a rough phase. 

10 .1 .3 . Level set scal ing l imi ts . — If a height function (j) defined on Z2 is inter-

polated to a function 0 which is continuous and piecewise linear on simplices, then 

the level sets Ca, given by (j) (a), for a G M, are unions of disjoint cycles. Wha t do 

the typical "large" cycles look like when $ is simply attractive and (p is sampled from 

a rough gradient phase? The answer is given in [81] in the simplest case of quadratic 

nearest neighbor potentials - in this case, the "scaling limit" of the loops, as the mesh 

size gets finer, is well defined, and the limiting loops look locally like a variant of the 

Schramm Loewner évolution with parameter K = 4. We conjecture tha t this limit is 
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universal - i.e., tha t the level sets have the same limiting law for ail simply attractive 

potentials in a rough phase. 

10 .1 .4 . S t r o n g un iqueness . — We proved that when m = 1 and d — 2, E = Zd, 

and <ï> is Lipschitz, simply attractive, and £-ergodic, then the £-ergodic gradient 

Gibbs measure of slope u G U$ is unique. However, we did not address the existence 

of non-£-ergodic gradient Gibbs measures of slope u. 

To be précise, we say a non-£-invariant gradient Gibbs measure p G {J>(Q13rr) has 

approximate slope u if for any e, the probability tha t [4>(x) — 0(0)] — (u, x) > en for 

some x G An tends to zéro as n tends to oo. 

Conjecture 10.1.1. — For each u G U<$>, there exists only one gradient Gibbs measure 

with approximate slope u. 

Such a resuit would be analogous to the two-dimensional Ising model resuit which 

says tha t there exist no non-translation-invariant Gibbs measures (see [43] for a new 

proof of this fact and a history of the problem); it is possible tha t techniques similar 

to those of [43] will be useful in this context as well. 

10 .2 . Universa l i ty w h e n m = 1 and d > 3 

10 .2 .1 . Centra l l imit t h e o r e m s : convergence (after rescal ing) t o Gauss ian 
free field. — Using différent scalings (which probably only make sensé when the 

spin space is continuous), NaddafF and Spencer extended their central limit theorems 

to higher dimensions in the Ginzburg-Landau setting. In what situations do similar 

results hold for perturbed simply at tractive potentials? 

10 .2 .2 . E x i s t e n c e of rough phases . — We conjecture tha t there are no rough 

phases for simply attractive potentials when d > 3, m = 1, and E = IR; this is known 

to be the case for Ginzburg-Landau models (see, e.g., [38] for more références) but it 

is not known in gênerai. We also conjecture (although this may be riskier) tha t there 

are no rough phases for any simply attractive potentials when d > 3 and E = Z. 

10 .3 . R e f i n e m e n t s of resul t s proved here 

1 0 . 3 . 1 . Ful ly an isotropic po ten t ia l s . — The large déviations principle and vari

ational principle results in Chapters 6 and 7 were proved for isotropic potentials and 

for Lipschitz potentials in the discrète setting. We suspect tha t the large déviations 

principle and variational principle theorems have analogs for per turbed anisotropic 

(i.e., not necessarily isotropic) simply attractive potentials. In particular: 

Conjecture 10.3.1. — The variational principle (Theorem 6.3.1) applies to ail per

turbed simply attractive potentials. 
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For the purposes of deriving the strongest possible anisotropic gênerai large dévia

tions principles, it may be useful to use the anisotropic analogs of the Orlicz-Sobolev 

space results we used in Chapter 5 - several of thèse analogous results are proved in 

[17]. It would also be niée to have a proof of the variational principle tha t does not 

rely as heavily on analysis as the proof we presented here for the perturbed isotropic 

case. 

10 .3 .2 . M e a s u r e s of infinité spécifie free energy . — In our version of the 

variational principle, we showed tha t for every ergodic ^-invariant gradient Gibbs 

measure fi with slope u G U®, SFE(fi) — cr(/i) whenever SFE(n) is finite. Say 

an L-ergodic gradient Gibbs measure fi on (f2,jFr) is non-trivial if u-almost surely, 

ZA{(j)) < oo for ail A C C Zd. 

Conjecture 10.3.2. — For every u G U^, for every perturbed simply attractive poten

tial, there exists no non-trivial (in the sensé described above) gradient Gibbs measure 

\i for which 5 ( / i ) = u and SFE(p) = oo . 

10 .3 .3 . M o r e gênerai d o m a i n s D. — There is a range of weaker Orlicz-Sobolev 

theorems tha t apply when weaker regularity conditions are placed on D (see, e.g., 

Remark 3.12 of [16]); indeed, much of the literature on Orlicz-Sobolev spaces (see, e.g., 

the référence text [70]) is focused on extending Orlicz-Sobolev bounds and embedding 

theorems to domains with strange boundaries. It is probably possible to use thèse 

more gênerai results to prove weaker large déviations principles for random surfaces 

on appropriate mesh approximations of thèse more gênerai domains. 

10.4 . Subs tant ia l ly différent po tent ia l s 

10 .4 .1 . S trong ly répuls ive lat t ice part ic les . — We proved large déviations prin

ciples for classes of perturbed simply attractive potentials <I>. For what other kinds of 

nearest-neighbor potentials <ï> do similar large déviations principles apply? Consider 

the case the m = d = 3; in this case, we might think of 0 as describing the spatial posi

tion of atoms in a three-dimensional solid lattice. To take into account répulsive forces 

between atoms, let — + <1>2 where $1 is simply attractive and <I>2 is "strongly ré

pulsive" potential given by ®x,y(v) = V(v) f°r every pair x, y G Zd, where V : R \—> R 

is symmetric and satisfies lim^^o V(v) — 00 and l i m ^ i ^ ^ \rj\dV(rj) = 0. In this case, 

as before, we will define a(u) to be the minimal spécifie free energy among ergodic 

Gibbs measures u of a given slope (here u is a 3 x 3 matrix) . It is not hard to see tha t 

a is symmetric and a(u) = oo if and only if u = 0 and that a(u) tends to infinity as 

the déterminant of u tends to 0; this latter fact is a fréquent ly imposed condition in 

the study of continuous variational problems and partial differential équations. (See, 

for example, Section 9.2 of [76].) 
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Clearly, the surface tension will not be convex for models of this form. But are 

the gradient phases unique? If not, is it possible to classify them or to prove a large 

déviations principle similar to the one proved in this text? Under some conditions, 

we might expect the gradient phases to be random perturbat ions of periodic lattice 

packings, so this problem may be related to sphère packing problems. 

10 .4 .2 . Large dév ia t i ons for m o r e gênerai t i l ing p r o b l e m s . — Domino tilings 

are in one-to-one correspondence with the finite-energy height functions (j) : Z2 i—> Z 

for an appropriate potential <Ê>. Many other classes of tilings (e.g., ribbon tilings, 

tilings by 1 x a and 6 x 1 blocks, etc.) are in one-to-one correspondence with the 

finite-energy height functions <I> : Z2 i—> Zm, where m > 1 and <ï> is an appropriately 

chosen convex nearest-neighbor gradient potential. (See [79] or [20].) However, none 

of the results in this text (variational principle, large déviations principle, Gibbs 

measure classification, etc.) is known for any non-trivial tiling problem in which the 

height function space has dimension m > 1. 

10 .4 .3 . N o n - n e a r e s t - n e i g h b o r in teract ions . — As observed in Section 8.8, the 

gradient phase uniqueness arguments of Chapter 9 fail to hold if we consider convex 

pair potentials which are not nearest neighbor potentials. What , in fact, can be said 

about the gradient phases in the non-nearest neighbor case? When d — 2 and E = Z, 

is there a convex, finite range gradient potential for which the smooth gradient phases 

have arbitrarily many slopes (not merely slopes in the dual of £ ) ? Is there a convex, 

infinité range potential for which there is a smooth gradient phase of every rational 

slope? 

10 .4 .4 . Genera l s u b m o d u l a r p o t e n t i a l s . — It is natural to wonder whether the 

cluster-swapping arguments used in this text really only apply for pair potentials. 

We say a potential <3> is submodular if for every A C C Zd, <Ï>A has the property 

tha t $ A ( 0 i ) + $A(</>2) > $ A ( m i n ( 0 i , <fe)) + $ A ( m a x ( 0 i , <£2)). 

When $ is a gradient pair potential, the property of submodularity is équivalent 

to the convexity of the potential functions VXiV. Is there some variant of the cluster 

swapping argument tha t applies to gênerai finite-range, submodular potentials? 

ASTÉRISQUE 304 



APPENDIX A 

SFE AND THE LEXICOGRAPHIC PAST 

We présent here an alternative proof of Theorem 3.3.4 which also leads to a repré
sentation of the spécifie free energy in terms of the entropy of \i on one period of £ , 
conditioned on the lexicographie past. This approach is analogous to the approach 
used in Chapter 15 of [42] for non-gradient measures. We restate the theorem here 
for convenience. 

Theorem A.l. — The function a : Q R, defined by a(4>) = SFE(7ifj), is T D 

measurable, is bounded below, and satisfies 

SFE(fi)=fji(a)=fjL(SFE(7rl)) 

for ail \i G 3>xi(f t ,5F) . 

Corollary A.2. — If p can be written 

U = 
exPL (O, F) 

vwAdv) 

then 

SFE(fi) = 
exPL (O, Ft) 

SFE{u)w^{du) = w^(SFE). 

We would like to prove this by citing an analogous resuit proved for non-gradient 
measures. First, we need some notation. Whenever [i G ^(£1,^) and A C Zdwrite 
^ À A G CP(^,3r) to mean the independent product of /^zd\A (to détermine 4>(x) when 
x £ A ) and À'a ' (to détermine <j)(x) for x G A ) . (This is a finite measure if À is a 
finite measure.) Sometimes we will replace ÀA with / À A where / is an JFA-measurable 
function, but the définition is the same. Next, given x,y G Zrf, write x -< y if x 
précèdes y in the lexicographie ordering of Zd (i.e., Xj < yj where j = inî{i \ xi / y%})-
For each y G Zd, write F (y) = {y} U {x G | x -< y} and F* (y) = {x G Zd | x -< y}. 
Now, Proposition 15.16 of [42] states the following. (Since we intend apply this resuit 
to an "alternate" measure space (Œ, JF), and not the space ( O , JF) we have been using 
throughout this text, we will use bars over thèse and other variables in the theorem 
statement to avoid confusion with our analogously defined "global" variables.) 
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Lemma A3. — Let ~p be a shift-invariant measure on (fi,~F) where fi = E^ , (E,E) 
is a compact standard Borel space with a finite underlying measure X, and 5F, ÎJ, T are 
the corresponding Borel product, shift-invariant, and tail a-algebras. Define h(~p) = 
limn_,00 | A n | _ 1 î K ( T x , / I À | A T I | ) • Then h is well-defined and T'N5-measurable. Moreover, 
for each y G 7Ld, 

h(p) = MFr{y) {P:P\{y})-

In the setting of Lemma A.3, h(jl) is called the spécifie entropy of p. In less formai 
terms, the lemma states tha t h(p) is equal to the /ï-expected conditional entropy of 
the random variable 4>(y) (with respect to À) given the values 4>(x) for {x\x -< y}. 
The next lemma, Proposition 15.20 of [42], is analogous to Theorem 3.3.4. 

Lemma A.4. — //, in the setting of Lemma A.S, p has a représentation 

li= l _ _ vwTi(dv) 
Jex9L (Çl,?) 

where 3~ is the Borel a-algebra of the product topology on fi7 then 

h(jl)=rth(nl)) = 
exPL (O, Ft) 

h(v)w-n(dv) = w-û(h). 

We will now dérive Theorem 3.3.4 from thèse lemmas. Our first step will be to 
use \i to construct a new measure space and a related measure fl to which the above 
lemmas apply. Let A be a fondamental domain of XL. Though our argument applies 
to any sublattice L of Zfi, we will assume, for notational simplicity, tha t L = k7Ld 

for some integer k > 1, so tha t A — [0, k — l ] d . Let ei , . . . , ea be the s tandard basis 
vectors for 7Ld. Define E — ^ 'A ' . Given 0 G fi, we define 0 G fi by writing 

4>(x) = {(j){kx - f ai) — (f)(kx + a 0 ) , . . . , 4>(kx + a\A\) — cj)(kx + a 0 ) ) 

where {a^} is an enumeration of the points in A U { — e^}, with ao = — e^. Note tha t 

if /c = 1, then 0 is simply a discrète derivative of 0 in the direction. We define a 

measure À = exp e^})^'A' • If ^ is a perturbed simply at tractive model, then 

À is easily seen to be a finite measure; we can add oc to E to make it a compact 

s tandard Borel space (by the définition of [42]) with finite underlying measure. For 

later use, for 1 < j < d, define ÀJ analogously to À by replacing with ej. Finally, 

let /J be the law on (fi, 5F) induced by \i and the map 0 i—> 0 . Now ~p, and (fi, J ) satisfy 

the conditions in Lemma A.3 and Lemma 3.3.4. Throughout this section, if Ai C Zrf 

and A2 C Zd, we use the notation Ai + A2 = {x + y\x G A i , y G A2}. We define a 

modified Dotential as follows: 

O' A= 0 

O A 

A C (A U {—ed}) + x for some x G £ 

otherwise 
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We now claim that 
SFE (u) = h (u) + u (O') 

where is the spécifie energy of \i with respect to <È>', defined by 

U (O')= lim 
n—>oo lA^r1 

u H O' An. 

Note that since both \i and are XL-invariant and 3>' has finite range, it is also 
possible to write /i(3>') as the /x expectation of a single positive cylinder function (see 
Chapter 15 of [42]). We claim tha t if we can show that SFE(fi) = h(]l) + 
then this fact, along with Lemmas A.3 and 3.3.4, will imply Theorem 3.3.4. To see 
this, observe that by Lemma 3.2.5 and the définition of ergodic compositions at the 
beginning of this chapter, it follows that /JL(F) — /J(TT^(F)) — J v(F)w^(dv) whenever 
F is the indicator function of a cylinder event; since a positive cylinder function can 
be written as a positive linear sum of countably many indicator functions of cylinder 
events, it easily follows tha t //(<!>') = / i(7r£ ( $ ' ) ) = f v^^w^dv). 

It also follows trivially from définitions tha t \i = J vw^{dv) implies ~p — J Vw^{dv). 
Thus, 

SFE(fi) = h(jl) + U (O')= h(y)wfj,(di/) -f- v{&)w^dv) 

= SFE(v)w^(dv) = w^(SFE). 

By Lemma A.3, h(V) is Tflj,c-measurable as a function of v G 3\c(fi, 5F); in particular, 
it is ^-measurable, and the same is trivially true of v(&). Thus by Lemma 3.2.5 
and the définition of ergodic décompositions, we also have the rest of the theorem 
statement: 

SFE(n) = »(SFE(nD). 

It now remains only to prove that SFE(/LC) = /i(^)+^x($/). We do this by checking two 

equalities, which we state separately as lemmas. First, define fiXy G 9(fi , 5F) as follows: 
sampling 0 from that measure is équivalent to first sampling 0 from / i and then re-
sampling 4>{x) for x G A + k j in such a way that the values {4>{kj + ai) — 4>(kj — ej) \ 

1 < i < |A|} obey the law of XJ (where XJ is as defined above). 

Lemma A.5. — For each y G if SFE(n) < oo, then 

SFE(fi) = HF 
kr(y) + A 

(U, UY-dy) + u (O'). 

Moreover, if SFE(ji) = oo, then we still have 

SFE(/l) = Kjrr 
Jfcr(-y) + A 

(u, u Y-jy) + u (O') 

for some 1 < j < d (in which case we may relabel the coordinates axes so that j — d). 

Proof. — Let = $ - Write = + H\ where the latter two terms are the 
components of coming from <3>' and respectively. If A C Zd, write A = /cA + A. 
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It follows from the définition of free energy that : 

l A n l " 1 
FE An (U) = 

l A n l " 1 HF t/An ( M , e x p ( - / / f )AlA"!"1) 

= |A„| -HF t/An ( / i , e x p ( - # | j A | A n | - l ) + iAnrv(^£). 
As n tends to infinity, the left hand side tends to SFE(fi) and the second term on 
the right hand side tends to So it is enough to check tha t : 

lim |An| 
n—>oo 

-HFt/An ( / i , e x p ( - # ! j A | A „ | - 1 ) 
= T(y) 

(U, UY-dy). 

We now prove this fact using an argument similar to the one in the proof of A.3 

in [42]. Write a* — Jij-r (u,/xÀ^). By Lemma 2.1.3, ad is the expected conditional 

entropy of <ft(y) (with respect to A^) given the différences 4>(x\) — 0 ( ^ 2 ) f°r aU x\,x2 G 

r (y ) . We will now express Jt&i. (/^ exP ( — Hj^ )AlAnl_1) as a sum of |An| expected 

conditional entropies, ail of which (except for a boundary set) are between zéro and 

ad-, and most of which are very close to a = o^. 

Now, define aAri(y) = Ji?^ _ (JJL, fiX3) where j = jy = sup{z | y - G An}. 

(Separately define Q A n (0) = îK^r ( / i ^ A ^ ' - 1 ) . ) In words, we can think of each 

aAii (y) as an expected conditional entropy of an nd-dimensional random variable ip(y) 

(given by the <fi(ky + i) — <p{ky — eJy)) with respect to XJy given the values of ip(x) 

for x -< y and x G An. (Note tha t ip(0) is only an nd — 1 dimensional variable.) 
Let H-£ be the sum of the énergies tha t give the Radon-Nikodym derivatives for 

thèse measures A^: tha t is, HA ) = HA + ^2yGAn y^0 H[y+A]u{jy}- Now, repeated 
applications of Lemma 2.1.3 to this séquence of expected conditional entropies yields 

^ 1 ( / i , e x p ( - # x J A | A „ | - 1 ) = 

yeAn 

aAn (y) 

Now, and H— differ only by the inclusion and exclusions of energy terms coming 
from the boundary of An. Unless one of thèse expected energy terms is infinité (in 
which case it is clear tha t SFE(/LL) — oo and aj = oo for some j ) , £ -invariance 
implies tha t 

2 % (/^ exp( -H1/A)Y | A n | - l ) = 

yeAn 

aAn(y) + o(nd). 

If ai = oo for some j , then we will assume tha t the coordinate axes were labelled in 
such a way tha t j = d, in which case the above expression still holds. (We will satisfy 
the lemma statement in this case by showing tha t SFE(ji) — oo.) By Lemma 2.1.1, 
we have aAn (y) < a whenever both y G A and y — G A (i.e., except for boundary 
terms). By Lemma 2.1.2, for any e, there exists a finite subset A C T*(0) for which 

'Kj-r^in, fiXy) > a — e. Then Lemma 2.1.1 implies tha t whenever aAri(y) > a — e 
whenever y + A C An. Letting n tend to infinity, we conclude tha t 

a — e < lim 
n^oo 

l A n l " 1 
An 

( ^ e x p t - t f f j A ^ I - 1 ) <a 

Since e was arbitrary, the expression is equal to a. • 
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Lemma A.6. — h(ji) = ^ C ^ ( } ( / ^ A ^ ) -

Proof. — By our construction and Lemma A.3, h(fi) = 3~C/i.y {p, P\)i where Ay is the 
cr-algebra on Çl formed by pulling back ^r(y) vi& tne niap 0 h-» 0 ; in other words, Ay 

is the smallest cr-algebra in which <p(x\) — 0 ( x 2 ) is measurable for every pair (xi,x2) 

contained in A U {—e^} U A + kj for some y -< 0. Define fcp(xi^X2) = 4>(x\) — 0 ( x 2 ) 

for ail such pairs. So now, we need only show that p\y) = (PiP^y)-

The two (j-algebras are slightly différent; in the former, functions of 4>(x\) — 4>(x2) 

are measurable only when Xi,x2 G T(y) and x\ and x2 are in the same "row" - i.e., 
x\ — 2/1 + z\ and x 2 = y 2 + ^2 where each zi is in A and the y% G /c[r(?/)] are vectors 
tha t agrée on ail but the dth coordinate. In particular, for each y = (?/i,. . . , yj) G To, 
define an "average row distance" function tha t is measurable with respect to ^(y) but 
not Ay: 

j 

g<f>{y) = lim j'1 V " 0 ( y i , 2/2, • • • ,2/d-i ,â) - 0 ( 0 , 0 , . . . , 0 , z ) . 
7 ^ 0 0 z — ' 

1=1 

Since we may assume tha t \i is shift invariant with finite slope (otherwise it is clear 
tha t SFE(p) = 0 0 and / i (3>') = 0 0 , so we must have SFE(ii) = h(jï) + fJ>(&) in 
that case), it follows from the ergodic theorem tha t g^ is well-defined /i-almost surely. 
Now, the lemma is équivalent to the statement tha t the expected conditional entropy 
of 0(0) given is the same as the expected conditional entropy given and g^. It 
suffices to show tha t given the regular conditional probability distributions for the 
random variables 0(0) and g^ are almost surely independent. 

Suppose otherwise. Then there would be, with positive probability, some event A 
depending only on g^ and some e > 0 such tha t \/jJ(A\f(f): 0(0)) — /j,(A\f(p)\ > e (where 
here / i ( A | * ) dénotes the regular conditional distribution - given * - integrated over 
A). By the (one-dimensional) ergodic theorem, this statement would also have to be 
true with positive probability for a positive fraction of the shifted functions 9jed 0 with 
j G Z ; but since the probability of A with respect to an the increasing séquence (in j) 
of subalgebras Ay+jed is a martingale, this contradicts the martingale convergence 
theorem. • 
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APPENDIX B 

SUMMARY OF NOTATIONS 

Vectors and lat t ices 

d dimension of the configuration lattice Xd 
E target space for random functions (usually Wn or Zm) 
m dimension of E 
e i , . . . , e<f s tandard basis vectors in domain space 7Ld 
e 1 , . . . , em standard basis vectors in range space E 
£ cr-algebra on E 
X underlying measure (usually counting or Lebesgue) on (E, £) 
A, A subsets of Zd 
A C C Zd AcZd and |A| < o o 
& rank-d sublattice of Zd 
An [0, kn — l]d C Zd where k is chosen so that kZd C £ 
B group of translations of Zd by éléments of £ 
r group of translations of E 
£ dual lattice of £ 

Conf igurat ion space and cr-algebras 

fi configuration space, set of functions from Zd to E 
0 , -0 éléments of fi 
0x((j)) translation of <fi G fi by x G Zd, i.e., (0x(j))(y) = 0 ( x + y) 
3~A smallest cr-algebra on fi in which values on A are £-measurable 
3~ cr-algebra generated by J A , A C C Zd 

X \ ^ZRF\A 

T tail cr-algebra, defined as H A C C Z ^ A 
3 ^ cr-algebra of r-invariant éléments of 3~ 
^ X n ^ T 

T a n T-

7T T n J T 
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G i b b s P o t e n t i a l s and H a m i l t o n i a n s 

<ï>, v£ Gibbs potentials; $ = {<ÊA : A C C Zd}, where each <ÊA : Q —> 
1R U { 0 0 } is JFA measurable 

HA(4>), HA(<j>) Hamiltonian in A, defined as X ^ A n A ^ 0 &A(4>) 

HA((j)) interior Hamiltonian in A, defined as X ^ A c A ^ A ( ^ ) 

Z®(4>), Z\((p) parti t ion function on A with boundary condition 0 on Zd\A, 

Le-5 IIlxeA d(f>(x)exp(-HA((t))) 
7^, 7A transition kernel corresponding to a Gibbs rerandomization on 

A, i.e., 7 f ( A , 0 ) = Z A ( < / O - l m * 6 A d<i>(x)eX.p(-HA(<t>))lA(<j>). 
Z°^ free boundary parti t ion function on A with respect to i.e., 

intégral of e~HA over entire space £?IAI_1 of functions (defined 
up to additive constant) on A 

W(A) - logZX 
T>z space of positive XL x r-invariant potentials for which W{e) is 

finite for every edge e 

N e a r e s t - n e i g h b o r G i b b s P o t e n t i a l s 

V, VXiV nearest-neighbor différence potential 
V wedge-normalization of V, defined as V(rf) — log g(F(rj)) where 

rv e~v{ri)dn 
.9(77) = 2 - 4|», - fi and F{rj) = j£e-vMdl 

77 nearest neighbor height différence (input to V) 
SAP simply attractive potential (a.k.a., convex nearest-neighbor, 

periodic différence potential) 
ISAP isotropic simply attractive potential 
LSAP Lipschitz simply attractive potential 
&v ISAP in which Vx,y = V for ail adjacent pairs x,y G Zd 

Spaces of probabi l i ty m e a s u r e s o n conf igurat ion space 

CP(f2, 5F) set of probability measures on (il, JF) 
S (Q, 5F), S set of Gibbs measures on (Q, 5F), i.e., measures /i such tha t for 

ail A C C Zd, 0 < ZA((f)) < 0 0 /i-a.s. and /17A = /i 
CP(f2, 5FT) set of probability measures on (£1, 5FT) 
CP,c(^, 5FT) set of ^-invariant probability measures on (Q, 5FT) 
S(Œ, 5FT), ST set of gradient Gibbs measures on (Q, 5FT), i.e., measures /1 such 

tha t for ail A C C Zd, 0 < ZA((j)) < oc /i-a.s. and /IJA = M 
T(fî, 5Fr) set of probability measures on (Q, 5Fr) 
S,c(Q,5FT) set of ^-invariant gradient Gibbs measures on (Q,5Fr) 
exTr. (Q, 5FT) set of XL-ergodic probability measures on (Q, 3rT) 
ex9(Q, 5FT) set of extremal gradient Gibbs measures on (Q, 5Fr) 
exS,c(H,5Fr) set of XL-ergodic gradient Gibbs measures on (f2,5FT) 
H, v measures, usually éléments of CP(f£, 5Fr) 
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R e l a t i v e entropy, free energy, and spécifie free e n e r g y 

3-C(/i, u) relative entropy of \ i with respect to v 
3-C/i(/i, u) relative entropy of JJL with respect to v on sub cr-algebra A 
/IA restriction of fi G CP,c(fi, 3 r r ) to 7\ 
FEA(p) free energy of/ i G ^ ( f i , ^ ) in A, i.e., J{(/iA, e " H A A ' * ' - 1 ) 
SFEA(n) spécifie free energy of in A, i.e., | F E \ ( n ) 
SFE(p) spécifie free energy of /i, i.e., l i i T u ^ o o SFE\n(/j,) 

Slopes and surface t e n s i o n 

S(fi) slope of / i (where \ i G CP,c (fi, wFT)) 
u slope variable (a linear function from Rd to M M ) 
cr^, cr surface tension, cr(ix) = inf{SFE®(n) : G IP,c(fi, 3 r r ) , ^(/ i) = 
P ( $ ) pressure of P ( $ ) = inf{SF£*( /x) : /x G ^ ( f i , ^ ) } -

infu6Rmxd cr(ii) 
C/̂> interior of set of slopes u with a(u) < oo 

E x t r e m a l and ergodic d é c o m p o s i t i o n s 

e A évaluation map \ i —» ^ 
e(x) smallest cr algebra on a subset x of (fi, IF) or îp£ (fi, jFr) tha t 

makes measurable for each A e J 
extremal décomposition of \ i G Sr, a measure on 
(exST, e(exSr)) or ergodic décomposition of \ i G CPr^fi,^7-), 
a measure on (exTr, (fi, 3 r r ) , e(exlp£ (fi, 3 r r ) ) ) 

7r^ limit of Gibbs rerandomizations 7 A n ( ' | 0 ) of 0 on An 
7r? shift-averaged limit of Gibbs rerandomizations of 0 

wu 

Topolog ies on probabi l i ty spaces 

T(A, X) space of probability measures on a measure space (A, X) 
r-topology smallest topology on CP(A, X) in which u v(A) is continuous 

for every A G X 
weak topology smallest topology on CP(X, X) in which v i—• i /(/) is continuous 

for every bounded continuous function / o n l 
.A topology of local convergence on T(fi, 3 r r ) , i.e., smallest topol

ogy in which the maps /i i—> / / ( / ) are continuous for every 
bounded function / : fi —> R tha t is 3rA"measurarjle for some 
A c e Zd 

23 basis for .A given by set of finite intersections of sets of the 
form {/x : p(F) < e}, where F : fi —• R is bounded and JFA-
measurable for some A C C 7Ld. 
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Latt ice a p p r o x i m a t i o n s to cont inuous d o m a i n s 

Dn subset of 7jd tha t approximates nD (e. g., nD N Zd) 
Dn simplex domain derived from Dn 

(pn a function from Dn to E 

4>JI piecewise linear interpolation of 4>n to Dn. 

4>n rescaling of (j)n to Dn given by <p(r]) = ^(nr/) 

On ±Dn 

Y o u n g funct ions 

A Young function, i.e., a convex, even function A : R i—>• R + U { o c } 

for which A(0) = 0, A is finite on some open interval, and A is 
not identically zéro 

Ad Sobolev conjugate of A in d dimensions 
A* sub-conjugate of A, i.e., any Young function increasing essen-

tially more slowly near infinity than Ad 

A(v),v e Rd Z t i ^ V i ) 

Orl icz -Sobo lev spaces 

D a domain in R D , usually a member of G ( ^ p ) (defined below) 
|D | Lebesgue measure of D 
a a multi-index a = (ai,..., ad) with 0 < a?; G Zd 
Da distributional a derivative 
\\f\\A,D, H / IU mî{k\fDA{£M)dr,<i} 
LA(D), LA Orlicz space {/ : \\f\\A.D < 0 0 } 

Wj'A(D) Orlicz-Sobolev space {/ <E LA(D) : Daf G LA(D) for 0 < 

" ' . / } • 

| | V / | U , B i n f { f c | / D ^ ( ^ ) ^ < l } . 
P ( E ; D) perimeter of E relative to D, i.e., total variation over D of the 

gradient of the characteristic function of E 
G ( z ) set of bounded domains {D C R 7 7 } for which there exists a 

constant C such tha t [min{|£ | , \D - E \ } ] z < CP(E)D) for ail 
Lebesgue measurable subsets E of D. 

LA(D) LA(D)U~=1LA(Dn) 

Empir ica l m e a s u r e s and large dév ia t ions 

Ln((j)) \An f l £ | 1 J2xeA. n £ ^:</" called the empirical measure of 0 on 
A n , a member of !P(fi, 9r) 

£ n { 0 : Ln(cj)) G P } where S G Î 
C7£ { 0 : | [ 0 ( x ) - 0 ( . x o ) ] - [ ^ ( x ) - 0 M ( x o ) ] | < e for ail x G dAn\{x0}, 

where e is fixed independently of n and c\x is plane of slope u 
PBLÎ(v) l i m s u p n ^ 0 O - | A n | - 1 l o g ( / lc . .nB„e-HXW N I E A , A { L ( L } 
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PBLu(u) sup B E u, B EB PBL uB (u) 
PBL(u) PBLb^(u) 

FBLBM lim i n f ™ -\An\~1 log ( / l B n e - H ™ UxeAnUx0} d^x)) 

FBL(fi) supB3/ i „ e 3 FBLB{n) 
R<t>n,n Jrj à(x.6lnx]<f)ri) dx, called the empirical profile measure of 0n 

and defined as an élément of ^{D x fi), with a-algebra under-
stood to be Lebesgue measure times 3rr 

/jLn Gibbs measure \in on (fi, 3 ^ ) defined by Gibbs potential 

p n measure on !P(D x fi) x LQ induced by i i n and the map 0n —• 

(R<f>Tl,n, 4>n) 
S(u(D',))•)) slope of the probability measure n{D', •)/ji(D' x fi), for /i G 

y(D x fi) 

/ ( / / , / ) rate function of large déviations principle satisfied by pn, 
given by 

SFE(n(D,-))-P(*) 

o c 

fi) is Lebesgue measure on D 
fi(D', •) is XL-invariant when |ZL>71 > 0 
S(fx{x,-))=Vf(x) 

otherwise 

X the topology on y(D x fi) x LQ (D) for the large déviations 
principle, given by the product of (on the first coordinate) the 
smallest topology in which \i —* \±{D' x / ) is measurable for ail 
rectangular subsets D' of D and bounded cylinder functions / 
and (on the second coordinate) the LQ (D) topology 

Cluster swapping and tr ip le t s 

Kd set of edges of the lattice Zd 

E [0, o c ) E " 

fi n x n x i : 

cr-algebra generated by JT x jFr times the product topology on 
E 

$A(<£i,02,r) $ A ( 0 I ) + $A(02 ) + E E K E ) 

R{4>\, 02, T) cluster swapping map defined on fi x fi x E 
h height offset variable for \i G CP,c(fi,5FT), i.e., a function tail-

measurable, /x-a.s. finite function /i : O ^ M U { 0 0 } such that 
h((j) + c) = h((j)) + c for ail 0 G fi, c G E1 and /x-a.s. /i(0) = 

h(Ov(p) + (ÎZ, v) when v G XL and ?z = ^(7r^) 
/i(/i) height offset spectrum of \i G ïp£(fi, 3^) , i.e., the law of h{(j>) 

modulo one, if 0 is chosen from \i, viewed as a measure on [0, 1) 
§c set of ail edges for which (0i + c, 02, r) is swappable 
Tc+ set of vertices v in infinité clusters of §c complément for which 

02(v) > 4>\{v) + c throughout the cluster 
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T~ set of vertices v in infinité clusters of Sc complément for which 
0 2 (v) < <j>i{v) + c throughout the cluster 

P + inf{c : Tc+ is empty} 
B~ sup{c : T_~ is empty} 
pu minimal gradient phase of slope u (uniquely defined, under 

some conditions) 
pu,a extremal Gibbs measures, such tha t pu^a a. s. h{(j>) = a and pu 

is the weighted average of pu^a where a is chosen from h(/i) 

R a n d o m s u b s e t s of Z2 ( C h a p t e r 9 on ly) 

fir set of ail of subsets T of Z2 
3 T product cr-algebra on fir 
P r a single infinité non-self-intersecting pa th forming the bound

ary of T (when such a pa th exists) 
AOQ the event tha t T and Z2\r are infinité connected sets 
A0 the event tha t T — 0 
Ak event tha t A^ occurs and tha t both r n and (Z2\Ak) H A& 

are non-empty 
Ak assumed in this section to be shifted to be centered at the origin 

- i . e . , Ak = [l-k/2\,[k/2-l\}2 CZ2 
Bk event that there exists a pa th - consisting entirely of éléments 

in r\Afc - which encircles the set A& 
A(v) "shifted box" nv + A^ 
A UvGZ2A(v) 
A(v) nv + A/e+1 
A(v) outer band of square faces around A(v) - i.e., the set of square 

faces of Zd tha t are incident to at least one vertex of A{v) and 
at least one vertex of A(v)\A(v) 

À v E Zd A (v) 
A(v) event tha t Pp hits Àv, and in between the first and last times 

P r hits A(v), Pr hits no square which is fewer steps away from 
a A(w), with w / v, than it is from A(v) 

v+V- given the event A(v), vertices such tha t A(v-) is the last band 

tha t the pa th P r hits before the first time it hits A(v), and 
A(v+) is the first band tha t the path P r hits after the last 
time it hits A(v) 

C(v,w) event tha t some vertex incident to A(v) and some vertex inci
dent to A(w) are in the same connected component of T \ A 

p continuous interpolation of discrète pa th p 
Cq(v,w) event tha t there exists a pa th p in T \ A , Connecting A(v) and 

A(w) for which p is homotopically équivalent to q 
Cq{v,w) event tha t w — v+ and the pa th Pp from A(v) to A(w) is 

homotopic to q 
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C~(v,w) defined analogously using v+ instead of v~ 
B(v) event tha t there exists a cycle in T\A which disconnects A(v) 

from infinity 
W closed countably punctured plane M2\Z2 U Z2 x 5 1 , a space 

homeomorphic to R2\[Z2 + D where D is any dise of radius 
less than 1/2 

a = (a i , 0 2 ) fixed point in IR2\Z2 with irrational coordinates 
rx closed line segment from a to the point x (including its limit 

point x x arg(a — x)) 
ux portion of same ray (from a through x to infinity) which lies 

between x and 0 0 , together with its limit point x x arg(x — a) 
x homotopy class of a pa th which follows rx from a towards x, 

then makes a counterclockwise loop around x, and then returns 
to a along rx 

PXjV set of continuous paths from x to y in W 
r'x linear segment from the a to x x arg(a — x), followed by a 

counter-clockwise arc from x x arg(a — x) to x x 0 
P- right, left derivative of p 

Pp C PXjV homotopy class 
p t au t version of path p 
e 10 - 1000V(^oo)10000 
6 1 0 - 1 0 0 V ( ^ o o ) 1 0 0 0 
7 Î O - ' X / I » ) 1 0 0 
f3 I O - ^ m ^ O O ) 1 0 
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