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ANALYTIC THEORY FOR THE QUADRATIC 
SCATTERING WAVE FRONT SET AND APPLICATION 

TO THE SCHRODINGER EQUATION 

Luc Robbiano, Claude Zuily 

Abstract. - We consider in this work, the microlocal propagation of analytic singu­
larities for the solutions of the Schrodinger equation with variable coefficients. We 
introduce, following R. Melrose and J. Wunsch, a ]Rn compactification and a cotan­
gent compactification. We define by a FBI transform an analytic wave front set on 
this cotangent bundle. The main part of this paper is to prove the propagation of 
microlocal analytic singularities in this wave front set. 

Résumé (Théorie analytique du front d'onde de scattering quadratique et application à 
l'équation de Schrodinger) 

On examine dans ce travail la propagation des singularités analytiques des so­
lutions de l'équation de Schrodinger à coefficients variables. Nous introduisons, en 
suivant R. Melrose et J. Wunsch, une compactification de ]Rn et une compactification 
du cotangent. Nous définissons sur ce cotangent un front d'onde analytique par une 
transformation de FBI. La majeure partie de cet article est consacrée à la preuve de 
la propagation des singularités analytiques microlocales de ce front d'onde. 

© Astérisque 283, SMF 2002 
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C H A P T E R 0 

INTRODUCTION 

The purpose of this work is to provide a theory for the analytic quadratic scattering 
wave front set, here denoted qscWFa, which in the C°° case has been introduced by 
Wunsch [Wl] after the work of Melrose [Ml], and to apply it to the propagation of 
analytic singularities for the linear Schrôdinger équation with variable coefficients. 

To understand what we are doing here, let us begin by a very simple example. 
Let us consider the initial value problem for the constant coefficients Schrôdinger 
équation, 

.du 
(0.1) 4- Au = 0, t > 0, x G 

dt 
U\T=0 = V>0 

Taking UQ = S and UQ = e""*'̂ '2, it is an easy exercise to see that a data which is a 
distribution with compact support may give rise to a smooth solution (in x) for every 
positive £, while an analytic data which oscillâtes at infinity may produce a singular 
solution (in x) at some time t. This classical fact, which, roughly speaking, asserts 
that the smoothness of the solution (in x), for t > 0, is under the control of the 
behavior at infinity of the initial data, is known as "propagation with infinité speed". 

It turns out that this fact extends in many directions. It is of microlocal nature, 
it can be described geometrically and it holds for non trapping Laplacians which are 
fiât perturbation (at infinity) of the constant coefficient case. 

Thèse extensions have been the subject of many récent works. See Kapitanski-
Safarov [KS], Craig-Kappeler-Strauss [CKS], Craig [C], Shananin [Sh], Robbiano-
Zuily [RZ1, RZ2], Kajitani-Wakabayashi [KW], Okaji [O], Morimoto-Robbiano-
Zuily [MRZ]. Related works have been done by Doi [Dl, D2], Hayashi-Kato [HK], 
Hayashi-Saitoh [HS], Kajitani [K], Vasy [V], Vasy-Zworski [VZ] and we refer to the 
paper [CKS] for a more complète bibliography. 



CHAPTER 0. INTRODUCTION 

In ail thèse works we are handling two informations : behavior at infinity (decay, 
oscillations... ) and smoothness. In a récent paper, Wunsch [Wl] proposed to em-
bed thèse two informations in one unique object, which he called the C°° quadratic 
scattering (qsc) wave front set, in which the above phenomena of infinité speed propa­
gation would appear as a propagation of singularities resuit. Here the word quadratic 
is used to emphasize that this wave front set takes in account the quadratic oscilla­
tions at infinity. Let us note that a scattering wave front set in the C°° case was 
already introduced by Melrose [Ml, M2] and that related notions have been recently 
considered by Wunsch-Zworski [WZ] (see also Rouleux [R]). Moreover, in the same 
paper Wunsch gave a quite complète description of the propagation of singularities 
for this C°° wave front set which will be described later one. 

It is worthwhile to mention that some propagation results have been obtained a 
long time ago by R. Lascar [L] (see also Boutet de Monvel [B]). In the C°° case, he 
introduced a parabolic wave front set and he proved its propagation. However this 
propagation (in x) holds between two points at the same time t ; it is therefore unable 
to link the "singularities" of the data to those of the solution for positive time. 

The work of Wunsch relies on some geometrical point of view of Melrose. It be-
gins by working on a compact manifold M with boundary 9M, which cornes from 
a (stereographic) compactification of M71. Roughly speaking this corresponds to set, 
for large x, x = cv/p, where p > 0 and CJ E S71"1. The boundary dM corresponds 
then to the infinity of W1. The second step is to define a cotangent bundle. The 
natural one, coming from the above compactification would be the one where the 
canonical one form is given by a = A j£ + p • ^ if (p, y) are local coordinates near 
the boundary. However, having in mind that this bundle should hold the singularities 
of the quadratic oscillatory data, Wunsch introduced the quadratic scattering (qsc) 
cotangent bundle, qscT*M where the canonical one form is given by a — p -
Indeed if uo(x) = el^Ax,x\ where A is an n x n symmetric real matrix, we have 
UQ = ei?(Au3^ and the differential of the phase is 

d 1 
P2N Aoo, u) = -2(AUJ,U) dp 

P3 + 
n 

dv 

d 
dujj 

((Au, M)) 
ssd 
P2 

Local coordinates, near the boundary, in this qsc cotangent bundle are given by 
(p, y, À, p). Now, since only high frequencies are involved in the occurring of singular­
ities, Melrose suggests to make a radial compactification in the fibers, that is to set, 
for large À + \p>\, 

a = 
1 

(A2 + |/i|2)V2 
À = crÀ, p = ap . 

Then we may define the extended qsc cotangent bundle qscT*M in which local coor­
dinates, near the boundary of M, are given by (p,y,a, (A,/ï)), where p > 0, a ^ 0. 
Its boundary C is the union of two faces, qscTaMM = {(p,y,a, (A,/J)) : p = 0} and 
qscS*M = {(p,y,a, (\,p)):a = 0}. 
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CHAPTER 0. INTRODUCTION 3 

The qsc wave front set is a subset of C. To define it, in the C°° case, Wunsch uses 
Melrose's theory of pseudo-differential operators on manifolds with corners [Ml]. 
Here, in the analytic case (but also in the C°° or Gevrey cases) we use instead the 
Sjôstrand machinery of FBI transforms. Our analytic qsc wave front set will be defined 
through a FBI transform with two scales (/i, fc), instead of only one scale À = 1/k in 
the usual case. More precisely we shall set for u G L2(M), 

(0.2) Tu(a, h,k)= / / eih~2k '^h^^a{p/h, y, a, h, k)X(p/hy y)u(p, y) dpdy . 

Here cp is a phase, a a symbol and x a cut-off function. (See § 2 for the précise 
définitions of phases, symbols and qscWFa). 

The simplest phase is the following 

(p(s, y, a, h) = (s - as)aT + {y - ay) • av + ih[(s - as)2 + (y - ay)2], 

where a = (as,ay,aT,av) G M x Rn_1 x R x Rn_1. 
Now, if u(£, •) is a solution of (0.1) and t0 > 0, the qscWFa(u(to, •)) does not 

propagate ; instead we introduce a uniform qsc analytic wave front set qscWFa(u(to, •)) 
which will propagate. 

In (0.2), the parameter h is used to describe the behavior at infinity (decay, oscil­
lations. .. ) while k is used to test the analytic smoothness. However near the corner 
{p = a = 0} thèse two informations are mixed. As in the usual case, it is necessary 
to define such transforms for a large class of phases. Moreover one should be able to 
change phases, symbols and cut-off functions, in particular, to show the invariance 
of the qscWjFa ; to achieve thèse invariances, in particular to go from one phase to 
another, one has to make a careful study of the pseudo-differential operators in the 
complex domain, then in the real domain and to pass from the first theory to the 
second by some délicates changes of contours. Here the situation is complicated by 
the fact that our FBI phases have an imaginary part which goes to zéro with h. In 
the appendix the reader will find a complète Sjôstrand's theory in the case of two 
scales. 

Concerning the propagation theorems we consider a Schrôdinger équation with a 
Laplacian with respect to a scattering metric g in the sensé of Melrose ; this means 
that, near the boundary one can write g = -fp- + where h is a metric such that 
h\dM is positive definite. This includes, of course the flat metric for which h = du>2: 
but also the asymptotically flat metrics on Rn. In this setting we try to answer the 
following question. Let mo be a point in C = qscTdMM U qscS'*M, u be a solution of 
the initial value problem for this Schrôdinger équation and T > 0. On what condition 
on UQ do we have ra0 0 qscWFa(?/(T, •)) ? The answer, which dépends strongly on 
the position of mo in C, requires a careful study of the flow of the Laplacian on C. 
This can be found in Wunsch [Wl] ; however a still more précise description near the 
corner {p = cr = 0}is needed here. The différent statements, according to the position 
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4 CHAPTER 0. INTRODUCTION 

of rao in C, will follow from four propagation resuit s : propagation inside qscT|MM, 
inside C*SCS*M or along the corner (for the uniform qscWFa and fixed £), from the 
interior to the corner and finally from the boundary at infinity to the corner. To give 
a fiavor of the results obtained, let us describe the case of the fîrst situation. Let 
0 ^ t\ < £2 and rao G qscT M. Assume that exptH&(mo) (the flow of the Laplacian 
at infinity through rao) stays, for t G [̂ 1,̂ 2], inside the interior of qscTdMM. Then 
exp£iiÏA(rao) does not belong to qscWFa(^x(ti, •)) if and only if expt2#A(ra<o) does 
not belong to ^scWFa{u{t2^ •))• Corning back to the above question, this resuit can be 
applied (with t\ = 0, £2 = t) when rao = (0, yo, Ào, Mo) in the following cases : JJLQ ^ 0 
or /io = 0, Ào > 0 or = 0, Ào < 0, t < —l/2Ào, because, in the later case, the flow 
starting from rao reaches the corner after a finite time t = — l/2Ào-

A complète description of the other cases can be found in § 4. 
Let us now describe the method of proofs. The fîrst idea, which cornes from Sjôs-

trand's work [Sj], is that the FBI transform can be used, at the same time, to test 
the microlocal smoothness and, as a Fourier intégral operator, to reduce an opér­
ât or to a simpler for m. Let us be more précise. We look for a family of phases 
cp = (p{9\ p/h, y, a, fi) and symbols a = a(9; p/h, y, a, fi,, k) depending on a parameter 
6, such that 

(0.3) fi 
de •f 

sd aeih 2k V = o e-e/hk , e > 0, 

where A* is the adjoint of the Laplacian Ag 
This leads to the eikonal équation for y>, 

(0.4) d 
de 

vd sh,y,s2 
dtp 
ds 

dv 
dy = 0 

and to the transport équations, 

(0.5) Xa,j + h2kQdj-i = bj , if a = 
+00 

3=0 

(hVk)jaj 

where X is a non degenerate real vector field and Q a second order differential oper­
ator. 

As soon as we have solved thèse équations, we see that the corresponding FBI 
transform Tu{6; a, fi, k) satisfies the real transport équation 

(0.61 1 d d 
kde dt 

Tu(0; t, a, h,k) = <D e-c/hk , C>0 , 

and the propagation theorems follow easily. 
The main point of the paper is therefore to solve (0.4) and (0.5). The resolution of 

the eikonal équation (0.4) requires the use of the complex symplectic geometry. We 
make a careful study of the bicharacteristic flow to span a nice complex Lagrangian 
manifold on which the symbol q = 0* + p(sfi, y, rs2, srj) vanishes. It should be noted 
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CHAPTER 0. INTRODUCTION 5 

that one has to make a global (backward and forward) study of the bicharacteristic 
System. 

Since the transport équations are linear, they are easily solvable step by step. 
However it is not straightforward that the corresponding symbol a = ^{hy/k)ia,j is 
an analytic symbol ; the proof of this fact requires the use of a method of "nested 
neighborhood" as described by Sjôstrand [Sj]. In our context thèse constructions are 
to be made either globally on [0, +oc[ or until a time T* at which ail the coefficients 
of X in (0.5) blow-up ; this leads to significant complications. 

Finally we would like to thank the référée for its careful reading of the paper, 
leading to many improvements of the original manuscript. 
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CHAPTER 1 

THE GEOMETRICAL CONTEXT 

The content of this section is taken from Melrose [Ml]. Here smooth will mean 
analytic and ail the objects will be smooth. Let M be a smooth compact manifold 
with boundary dM. A boundary defining function for M is a smooth function p on 
M such that p = 0 and dp ^ 0 on dM. A scattering metric on M is a smooth 
metric g such that, for some choice of boundary defining function p, we have, in a 
neighborhood of dM 

(1.1) 9 = 
dp2 

P4 
h 

P2J 
+ 

where h is a smooth symmetric bilinear form on T*M such that H\SM is & metric. 
This class of metrics has been built to include asymptotically flat metrics on the 

Euclidian space Rn. Indeed let us consider the upper hémisphère of the unit sphère 
in Rn, 

M = Sl = {(t0,t') e R x R n : i 0 ) 0 , tg + \t'\2 = 1}, 

with boundary dS% = {(t0, t') G M : t0 = 0}. 
The function p(t0,t') = £0/(l — t^)1/2, defined in a neighborhood of <9S+ and ex-

tended smoothly to S™, is a boundary defining function for 5™. Then, a neighbor­
hood of dS+ is diffeomorphic to a subset of [0, +oo[ x 5n_1 by the map 3> : (to, t') i—• 
(p(to, t'),o;) where a; = t' /\t'\. On the other hand, IRn is diffeomorphic to 

S\ = {(t0,t') G R x Rn : t0 > 0, t2 + |t'|2 = 1} 

by the stereographic compactification SP : Rn —̂ .S™, z h-> (to = , t' = z/(z)), 
where (z) = (1 + |*|2)1/2. Thus, by $ o SP, we can identify Rn \ {z : |z| < 1} with 
a subset of ]0,+oo[ x S71"1. It is easy to see that this corresponds to set p = l/\z\, 
UJ = z/M for |z| ̂  1. Since z = u;/p, we check easily that, for \z\ ̂  1, we have 

($oSP)*(dz2) 
dp2 duo2 

= P4 P2 
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In that follows we shall dénote by (p, y) a System of local coordinates in a neigl 
borhood of the boundary. Then the metric h appearing in (1.1) can be written 

(1.2) h = h00(p,y)dp2 + 2 
n-l 

sx+d1 
hQj(p, y)dpdyj + 

n-l 

d+d, 
hij(p, y) dyidyj 

where the coefficients are analytic and 
(1.3) the matrix (hi3;(0, y))i^ij^n-i is positive definite on dM. 
Following Wunsch we shall dénote by z/qsc(M) (qsc means quadratic scattering) the 
space of vector fields on M which are, near the boundary, linear combination of p3dp 
and p2 dyj, 1 < j < n — 1. Then qscTM will be the space of smooth section of z/qsc(M) 
and qscT*M its dual. The 1—canonical form on qscT*M can be written, in local 
coordinates near 9M, as 

(1.4) a = À dp 
P3 d +d dy 

P2 " 
Then the current point in ŜCT*M near dM will be determined by its coordinates 

We shall set 
A0/Pq, ^0 = Mo/Po 

(1.5) qSCq-i* Tiyf _ fmeqscT*M:p = 0} . 
Now if À2 + \/JL\2 is very large it will be more convenient to introduce new coordinates 

by setting 

(1.6) a = 1 
(A2 + M2)1'2 

À = aX, p = cj/i, À2-F|//|2 = l. 

This corresponds to make a radial compactification of the fibers variables and we shall 
dénote by qscT*M the radial compactification of qscT*M. Then, near a = 0 we shall 
take (p, y, a, (A,/x)) as local coordinates of a point of ̂ SCT M. 

It follows that ^SCT M is a manifold with corner and two faces. If we set 

(1.7) 
qscTaMM = {m E qscT*M : p = 0} 

qscS*M = {me qscT*M : a = 0} 
then 
(1.8) C = dqscT*M = qscT^MM U qscS*M. 

ASTÉRISQUE 283 



C H A P T E R 2 

THE A N A L Y T I C QSC W A V E F R O N T SET 

It will be defined as a subset of C, through a FBI transform with two parameters. 
Let us describe what will be the phases and the symbols. 

2.1. The FBI phases 

Let M0 = (X0,So,<*0,M E W1 x W1 x K2n x [0,+oo[, with a0 = ( o ^ , a | ) G 
W1 x W1. 

Définition 2.1. — We shall say that <p = (f(X, a, h) is a FBI phase at Mo if one can 
find a neighborhood V of (X0,a°) in Cn x C2n, a neighborhood Ih0 of /io in [0, +oo[ 
such that 

(2.1) (p(X, a, h) = yi{X, aH) + + ih(pi(X, a), a = (ax,as) , 

where 

(2.2) 
(£>j;, j — 1, 2,3 are holomorphic functions in V 

and y>2 is real if (X, as) e l n x R n , 

(2.3) 
dX (X0,a°,h0) = E0, 

(2.4) 
<p1(X0,a°) = 

++sl +sls 
ÔX 

(X0,a°)=0. 
d2 Re (pi 

dX2 
(Xo,a°) is positive 

definite and 
d2Recp1 
dXdax' 

(Xo,a°) is invertible, 

(2.5) i) If ho = 0, s+ 54s 
< dXda.-

(XQ,O&) is invertible, 
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ii) if ho 7^ 0, the matrices d2cn (Xo,a°,/io) and 

a2 Reip 
X0,a°, 

d2 Re<p ' 
dXdocx 

d2 Im ip 
.dXdot-B 

d2 Im (p 
dXdotx 

(X0,a°,fi0) 

are invertible. 

Examples 2.2 

(i) (p(Xy a, h) = (X — ax)«H + ih(X — ax)2 is a FBI phase at (X0,E0, a0, fio) if 
a° = (Xo,30). 

(ii) More generally let (p = (X — ax)as + ih(pi(X,a), where <p\ is holomorphic, 
real if (X, a) is real and satisfi.es tpi(X,a) = f>x (-X, a) = 0 if ax = -X", <£>i(X, a) ^ 
c\X — OLX\2, for (X, a) in a real neighborhood of (Xo, (Xo, E0)). Then ^ is a FBI 
phase at (X0, Ho, a0, fi0) if a0 = (X0, E0). 

2.2. The analytic symbols 

Our symbols will be formally of the following form 

(2.6) a(X, a, h, k) = 
sd+d1 

>ai(X,a,h.k)(hy/k)j 

where the CLJ 's are holomorphic with respect to (X, a) in a same complex neighborhood 
of (-Xq, a0), bounded in (fi, k) in a same neighborhood of (fi0, <r0) in [0, +oo[ x [0, +oo[ 
and satisfy in thèse neighborhoods 

(2.7) \aj(X,a,h,k)\^C*+1jt'2, j>0. 

Actually we will take finite sums of such a,j. The symbol a will be called elliptic at 
(X0,a°,fi0,cro) if ao(Xo,ao,fio,0o) ^ 0-

2.3. The analytic qsc wave front set qS(WFa 

A point rao in C = <9qscT*M is given by rao = (po>2/o>0"o5 (Ao,M0)) in local coordi-
nates, where po ^ 0, ao ^ 0, po * <̂o = 0, yo € Mn_1 and À0 + |/x012 = 1. Let so > 0 be 
given and set fio = Po/so- We set 

(2.8) X0 = (s0,yo) €Rn, s+d+d1 0̂ Mo 
50 S0 

s+d1x 

Définition 2.3. — Let u G P ' ( M ) and ra0 G C. We say that ra0 £ qscWFa(u) if one 
can find s0 > 0, a0 G M2n, a neighborhood V̂ o of a0 in M2n, a FBI phase (p at 
(Xo, Hq, <2°, fio)? neighborhoods V/^, VaQ of fio, <tq in [0, +oo[, positive constants C, 

ASTÉRISQUE 283 
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2.6. MORE GENERAL PHASES 11 

£o, an analytic symbol a, elliptic at (Xo, a0, ho, 00), a cut-ofF x £ equal to one 
near XQ such that 

(2.9) |Tî/(a,/i,fc)| = eih~2 * " W * * , « , J 0 A(P//L> VJ A? FCJ FC) X (P / / I Î „ ) U{PI Y) DPDY 

< Ce-£o/hk 

for ail a in V̂ o, /i in Vfc0 \ 0, k in V̂ 0 \ 0. 

2.4. The uniform analytic gsc wave front set ^scWFa 

Définition 2.4. — Let / be an interval in R, (u{t\ -))tei be a family of distributions on 
M and t0 G I. Let ra0 G C (see (1.8)). We shall say that ra0 £ *scWFa(u(t0, •)) if one 
can find SQ, ot0, (p, a, V̂ o, V/i0, V^0, C, SQ as in Définition 2.3 and ÔQ > 0 such that 

|7it(£;a,/i,À;)| = e-ih 2fc 1<p(")a(-.-)x(--)u(tip,y)dpdy ^Ce~£^hk 

for ail a, h, k respectively in Vao, Vh0 \ 0, V̂-0 \ 0 and alH G I such that \t — tç>\ ^ ô-

2.5. Invariance 

An important resuit in this theory is the following. 

Theorem2.S. — The définitions ofqscWFa and qs(WFa are independent of so, OL°, 
(p, a, x which satisfy the conditions in the Définitions 2.1 and 2.3. 

The proof of this resuit is given in the Appendix. 

2.6. More gênerai phases 

Later on we will be lead to handle FBI transform with more gênerai phases than 
those described in Définition 2.1, which may also dépend on a parameter v G Rd. Let 
Mo = (X0, H0,0°) G Rn x Rn x R2n. 

Définition 2.6. — We shall say that ift = tp(X, (3, v, h) is a phase at Mo if one can find 
a neighborhood W of (X0,/?°) G Cn x C2n, a set U C Rd x ]0,+oo[, s0 > 0, C0 > 0 
such that 

(2.10) 
ip is holomorphic in W, for ail (u, h) € U and Imip(X, /3,v,h) ̂  0 

if (X, fd) e WR = W n (Rn x R2n) and (u, h)eU, 

(2.11) \f/>(X, 0, v,h)\ + 
ss+ 1 
dx' 

[X, 0, v, h) - S0 <£o, if (X,0)GW, (y,h)ç.U, 

(2.12) dira, xb 
dX 

(X,0,u,h) ^e0h, if (X,0)eWm, {y,h)eU, 
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12 CHAPTER 2. THE ANALYTIC QSC WAVE FRONT SET 

(2.13) 
d2\mxjj 

ÔX2 (X,p,v,h)^-e0hld, if (X,/3)eWR, (v,h)eU, 

\da^(X,P,m,h)\^C0, for |a| < 3, iî(X,(3)eW, {u,h)eU. 

Let us set now Xo = («o,yo) where so > 0 and yo G Rn 1, Ho = (TQ, rjo) G R x l " 1, 

Theorem 2.7. — Let tp be a phase at (-X"o, Ho,/?°). Let b be an analytic symbol in a 
neighborhood of (Xq,/3°). Let us consider the point 

< 3, iî(X,(3)ess 

m0 = (h0,y0, k0/r0, (soT0/r0 , SoWro)) 6 C. 

Then, if mo ^ qscWi?a(w), one can find x €E CQ°, X = 1 *n a neighborhood of Xo, 
positive constants CQ, SQ, £Q such that 

eih'2 r1*^*»*) b(s, y, /?, i/, fi) x(s, y) u{sh, y) dsdy < C0e's^hk, 

for ail (/?, i/, fi, fc) sucfi £fia£ (i/, fi) G 17 and \p — 0°\ + |fi — fio| + |fc — fco| < £o-

Remark 2.8 
(1) Two parameters fi, fc appear in (2.9). The parameter k is used to check the 

microlocal smoothness of u (in particular at points rao where po > 0, ao = 0) whereas 
fi is used to test the behavior at infinity (decay, oscillations, etc.). 

(2) In the case where mo = (0,2/0,00, (Ào,Mo)) with ao > 0, it is more convenient 
to use the coordinates (0, yo, Ao, ^o) where Ào = Ao/tf"o, Mo =~Po/AO' Let us set Xo = 
(so,2/o), where SQ > 0, So = (AO/SQ, /XO/SQ)- Let (p be a FBI phase at (Xo, So, et0,0). 
Assume that on can find positive constants C, 5, an analytic symbol a, a cut-off 
X equal to one near Xq such that 

(2.9)' eih 2 <p(s,v,a,h) a(s? ̂  ^ h)y)U(h89 y) dsdy < Ce's/h9 

for ail a in a real neighborhood of a0 and fi G ]0,e^]. Then m0 ^ qscWFa(u). 
The converse is also true (take k = ao in (2.9)). In other terms we can ignore the 
parameter k in (2.9) and fix it to the value ao- This fact is proved in the Appendix 
(Corollary A. 16). 

(3) If mo = (p0,2/o,0, (Â0,Mo))> we set -̂ o = (po,î/o), 20 = (A0/pQ, Mo/Vo) and the 
fact that mo £ qscWFa(u) is characterized by the inequality (2.9) where <p is a FBI 
phase at (Xo, So, a0, po) and fi = 1, that is we may ignore the parameter fi. This 
shows that qscWFa(u) H (S* M)0 coincide with the usual analytic wave front set since 
then the transformation appearing in (2.9) is a usual FBI transform in the sensé of 
Sjôstrand [Sj]. 

(4) In section 1, we have identified R n \ { z : \z\ < 1} with a subset of S™, thus 
with a subset of ]0,+oo[ x 5n_1, which corresponds to set z = cu/p. Working in 
Rn, it is more convenient to use the coordinates (p,u;) instead of local coordinates. 
The one form on qscT*M is then equal to \H + fi • H. Here \i has to be taken 
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in an (n — 1)—dimensional subspace. Since the forms p, • du and (p, — (p • u)u)du 
coincide (because u • du = 0) it is natural to take p, in a;-1. Thus the coordinates of 
m0 € qscT M will be (po,^o,^o, (Ao,/J0))' + IMoI2 = !» Mo -1- wo- Let us set 

(2.14) 
aa;.u;o = l,ac.a;o = 0 dd d Ao Mo' 

<?3 ' s2 
(n0) = {a = (ap, Oio;,^, ac) G R2n+2 :aa;.u;o = l,ac.a;o = 0}. 

Claim. — Let u G X>'(Rn). Then m,Q £ ^WFaiu) if and only if one can find so > 0, 
a0 G (IIo), a FBI phase (p at (Xo, So, a0, ho), an elliptic symbol a at (Xo, a0, ho, 0o) 
a cut-off x near Xo, positive constants C, eo such that 

(2.15) \Tu(a,h,k)\ 

qf 
•+oo 

'0 Sn-l 
eih- k~ v(PM^,fc)a(/!,//l)a,)a>h)fc)x(p/h)a;)u(a,/p) aa;0 

re 

dre 
dv 

<C Ce~£o/hk 

for a close to a0 in (IIo), (h,k) close to (ho^cro) in [0, H-oo[2, where 

(p(s, u, a, h) = (s — as) aT + (u — ct^) • + ih[(s — as)2 + (u — a^)2]. 

Indeed, in some local coordinates, (2.15) will coincide with (2.9). Let (0i,..., #n-i) 
be an orthonormal basis of UQ. Writing = u0 + Y^j=i aj&j<> aC = Y^jZi bjOj we 
see that • aç = a - b ; therefore in thèse coordinates (2.1) is preserved and (2.2) to 
(2.5) are satisfied. 

Examples 2.9 

(1) Let u0 be such that eô^u0 G L2(Rn) for some S > 0. Then ^scWFa(u0) H 
( ^ M M ) ° = 0. Indeed let m0 = (0,a;o, A0, A*o) be a point of (^SCT^MM)°. We 
set a0 = (S0,CJO, A0/SQ, //O/^Q)- According to Theorem 2.5 and Remark 2.8 (2), (4), 
we can take k = 1, a — 1 and cp(X:a,h) = (X — ax)&~. + i/i(X — QLX)2 (where 
X = (p/h,u)) in (2.9). In the coordinates (p,cj), our assumption on uo reads : 
u0(u/p) = p%+i e-ô/pv{p,u) with v G L2(R+ x S71"1). Let x be a C°° cut-off 
supported in {\s — so\ + \u — uo\ < e} with e ^ 1/2SQ. Then 

Tu0(a,h) = 
dr 

re ddv 
ih *v(p/h,v,a,h) ( /h \ -5. pv{p,u) 

dp 
N J_ 1 /)2t2 

dv 

On the support of % we have \so < p/^ ^ fso so — 5/p ^ — ̂  Since |ei/l 2<̂ | ̂  1 
we get |T^0(a, /i) | < Ce~E°lh, for ail a near a0, which means that mo $É qscWFa(i/0). 

(2) Let ^o(#) = e%(Ax>x\ where A is a real n x n symmetric matrix. Then 

QSCWFa(u0) C A0 = {(0,(^0, - A J Q • ^o, AJ0 - ( A ^ 0 • <*>o)<*>o), G 5n_1}. 
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14 CHAPTER 2. THE ANALYTIC QSC WAVE FRONT SET 

First of ail, since Uo is analytic, it has no usual analytic wave front set ; by the 
Remark 2.8, (3), it has no <*scWFa in (<iscS*M)0. We show now that 

*scWFa(u0) H RcT;MM)° C A0. 

Here we may use the transformation (2.15) with 

k = 1, a = 1 and <p = (X — ax)cx,E + ih(X — qj)2. 

Let mo = (0,CJO? Ao, Mo) with JJLQ _L cu>o but 

(Ao, Mo) 7̂  (—^o * ^o, Auo — (Au0 • uo)u>o)-

We set X0 = (s0,u)o), So = (A0/so> W s o ) and we take a0 = (X0,S0) = 
(SQ.UO, AO/SQ, MO/^Q). Then we have 

(2.16) Tuo(a> h) — h r 
+00 

'0 Sn-l 
eih 20(s^,c,h)x^^ ds 

sn+l 
du 

where 

(2.17) 

6{s,<jO,a,h) = 02(S,CJ,Q>) + ihO\(s,u,a) 

2̂(5,0;, a) = (s — as)aT + (a; — OLu)â  — 1 Au • u 
2 S2 

0i(s,<j,a) = (s - as)2 4- (a; - a,,)2 

«a; • = 1, aç - UQ = 0 . 

We have 

(2.18) d02 
ds 

(s, u;, a) = OLT -
Au - u 

s3 
and if t e Tu 5n_1 i.e. t-w = Owe have 

(2.18)' dd 
902 
<9u; 

d+dld t • Au; 
s2 

= t • Cfc£ — t 
Au — (Au - u)u 

s2 

Claim. — One can find t G TUQ S71 1, \t\ = 1, Co > 0, s > 0 such that for ail (s, CJ, a) 
m R+ x 5n-1 x (IIQ) such that \s — SQ\ + \u — UQ\ -h ja — ao| ^ s we have 

(2.19) 
d+d;d 

05 
(s, a;, a) + t- d0o 

doj 
(s,LJ,a) 

Otherwise for every t € T̂ 0 Sn 1 one can find séquences (SJ), (u>j), (oy) converging 
to SQ, ̂ o, cto such that 

d92 
ds 

s+d:lmd +d: + t-
dd2 
du> 

{sj,u>j,aj) 
1 

5 • ? 
.7 

d+dmd +d 

It follows, according to (2.18), (2.18V that 

An . AUQ • Un 
<?3 s0 <?3 

= 0 and t - < Un 
d+dl 

Acj0 - (AUQ • o;0)̂ o 
s2 

= 0 

but this is in contradiction with our choice of (ÀQ,/XO)-
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2.6. MORE GENERAL PHASES 15 

Now let us fîx a close to a0 and let us set X = (s, u;), V(X) = 
lt-^(a,u;,a)) 

lt-^(a,u;,a))t 
We introduce the following contour in Cn, 

(2.20) E = {Z G Cn+1 : Z = X + iuXi(X)V(X), X = (s,a;) G ]0,+oo[ x S71-1} 

where z/ is a small positive constant to be chosen and 

X i W = l if | X - X o K e i 
0 < x i < 1 . 

kXiW = 0 if | X - X o | ^2£l 

ei being such that xPO = 1 on the support of xi in (2.16). Since 6 given in (2.17) 
can be extended as a holomorphic function of (s, w) in C x Cn and since x(X) — 1 if 
S is not real, we can apply Stokes formula and deduce that 

(2.21) Tu0(a, h) = h~n 

s 

eih-2e(z,a,h) X(Z^ dZ 
Zn+1 ' 

It follows from Taylor's formula that, for Z in E, we have 

d2(Z,a) = 62(X,a) + iuXi (X) \\V(x)f + 0(u2 X2(X)\\V(X)\\2). 

On the other hand we have 

61(Z, a) = (Z- ax)2 = \\X - ax f + 2iuXi{X)(X - ax) • V(X) - u2 xï(X)\\V(X)\\2. 

We deduce that for Z in S we have 

(2.22) Re(ih~20(Z, a, h)) = 

- vh-2Xi(X)\\V(X)\\2 + h-20{u2x\{X)\\V{X)\\2) 

- h^\\X - <*xf + u2h-^X2{X)\\V{X)f = (1) + (2) + (3) + (4). 

We have 

(2.23) 

(1) =-vh-2Xi(X)\\V(X)\\2 

|(2)| ^Cvh-2vXi{X)\\V{X)\\2 

(3) ^-h-'WX-axf 

|(4)| ^C^h-^Xi(X)\\V(X)\\2. 

Taking v small, we deduce from (2.22) and (2.23), that 

(2.24) Re(ih-26(Z,a,h)) < -uh~2xi{X)\\V{X)\\2 - h^WX - ax\\2. 

We fix u and we write E = Si U S2 where 

S i ^ l Z G S i l l X - X o l l ^ e i } 

S2 = { Z G S : s ! < \\X-XQ\\}. 

On Si we have Xi — 1 and on E2, 0 ̂  x i ^ 1-
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16 CHAPTER 2. THE ANALYTIC QSC WAVE FRONT SET 

On Si we have by (2.19) and (2.24) 

(2.25) Re(ih~26(Z, a, h)) < +sskl +dld+dl 

On the other hand on S2 we have, ||X — ax\\ ^ \\X — XQ\\ — — OLX\\ ^ §£1, if OL 
is sufficiently close to a0. It follows from (2.24) that 

(2.26) Re(ih-20(Z,a,h)) ^ 1 
4 

d+dld+d 

We deduce from (2.25), (2.26) and (2.21) that 

\Tu0(a,h)\ ^ Ce~£o/h 

if a and h are sufficiently close to a0 and 0. It follows that (0, u;n, Ào, Mo) ^ qscM^Fa(î/o) 
as claimed. 

By the same argument we can prove that UQ has not qscWFa on the corner p = 
a = 0. Indeed, in this case we have to estimate 

Tu0(a,h,k) = h~n pH-oo 

'0 5*1-1 

eih 2k ^(s^^h^^^y as _ 
n+1 

where 
Re 0 = (s — as) otT -h {LU O;^) -

d+d 

2s2 
d+dmld+s 

Im0 = (s - as)2 + - c^)2 
Then 

— (Re0) = ax + 0(fc), *• Q-(RBO) = t-ac + 0(k). 

If a is close to a0 = (so,^o, AO/SQ, MO/5O)> then \aT\ + \aç\ 7̂  0, since À0 + |Mol2 = 1* 
So, if k is small enough we still have (2.19), and the same proof applies. 
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CHAPTER 3 

THE LAPLACIAN AND ITS FLOW 

3.1. The Laplacian 

The Laplacian on M related to the metric g can be written in any System of 
coordinates as 

(3-1) A9 = 
1 

VG 

n-1 

,fe=0 
Dj(VGgjkDk)., 

where DJ = \-^,G = det{gjk), (gik) = {gjk)-\ 
Since g is a scattering metric, (1.1) and (1.2) show that 

9oo = 
1 + p2 hnn 

PA 
9ok — 

hok 
P2 9jk = 

s+dm 

P2 
1 ^ j , k ̂ ddd n — 1. 

It is easy to see that, for small p, we have 

(3-2) 

G = 
/ 1 

(H + 0(p)), H = det(hjk(0,y))ss<w< 

g00 = p4 + O(p6), g0k = O(p4), 1 0 < n - l 

g>k = p2hik(y) + 0(p3), l ^ j , f c < n - l , where 

(hik) = (hJK(0,y))^j^n_1. 

Here 0{pi) dénotes an analytic function on [0,e[ x dM which can be written as 
p£a(p, y) with a analytic. 
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It follows from (3.1) and (3.2) that 

A9 = \ DP? + PA A° + C(N) P5 DP + pr] ' WHERE 

(3.3) 
A0 = 1 

s/H 

N-1 

s+d 
dd VHhjk(y)Dk) and 

R = 
d+dmld+dl 

aae(p,y)(p3Dp)e(p2Dyr, aae(p,y) = p^e)âae{p,y), 

a(0,2) = l , cr(l,l) = 0, cr(2,0) = 0, CT(1,0) = 2, <T(0,1)=3. 

Let us remark that one can also write 

(3.4) 

Ag = (p2Dp)2 + p2 A0 + d(n)pzDp + pi?' 

i2' = 
l<|a|+£<2 

0(0,2) = 1, 0(1,1)=O, 0(2,0) =0, 0(1,0) = 1, 5(0,1) = 2. ld +d 

0(0,2) = 1, 0(1,1)=O, 0(2,0) = 0 , 0(1,0) = 1, 5(0,1) = 2.sd+sl:s 

3.2. The Hamiltonian 

In the pseudo-differential calculus of Melrose [M2], the principal symbol of Ap is 
a function on ^SCT M which can be written as 

^(Ao)(p,2/,À,/z) 1 
P2 

p(p,?/,A,/i) where 

(3.5) 
v{p, y, A, a) = X2 + |M|2 + pr(p,y, A,//) with 

n i2 = 
n-l 

j,fc=l 
^ (y)^^fc, *•(•••) = 

|a|+£=2 

<w(p, 2/) A£ 

aç)Ap,v) = pa0e(p,y). 

The symplectic two forms on qscT*M is a; = da where a has been defined in (1.4). 
Therefore 

(3.6) ou = 
dX A dp 

P3 
dp A dy 

P2 
- 2p • 

dp A dy 
P3 

The Hamiltonian HA of the symbol of A^ is then defined by 

(3.7) 4 P2 p) (.) = -omega(HA, •)• 

An easy computation shows that 

(3.8) HA = 
dp 

evre 
dp 
dp, 

dvr (2p - 2p • 
dp 
dp 

dp\ 
d+d d+d 2/i 

dp 
dX 

vrd 

dy. 
v+de 
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3.3. THE FLOW ON (QSCT9MM)° 19 

Using (3.5) we see that 
(3.9) 

HA = X0 + X wher< 

X0 = 2Xpdp + 2(A2 - M2)dx + 2(p, 0y> + 4A/x • ^ - ( ô j ^ l l 2 ) ^ 

where (a, 6) = 
n-l 

+d:ld+dl 
hjk{y)ajbk, \\a\\2 = (a,a), and 

-X" = PiP2do +P2pdv + çip^A + <?oP#u where pi (resp. <&) are 

polynomials of degree 1 (resp. 2) in À, p with analytic coefficients in (p, y). 

3.3. The flow on (qscTaMM)0 

On this set the flow of the Laplacian will be the flow of Xo since X vanishes on 
this set. Let ra0 = (0, yo, A0, po) G (qscT^MM)°. The flow of X0 starting from m0 is 
given by the équations 

(3.10) 

p(t) = 2\(t)p(t), P(0) = 0 

Huit) = 2 
n-l 

fc=l 
tf*(y(t)),ifc(i), y(o) = yo 

Â(t) = 2(A2(t)-||M(t)||2), A(0) = Ao 

A(t)=4A(t)M(t)-ay||M(t)||2, A*(0) = Mo • 

This System has a unique maximal solution defined on [0,T*[ (and in ]T*,0]). 

Case 1: if p0 = 0. — By the first équation we have p(t) = 0 for t G [0,T*[ and the 
last one shows that p(£) = 0, t G [0,T*[. Then, by the second équation, y(t) = yo? 
t G [0, T*[, and the third one can be written X(t) = 2X2(t) ; thus we have X(t) = 1_^>Xot 
for t G [0, 1/2A0[ if A0 > 0 and for t G [0,+oo[ if A0 < 0. Moreover if A0 > 0 we 
have limt_H>1/2A0 A(£) = +oo. Summing up, if Ao > 0 we have T* = l/2Ao and every 
intégral curve of Xo starting from mo = (0,yo,Ao,0) reaches the corner p = a = 0 
at finite time l/2Ao- If Ao < 0 then the intégral curve is defined for ail t in [0, +oo[ 
and stays in (qscTaMM)°. The same discussion applies to the case t G ]T*,0]. We 
introduce the sets 

(3.11) 
Jsf = {m = (p, y, A, p) : p = p = 0} 

Af+ = {m£jV: A > 0 } , M~ = {m G M : X < 0}. 

Case g : i/ po 7̂  0. — In that case the solution of (3.10) exists for ail time in R and 
the intégral curve stays in the interior of qscTaMM. Here is a sketch of the proof 
of thèse facts (the détails are in [W], section 11). If po 7^ 0 then p(£) =̂  0 for ail 
t in ]T*,T*[. We set p(£) = p(£)/||p(£)|| and we parametrize the curve by s where 
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20 CHAPTER 3: THE LAPLACIAN AND ITS FLOW 

s(t) = 2||/i(t)||, s(0) = 0. The équations (3.10) give 

(3.12) 

(i) 
dp Xp 
ds ||m|| 

(iv) dX A2 - li/ill2 
ds |H | 

(ii) 
dyi 
ds 

h fij (v) 
dÛ£ 
ds 

1 \ 

z 

-i 

ddlkd+d 

dhjk 

dye 
Uj Pk • 

(iii) d\\u\\ 
ds 

= 2A 

Then we set a = X/\\p,\\ and we see that à = — (1 + a2). The solution of this 
équation, such that a(0) = tan0o, 0o G ] — 7r/2,7r/2[, is = tan(0o — -s) where 
0o — s G ] — 7r/2,7r/2[. It follows that A(s) = tan(0o — s). Using the équation 
(iii) in (3.12), we get 

(3.13) 
\\ti(s)\\=Acos2(e0-s) 

X(s) = 
4 
2 sin2(0o — s). 

Then, using (i), we obtain 

(3.14) p(s) = Ccos2(0o - s) 

Since o?(0) = Ao/||/io|| = tan#o, we have 0o = Arc tan Ao/||/xo||- On the other hand, by 
(3.13), A§/||/io|| = A sin2 0O. Therefore ^ + ||/x0|| = A. Moreover, è(t) = 2\\p(t)\\ = 
2^4cos2(0o — s(t)). It follows that s(t) exists for ail £ G R. This implies that the 
solution of (3.12) exists for ail £ G R and (3.13) shows that |A| + \p\ is bounded so the 
intégral curve stays in the interior of qscT^MM. 

3.4. The flow on qscS*M 

When |A| + \p,\ is large, we make the change of variables in the cotangent space, 
(p, y, A, p) h-> (p, y, <J, (Â, p)) where 

(3.15) a = 
1s 

b(p ,y ,A ,M) ]V2 ' 
A = aX, p = a p. 

In thèse new coordinates the Hamiltonian HA is singular at a = 0. However a HA is 
a smooth vector field and we have 

(3.16) aHA = f 
dp , 
d> 

dv 
dp 
dp 

d _ dp 
dv 

dv\ 
vrd 

dd dd dp 
dv 

vrd 
~dyJ 

dn+crfip, v, A, a) dn . 
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By définition, the flow of the Laplacian on qsc5*M will be that of a H A- It is therefore 
given by the following équations 

(3.17) 

P — P 
dp 
dX 

(p, y, A, p) 

y = 
dp 
dp 

(•••) 

P(0) = po 

y(0) = yo 

A = — 
dp 
dp 

+ P 
dp' 
dp 

(...) A(0) = A0 

s+dld+d, dp 
d\ 

dp' 
dyJ 

( . . . ) u(0) = pn 

à = cr/(p, y, À, p) <j(0) = 0. 

The last équation shows that a(t) = 0 for ail £. 

3.5. Behavior of the flow for large time 

Définition 3.1. — A maximal intégral curve of a HA on *SCT M will be called non 
trapped backward (resp. forward) if it is defined for ail t in ] — oo, 0] (resp. [0, +oo[) 
and p(t) —* 0 as t —• —oo (resp. t —• +oo). 

In (3.11) we have introduced the sets A/", j\f±. Here we set 

(3.18) A ^ = {m = (p,y,a,(Â,p)):p = p = a = 0, Â = ± l } . 

Définition 3.2 
(i) Let m G qscT*M, m $É A/". We shall say that m is non trapped backward (resp. 

forward) if the intégral curve of a HA starting from m is non trapped backward (resp. 
forward). 

(ii) Let m G A/", m = (0, yo? cro, (=tl, 0)). We shall say that m is non trapped 
backward (resp. forward) if the point (0, yo, 0, (±1, 0)) G A/± does not belong to the 
closure of any intégral curve of a HA trapped backward (resp. forward). 

We shall dénote by T_ (resp. T+) the set of points which are trapped backward 
(resp. forward). 

Proposition 3.3. — Let m0 G qsc5*M \ {Ni U T_) . T/ien 

Ar_oo(m0) = lim exp ter iÎA(mo) G AA\ 
c—»• — Ut) 

^Same resuit when — and + are exchanged). 

Proof. — Here exp ta H A dénotes the flow of a HA described in (3.17). Let mo = 
(p0, yo, 0, (ÀQ, Po)) be non trapped backward. We have the following cases. 
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Case 1 : p0 = fj,0 = Q. — The first équation in (3.18) shows that p(t) = 0, t G (—oo, 0]. 
According to (3.5) we see that the other équations reduce to 

= dml +d: 
n-l 

k=l 
hjh(y)jlk, A = -2||7Z||2, TI = 2Xp-dy\\p\\2 

Therefore p(t) = 0, X(t) = 1, y(t) = y0, &(t) = 0, so for ail £ we have exp taH^mo) = 
m0 G 

Case 2 : p0 = 0, JZ0 ^ 0. — Then p(£) = 0 but p{t) ^ 0 for ail t in (-oo,0]. The 
above équations show that A is strictly decreasing on (—oo,0]. Since — 1 ̂  X(t) ̂  1, 
X(t) has a limit £ when t goes to —oo. It follows that ||7/(£)||2 = 1 — A (t) —» 1 — £2 
so t —• -2(1 - ^2). This implies that £ = q=l so -> 0 and À(t) ±1. On 
the other hand we deduce from the above équations that ^ ||7Z(£)||2 == 4A(£)||7ï(£)||2, 
so if X(t) —• —1 when t —» —oo we would have ||jû(t)||2 —• +oo. Therefore A(t) —• 1, 
| | ^ Ce**, 5 > 0, t ^ 0. It follows from the équation in y that yj G Lx(—oo,0) 
so yj(t) tends to a limit as t —• — oo. 

Case 5: po ̂  0. — In that case, rao non trapped backward implies that p{t) —> 0 
as t —• —oo. Moreover, by the first équation in (3.17), we have p(t) ^ 0 for ail t. 
Now we check easily from (3.17) that ^[p(p, y, A,p)] = 0 ; since, by ellipticity of 
p = A2 + \\p\\2 + pr we have c(A2 + ||/x||2) < p < \ (A2 + ||/x||2), it follows that Â, /Z, 
r(p, y, A, 71) and their derivatives are uniformly bounded. We have 

p = p 
dp 
dx 

= 2Ap + p2ri(p,y, A,pt). 

Then, using the Euler relation, we get 

À = A 
dp 
dX 

-2p-p dp 
dp 

= A +x+dnjd dr 
vrd 

-2p-p 
dp 
dp 

Since p(p,y, A, p) = 1, we obtain A = 2A — 2 + pr2(p, 2/, A,//) where ri and r2 are 
bounded. Let us set a{t) = (X(t) — l)/p(t). Then 

àc = \p-(\-i)P 
P2 

1 dr 
vr 

[2p(A - 1)(A + 1) - 2Ap(A - 1) + p2r3] 

à = 
1 

P2 
Ï2o(\ - lï 4- o2rJ = 2a(f) 4- ffil 

where / is bounded on (—oo, 0]. It follows that a is bounded on (—oo,0], so 
|Â(t) - 1| < Afp(«). Therefore Â(«) — 1 and \\/J,(t)\\2 = 1 - X2(t) - p(t)r(- • • ) 0 so 
linit-̂ -OO exptcr/^A^o) S A/+. • 

Given e > 0 we set 

fie = {(p,y, , i ) G C x Cn_1 x Cn_1 : |p| + \»\ < e } . 
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Then one can find e* > 0 such that for ail 0 < e < s* and ail (p, y, p) in Q£ the 
problem 

(3.19) 
' p(p, y, a, p) = î 

Re À < 0 

has a unique solution À = À(p, y, p) which dépends holomorphically on the parameters. 
By extension we shall say that the point m = (p, y, 0, (À, p)) belongs to Q£ if 

(p, y,p) belongs to fl£ and À is the corresponding unique solution of (3.19). 

Lemma 3.4. — There exists SQ > 0 such that for ail m* = (p*, y*, 0, (À*, p*)) in Q£o 
we have 

(a) exp ta H^(m*) exists for ail t ^ 0, 
(b) exptaHA(m*) converges, ast goes to infinity, to apoint (0,y,0, (—1,0)) € Ml, 
(c) y dépends holomorphically on (p*,y*,p*) in Q,£o and 
(d) y = y * + p* Fi (p*, y *, p* ) + p* F2 (p*, y *, p* ) . 

Proof — Let us introduce the following subset A of ]0, +oo[. We shall say that T E A 
if the System (3.17) with data (p*,y*,À*,p*) has a solution on [0,T] satisfying 

(3.20) 

\p(t)\^2e0e-2t 

| y ( t ) - y * K 4 / 2 

|A(*) + 1| ^2£0e~4t 

|p(t)| ^ 2eoe~2t 

Our purpose is to show that A =]0, +oo[. Let T* = sup A and assume that T* < +oo. 
Let T <T*. By the fîrst équation of (3.17), our solution on [0,T] satisfies 

P = P 
dp 
ÔX 

= 2 A p + p2a(p, y)À + p&(p, y)p, 

a, 6 bounded. Then 

p = -2p + 2(A -F- l)p + ap2X + pbjLt = -2p + / ^ t ) . 

It follows from (3.20) that \fi(t)\ ^ Ci^e"4' . Since 

p(t)=p*e-2< + e-2idv 
dr 

/o 
e2sh{s)ds 

we get 

(3.21) |p(t)| <e0e-^ 
Ci 

2 
2 -It < 3 

2̂  
oe 

if Ci£0 < 1. 
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Now 

(l = fJ, 
dp 
vrd 

dp 
dy 

= —2p + 2(A + l)p,+ aip2Xfjt + a2pp — dy\\p\\2 + a3p2A + a4pA/x + a5p/x2 

= -2/x + /2(t) 

where |/2(0I ^ Cis\e 4t. Since ^ €Q we get easily, as above, 

(3.22) Ht)\ K 
3 
2 

3 6"2i 

if (72^0 ^ 1. Let us look to A. We have, since p(p, 2/, A, p) = 1, 

(3.23) A2 - 1 = -||/x||2 - p(apA2 + bXp + c//2) • 

Now 

|A2 - 1| = |A + 1| |A - 1| = |A + 1| |2 - (A + 1)| ^ |A + 1|(2 - 2s0) ^ |A + 1| 

if e0 < 1/2. It follows from (3.23) and (3.20) that 

(3.24) IA + 11 ^C3e2e-4t ^e0e-4t 

if C360 < 1. 
Finally, yk = dp/dpk = 2 YJj=i h° (y)N + Pai^ + Pak • M- Then 

\y(t)-y*\^C4e0 
df 

'0 
>-2sds ^ C4 

2 
so 

(3.25) \y(t)- y* I < 
1 
2 

-1/2 
-0 

if C46o/2 ̂  1. 
Moreover for t,tr in [0,T], we have 

(3.26) \y(t) - ytf)\ C4e0 
vrd 

vrd 
e"2scte . 

Now it is easy to see that (p(T),y(T), X(T), p(T)) have a limit as T goes to T* 
and thèse limits satisfy estimâtes as (3.21), (3.22), (3.24) and (3.25). Applying the 
Cauchy-Lipschitz theorem, we then see that a solution of (3.17) can be found, which 
satisfies the estimâtes (3.20) on [0,T* + ô] ; this contradicts the définition of T* and 
proves that T* = +00. Thus a) is proved and b) follows from (3.20) and (3.26). 
Since exp ta HA (m*) dépends holomorphically on (p*,y*,/i*) in fleQ and since, by 
(3.20), (3.26) the convergence to (0, y, 0, (—1,0)) is uniform, the claim c) is proved. 
Finally assume in (3.20) that the data p(0) = p* and p(0) = p,* are equal to zéro. 
Then p(t) = p,(t) = 0 for ail t in [0,+oo[. It follows that y(t) = 0 for ail t so 
y{t) = t/(0) = y*. This proves d). • 
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Corollary 3.5. — Let 

mo = (0,i/o,0, (-1,0)), 5*>0 and V = {m* : d{m\N^(m0)) < 5*}, 

where d is Euclidian distance. Let m* G Q£o be such that exptcrH&{m*) converges, 
as t goes to H-oo, to a point (0,|/, 0, (—1,0)). Then, if SQ is small enough, one can find 
6 > 0 such that if \y — yo\ < S we have m* G V. 

Proof — Let m* = (p*,i/*,0, (A*,p*)). By the implicit fonction theorem, keeping 
the notations in Lemma 3.4 d), one can find A*, G C with ReA*, < 0 and 2/q € Cn_1 
such that 

(3.27) p(p*,Ï/O>A5,aO =1 
2/o = 2/o+ P* Fi (P* ,y^P*)+P*F2 (p*, yZ , p* ) . 

It follows from Lemma 3.4 that m§ = (p*, t/Q, 0, (AQ, p*)) belongs to fl£o and to 
^+i(mo)- Since ÀQ = G(p*, t/o\p*), where G is holomorphic in Q£o> we see that 
|m* — mol ^ CJy* — Vol- From Lemma 3.4 and (3.27) we deduce that 

|m* - mS| ^ C|2/0 - » | + C'(|p*| + |p*|) ^ C|y0 - vl + C"£0 < C<5 + C'£0 < 5* 

if 5 and 6o are small enough. It follows that m* G V. • 

Corollary 3.6. — One can find SQ > 0 and a holomorphic function G in the set 
{(p*,p*) : |p*| + |/x*| < s0} s«cft that if m* G fi£o H N~^(mo)f then p? = G(p*,y*). 

Proof — This follows from Lemma 3.4 d) and the implicit function theorem if we 
can show that /^(O, yo, 0) is invertible. To compute this term, we may take, in (3.17), 
p* = 0, y* = yo and p* = p\ei where p | G C and (e i , . . . , en_i) is the canonical 
basis in C71"1. Then p(t) = 0 for ail t. Let us set p | = z G C, y{t) = 2/0 + zY(t), 
p(t) = zrj(t). Then from (3.17), we get 

Vk(t) = 2 
n-l 

vrd 
hJk(yo)zVj(t) + 0(\z\2)=zYk(t) 

Jï(t) = -2zr](t) + 0(\z\2)=zfI(t) 

since, by (3.23), we have A + 1 = 0(\z\2). 
It follows that (Y, 77) satisfies the System 

Yk(t) = 2 
n-l 

3 = 1 
h3 (yo)vj(t) + 0(\z\)9 Yk(0) = 0 

i7(t) = -2f7(*) + 0( |z | ) , 17(0) =e*. 
To compute ^ (O, yo, 0), we have to solve this System with z = 0. We obtain %(£) = 0 
ii j ^ £ and r#(£) = e~2t. We deduce that !&(£) = 2ft, (yo)e-2t, which shows that 

Yk(t) = h (T/O)- It follows that F2(0,yo,0) = (h (yo))i^k,£^n-i which is 
invertible. • 
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CHAPTER 4 

STATEMENTS OF THE MAIN RESULTS 
AND REDUCTIONS 

We consider in this section for uo G L2(Kn), a solution u(t) in the space 
C°([0, +oo[, L2(Rn)) H C 1 ^ , +oo[, H-2(Rn)) of the problem 

(4.1) 
du 
dt 

+ iAgu = 0 

U\t=0 = U0 
where is the Laplacian with respect to a scattering metric g. 

4.1. Main results 

Our purpose is to answer the following question : given a point rao in C = 
qscT^MM U qsc5*M and a time T > 0, on what condition on the data u0 do we 
have m0 £ qscWFa(>(T, •)) ? 

The point rao will be described by its coordinates 
(i) if <JQ = 0, ra0 = (po, 2/o,0, (A0,M0)), A0 + \JX0\2 = 1 
(ii) if <r0 > 0, ra0 = (0, 2/0, A0, po) with A0 = A0/cr0, Mo = V>o/ao-
We shall consider se ver al différent cases. 

Case 1. — po = 0, (Jo > 0 and 
(l.i) no ï 0, T > 0, or 
(l.ii) Mo = 0, A0 > 0, T > 0, or 
(l.iii) po = 0, A0 < 0, T < -1/2A0. 

Theorem4.1. — We have ra0 £ qscWFa(îx(T, •)) i/ <md only if exp(-TX0)(ra0) £ 
qs<WFa(*/0). 

Case g. — po = 0, (To > 0 and 
(2.i) po = 0, A0 < 0, T = -1/2A0. 
Let us set rai = exp ( ^ X o ^ r a o ) . It follows from § 3.3 that m\ € Ni, that is 

rai = (0,2/i,0, (—1,0)). We shall dénote by i V ^ ( m i ) the set N+^Çmi) \ {rai}, that 
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is the set of points in S*M, différent from mi, which arrive at time t = +00 at the 
point mi by the flow of aH&. 

Theorem 4.2 
Assume that one can find a neighborhood U of mi = exp (̂ ĵ ^K7710) suc^ ^at 

N+ïoirm) H U does not intersect *scWFa(u0). Then ra0 <*scWFa(u( - 1/2A0, • ) ) . 

Case 3. — po = 0, ao > 0 and 
(3.i) po = 0, A0 < 0 and T > -1/2À0. 
As before let us set mi = exp ( 7 ^ X 0 ) (rao) G Ni. If m\ is not backward trapped 

then, by Définition 3.2, ail the points of AT+^rai) (that is the points arriving at 
time -h 00 at m\ by the flow of a Hare not backward trapped ; therefore the set 
N-00(N^~^0(mi)) is well defined. We shall set 

scat(rai) = N-ootN+^rm)) C N$. 

Theorem 4.3 
Let m\ = exp (2^-Xo)(rao) G Ni. Assume that m\ is not backward trapped and 

that exp [ - (T + 2^°)] (scat(rai)) n *scWFa(u0) = 0. Then mQ £ *scWFa(u(T, •)). 

Case 4. — cr0 = 0 and (4.i) p0 > 0, T > 0, or (4.ii) p0 = 0, m0 £ Ni, T > 0. 

Theorem 4.4 
Assume that rao is not backward trapped (then JV.oofmo) G N+). Assume that 

exp(-TX0)(iV_00(mo)) £ qs(WFa(u0). Then ra0 £ q5CW\Fa(u(T, • ) ) . 

Case 5. — ao > 0 and 
(5.i) po = 0, rai = exp(-TX0)(ra0) G Ni, T > 0. 

Theorem 4.5 
Assume that mx £ *scWFa(u0). Then ra0 = exp(TX0)(rai) g qsWa(u(T, • ) ) . 

Remark 4.6. — Theorem 4.4 contains the so called "smoothing effect". Using Exam­
ples 2.7 (1) and (2), we can recover results which, in this context, are analogue to 
those of [RZ1] and [RZ2]. 

The results described above will follow from several other ones which we state now. 

4.2. Propagation inside <*scT*dMM 

Theorem 4.6 
Let 0 ^ 0* < 0* and me qscT*M. Assume that exp(0Xo)(ra) G (qscT^MM)° for 

0 G [0*,0*]. Then 

exp(0*Xo)(ra) i *scWFa(u(0*r)) exp(0*Xo)(ra) $ ^cWFa{u{9*,.)). 
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4.3. Propagation of the uniform wave front set in (qscSr*M)° or on the 
corner 

Theorem 4.7. — Let t0 > 0 be fixed. Let 0 ̂  0* < 0* and m G qscT*M. Assume that 
exp(0crHA)(m) G (qscS*M)° (resp. qsc5*M n qscT^MM) for 0 G [0*,0*]. Tften 

exp(0*<r ifA)(m) g qscM?Fa(î/(*o, •)) exp(0ViïA)(m) 0 qsc^Fa(i/(£0, •))• 

4.4. Propagation from the interior to the corner 

Theorem 4.8. — Let m G Ml and to ^ 0. Assume that one can find a neighborhood U 
of m in CISCS*M such that N+£o(m) does not intersect qscWFa(u(£o, •)) ^n U. Then 
rn£^cWFa{u{to,-)). 

4.5. Propagation from the boundary at infînity to the corner 

Theorem4.9. — Let m G Assume that exp(-TX0)(m) £ qscWFa(u0). Then 
m£*xWFa(u(Tr)). 

4.6. Proofs of Theorems 4.1 to 4.5 

Let us now show how Theorems 4.6 to 4.9 imply the main results. 

A. Proof of Theorem 4.1. — According to the description of the flow on 
(qscTdMM)° in § 3.3, we see that in the cases (l.i), (l.ii) and (l.iii) the bicharac-
teristic stays, for 0 G [0,T], inside (qscT^M)°. Thus Theorem 4.1 follows from 
Theorem 4.6 taking 0* = 0, 0* = T. 

B. Proof of Theorem 4.2. — Let m\ = exp (^X0)(mo) G Ml (since A0 < 0). 
It follows from Theorem 4.8 (with t0 = 0) that m\ £ qscWFa(ti0). Then one can find 
e G ]0,-l/2À0[ such that exp(sX0)(mi) <jÉ qscWFa(u(er)). Applying Theorem 4.6 
with0* =e , 0* = -l/2Ào weget exp ( - ^ - X 0 ) ( m i ) = m0 £ qscT^Fa(u(-l/2A0, •) ) • 

C. Proof of Theorem 4.3. — Assume that 

exp [ - (T + ^ ) Xo] (scat(mi)) H qscWFa(u0) = 0. 

Let m G scat(rai). Then m G A/+. We apply Theorem 4.9 with T + ^ instead 
of T. It follows that m <£ ^cWFa(u{T + ^ i - , . ) ) . Then a small neighborhood of m 
in qsc5*M does not intersect this set. We apply Theorem 4.7. We deduce that ail 
the bicharacteristic issued from m does not intersect qscWFa(u(T + •))• Using 
this argument for ail points in scat(rai), we see that one can find a neighborhood U 
of mi in S*M such that N+^mi) does not intersect *scWFa{u(T+ •)) in £/. It 
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4SCS*M 

4SCS*M 
m0 

exp(-TX0)(m0) 

rriQ 

*>crdMM 

4SCS*M 

4SCS*M 

mi € Mi 
U 

*m0 

4SCS*M+x5x 

Theorem 4.1 Theorem 4.5 rheorem 4.2 

Scat(mi) = K C A+ 

4SCS*M 

4SCS*M 

ém0 
exp(-TX0)(K)\ 
4SCS*M +dx5x 

qsc%MM 

Theorem 4.3 

gscS+M 

fm0 

4SCS*M 
dd+r5 

EXPF-rXoKtf-OOFMO)) 

4SCS*M +6x5 

Theorem 4.4 

follows from Theorem 4.8, with t0 = T + ^ > 0, that mi £ q8CWTFa(tA(T + • ) ) . 
Let us introduce ra2 = exp(—TXo)(mo). Then rai = e x p ( ( T + 2^)X0)(ra2) ^ 
qscWrFa(n(T + • ) ) • Then one can find 6 > 0 such that 

exp(eX0)(mi) 

= exp ((T + ^ + *o)(m2) G (qscT^MM)° n (qSVFa(n(T + ^ + s, -)))C. 
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p(-TX0)(x+x 

^kp(Ô*X0)(m) 

exp(0.Xo)(m 

kp(Ô*X0) 

Theorem 4.6 

q*cS*M 

< 3, iî(X,(3)e 

&xp(9tf<TH/^)(m) 

kp(Ô*X0) 

Theorem 4.7 

kp(Ô*X0) 

kp(Ô*X0) 

kp(Ô*X0) 
me Mi 

kp(Ô*X0) 

'*SCS*M 

me Ml 

exp(-TX0)(m) 

p(-TX0)( xs 

Theorem 4.9 Theorem 4.8 

Applying Theorem 4.6 with 0* = T + ^ + e < 0* = T we see that exp(rX0)(ra2) = 
m0<]É^WFa(u(Tr)). 

D. Proof of Theorem 4.4. — Let m\ = A/L^rao) G .A/+. Since 

exp(-TX0)(mi) i qsWFflK) 
we have, by Theorem 4.9, rai g qsWFfl(w(T,-)). If m0 G ̂ cWFa{u(T^) then, by 
Theorem 4.7, ail the bicharacteristic starting at rao is contained in qscWFa(u(T, •)). 
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Since this set is closed it would follow that 

AT-oo(mo) = mi = lim exp(^o)(m0) G qscWFa(u(T, •)) 
t—* — OO 

which is a contradiction. So rao ̂  qscWFa(u(T, •)). 

E. Proof of Theorem 4.5. — The complementary of qscWFa is an open set; then, 
there exists s > 0 such that 7712 = exp(£X0)(rai) 0 qscM^Fa(u(£, •)) . We can now 
apply Theorem 4.1 with T — e to obtain Theorem 4.5. 
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CHAPTER 5 

PROOF OF THEOREM 4.6 

In (qscT^MM)° we can, according to the Remark 2.8 (2), forget the parameter k 
in the FBI transform and use (2.9)'. Using (3.4) we see that the adjoint A* of our 
Laplacian can be written as 

(5.1) 
A* = (p2 Dp)2 + p2 A0 + c(ri) p3 Dp + d(n) p2 + pR where 

R = 
0<|a|+£<2 

ba£(p,y)(p2Dp)£(PDyr, b0t(p,y) = p 3 " ^ ( p , y ) . . 

Let (0o;5o,2/o,<^o) € IR x M+ x Rn x M2n be a fixed point. Roughly speaking our 
goal is to find phases <p = <p(0; p/h, y, a, / i) , symbols a = a(0; p//i, y, a, /i) depending 
smoothly on ail variables in a real neighborhood of (#o; SQ, yo, OLO, 0) such that, at least 
formally, we have 

(5.2) 
d 

\ae 
dd+dk,d (aeih **) = 0(e-e'h), e > 0. 

We shall seek for <p and a on the following form 

(5.3) s+dlr 0; P 
h dx+ed5 + ih<pi ff P 

h y, oc) 

(5.4) a = 
3^0 

h? dj 0; p 
h 

y,a,h). 

An easy computation shows that, working with the variable s = p/h, we have 

(5.5) 
d 
de 

s+d,kd 'aéh 2<fi) = h~2 éh 2v(I + 11 + III + IV). 

(5-6) 

/ = * 'd<p2 

de 
dv d(f2\2 

ds ) 
+ s4 

! ^ 2 | | 2 > 

dy II 
a, where 

imi2 = 
n-l 

+dnjd 

hjki [y) Yj Yk = (y, y) 
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(5.7) 

II = -hidpx +iF0I s, 2/, 
d(f2 dip2v 
ds ' dy 

a, where 

£ = d 
d0 

+ 2s4 d+dkjr 
d+dùmr 

+-2s2 <9<£>2 5 
' dy and 

jFQ is real if (s, y) is real and is a polynomial in d(f2 d(f2 
ds ' dy 

(5.8) JJJ = /i2{La + Fi (5, y, (dacpi)\a\^£=i,2) a) • 

(5.9) IV = 
2 

3=1 
h2+J Xj (sh, s, y, (dŒ ̂ )|a|^2,£=i,2 ; #2/) a-

Here i*i is analytic in (5,2/), polynomial in (da(p£), \a\ ^ 2, £ = 1,2 and is 
a homogeneous differential operator of order j whose coefficients are finite sums of 
terms of the form b(sh,y)c(s,y)(dCk<pi)€l (d*3(f2Y2 where \a\ ^ 2, \0\ ̂  2, £x + £2 ^ 2 
and c, 6 are smooth. 

5.1. The first phase équation 

Our purpose here is to find ip2 such that the term I in (5.6) vanishes. We shall 
solve, for (0, s, y) real, the Cauchy problem 

(5.10) 
9<f2 
de 

^s4 'dip2 
ds , 

>2 
+ S2 

d<p2 
dy 

I2 = 0 

</?2|e=é>0 = (s — as)aT + (y - ay) • 

where a = (as,ay, aT,av) G M2n is a parameter close to ato- If we set 

(5.11) (p2(0;s,y,Q>) = (p2(0]s,y,aT,arj) - asaT — aYOLV 

then (5.10) is équivalent to 

(5.12) 
dip2 
de 

±s4 •dip2' 
. da 

,2 
+ s2 d<p2 

dy 

2 
= 0 

<P2\0=0O = saT + yav 

Let us consider the symbol 

(5.13) e{s,y,r,v,e*) = e* + q(s,y,r,V), <?(•••) = s4T2 + s2imi2. 

The équation in (5.12) is équivalent to 

^|s,2/, 
d(p2 
ds 

d(p2 
dy 

d<f2^ 
de 

= 0. 
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5.1. THE FIRST PHASE EQUATION 35 

The bicharacteristic of £ starting from (0Q,s,y,cxT,av) is described by the équations 

(5.14) 

è(t) = i 0(0) = Oo 

s(t) = 
dq 
dr 

(s(t),y(t),r(t),T)(t)) 8(0) = S 

m = 
Ôq 
9rj : • • • ) y(0) = y 

-e*(0) = -q(s,y,r,rf) à*(t) = o 

f(t) = -
dq 
ds ; ( « ( * ) , » (* ) ,T( t ) , !?(*)) r(0) = aT 

m = -
dq 
dy 

( . . . ) 77(0) = a „ . 

We have 9(t) = t + 80, &*(t) — ô*(0) and the System in (s,y, T, raj) has, for small \t\, a 
unique solution 

(s(t;s,y,aT,ar,), y(t;s,y,aT,av), T(t,s,y,aT,av), t](t;s,y,a.r,av)) . 

Let us consider, for fbced (aT,a^), the set 

(5.15) A = {(6,s(0 - 00;s,y,aT,av), y{6 - Oo;s,y,aT,av),0*(0), 

T(6 - 60;s,y,aT,ar,), rç(0 - 90;s,y,aT,av)), (0,s,y) close to (#o, «o, yo)} • 

Then A is a Lagrangian submanifold and, since £ is constant on the bicharacteristics, 
we have 

(5.16) * |A = 0. 

Now the map (0, s, y) \-* (#, s(9 — 9Q\S, y, aT, av), y(9 — 9Q\ • • • ) ) has a Jacobian with 
déterminant equal to one at 9 = 9$. It follows that the projection on the basis 
II : A —> R x R x Rn_1, is a local diffeomorphism. Therefore one can find a real 
function (p2(9; s, y, ax, av) in a real neighborhood of (#o> $0, yo) such that 

(5.17) A = d+d,r dip2 9(p2 d(f2 
39" ds" dy 

(0, s, y) close to (<90, s0, yo) \ . 

Then (5.16), (5.17) show that (f2 solves (5.12). Let us note that 

(5.18) 

d<p2 
ds 

(0; s,y,aT,av) = T(9 - 0O; KI(9 - 90; s, y, aT, a„), 

K2(9 — 0O;S, y, aT, o^ ) , c*T, o^) 

<9<p2 
<9y 

(... ) =<n(9-90; KA- • • ) , «2(- * • ) , OLt, an) 
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36 CHAPTER 5. PROOF OF THEOREM 4.6 

where 

(5.19) 

9 = 9 

s{9 - O^SIVIOLT,^) = s 

y(9 - 90;s,y1aT,av) = y 

9 = 9 

s = m{9 - 90;s,y,aT,arj). 

[y = K2(9-90;---) 

Now the solution (p2 in (5.18) is déterminée! up to a constant. We shall take the 
constant such that 

(5.20) <^2(0o;so, 2/o, OLr.a^) = aTs0 + av • y0. 

This détermines cp2 uniquely. Now we write 

<p2(90;s, y, aT,ar,) = tp2(90; so, 2/0, aT, o )̂ + 
ri 

'o 
(s - So) 

dip2 
ds + (y - yo) 

d(f2l 

(90;ts + (1 — t)s0,ty+ (1 - t)y0, aT, av) dt. 

It follows from (5.20), (5.18), (5.14) that 

<?2(#o; s,y,a.T, otv) = ocTso + OLT] ' so + (s — so)ocT + (y — yo) • OÙv = aTs + ocy • r\. 

This proves that <p2 satisfies also the initial condition in (5.12). Let us note that cp2 
defined in (5.11) satisfies then (5.10). 

5.2. The second phase équation 

Our purpose here is to find cpi such that the term II in (5.7) vanishes. More 
precisely, we shall solve, for (#, s, y) real, the Cauchy problem 

(5.21) 
Ccpi = d<fi 

d9 + 2s4 i dip2 dy>\ 
ds ds 

+ 2s2 
' d<p2 d<p\ 
v dy dy i 

= -iFc s, 2/, 
d<p2 d<p2\ 
ds dy ) 

V\\o=e0 = (s - ois)2 + {y- oty)2 

where Fo is real. 
Since C is a real vector field with smooth coefficients, the problem (5.21) has a 

unique solution (fi = ipi(6; s, 2/, ot) near (#o,so,2/o) which is a smooth function of its 
arguments. Now, since Fo is real, we have 

(5.22) 
£(Re<pi) = 0, £(Imv?i) = -Fo(s,y,d(f2) 

Re(fi\e=e0 = (s - as)2 + (y - av)2, Im(pi\o=o0 = 0. 

Notation5.1. — Let o>o = ($o,2/o,OL®,ofy). We shall dénote by s(£;c*o), y{t\ao), etc. 
the solution of (5.14) with data (#o, $o, 2/o, o^). 

Lemma 5.2. — Let us set 

A = (9;s(9 - 9o;s,y,aT,aT1),y{9 - lîlo;5,î/,aT,aJ,a), 
d d 

dX ds 
or d 

dy' 
d 

doex 
d 

das 
or 

d 
doty' 

ASTÉRISQUE 283 



5.4. y? IS A FBI PHASE 37 

Then 
(i) Re<p!(A) = (s-as)2 + (y - ay)2. 

(ii) 
d 

dx 
(Be<p1)(A) = d 

ÔOLX 
(ReVl)(A)=0, 

a2 
dX2 

(Re</?i)(i4) » 0 i/as = 5, ay = y. 

Proof. — If, instead of working in the (0,s, y) coordinates, we take the (0, s, y) co­
ordinates given by (5.19) (where 0 = 0) we see, using (5.14) and (5.18) for </>2, that 
C = d/d0. Thus, setting F(0, s, Re</?i(A), we get dF/d0 = 0 ; therefore 
F(0;s, y, a) = F(0o; s, y, a). Since for 0 = Oo, A = (Oo',s,y,a) and since Recpi satis-
fies (5.22) we get (i). Then (ii) follows easily from (i). • 

Let us note that (i) implies, in particular, that 

Re<pi(0;s(0 - 00;a0), y(9 - 0o;ao),ao) = 0. 

5.3. The link between the bicharacteristics of q and the flow of Xo 

Let q and Xo be defined in (5.13) and (3.9). Then we have the following lemma. 

Lemma 5.3. — Let m0 = (0, y0, A0, /i0)6(qscT^MM)° and oto = (so,yo, XO/SQ, Po/s2) • 
Let (s(0 — 9o; ao), y(9 — 0o;ao), r(9 — 0o;ao), rj(9 — 9o; ao)) be the bicharacteristic of 
q (defined in (5.14)) starting from ao- Let us set 

(5.23) X(9-9o) = [s(9-9o;ao)]3r(9-9o;a0), p(9-90) = [s(9-90;ao)]2r/(0-0o;*o)• 

Then (0,1/(0 - 90;a0), X(9 - 0O), »(0 - 90)) = exp[(0 - 0o)Xo](mo). 

Proof. — It is an easy computation using (5.14) and (3.10). • 

5.4. cp is a FBI phase 

Lemma 5.4. — Let m0 = (0, y0, A0, po)€(qsc^aM^O° and a0 = (s0, yo, A0/sg, Po/5o) • 
Le£ t/s se£, according to Notation 5.1 and (5.23), 

X{9) = (s(9 - 90; a0), y{9 - 0O; a0)) , 
A(0 - 0o) 

,s3(0-0o;ao) 
/i(0 - 0o) 

s2(9-90',ao)> 
Let us set (p(9;s,y,a,h) = (p2(9; s,y,a) -f ihcpi(9; s, y, a), where <f2 and <pi are the 
solutions of (5.10) and (5.21). Then, for small \9 — 9o\, ^f{9,-) is a FBI phase at 
(X(0),S(0),ao,O) (see Définition 2.1). 

Proof. — Let us set X = (s,y), a = (ax,a^), ax = (as,ay), a-~ = (0^,0^). By 
(5.10) and (5.11) we can write 

<p2(0]X,à) =<p2{9o;X,a) + ^2{9',X,a?) = (X - ax)a* + ^ ( 0 ; X , aB). 

Now, we deduce from (5.18) and (5.23) that 

d(p2 
ÔX 

(0; X(0), a0) = MO - 0O; a0), r?(0 - 00', *o)) = S(0). 
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38 CHAPTER 5. PROOF OF THEOREM 4.6 

It follows from Lemma 5.2 that d Re ip\ 
dX 

(0;X(0),ao) = 0. On the other hand (5.21) 
shows that He(pi\o=e0 = (X — ax) > It follows that 

ô2Rev?i 
dX2 

(0o;X,a) = 
d2 Re ifX 
dXdoix 

{90;X,a) = 2Id, 

for ail (X,a). 
Therefore for (0, a) close to (0o,#o), we get 

/<92Re<z>i 
dX2 

(0;X(0),a)) » 0 

det d2Rec^i 
dXdax 

[0;X(0),a)ÏO. 

Finally, since ^2(^0; X, a) = (X — ax)oc^ we get a2 ̂ 2 (0o ; X, = Id, which implies 
that, for 9 close to 0o, det dv e 

dX <9c*H [9\ X(0),a) 0. This proves our claim. 

5.5. The transport équations 

Here we look for a symbol a such that the terms III and IV in (5.8), (5.9) vanish. 
We shall take a of the form 

(5.24) 
a(0;s,y,a,/i) = N a7 (9; s, y, a) M , with 

sd+v 
\aA0:s%y,a)\ ^M^'+V72. 

Setting h2 = À-1 we see that a = SajA"^2. Compared with the symbols used in 
Sjôstrand [Sj], thèse symbols are non classieal. However, we follow essentially [Sj]. 
We shall work in the coordinates (0, s, y) of Lemma 5.2 where C — d/d9 and we skip 
the ~ for convenience. Corning back to (5.8), (5.9) and setting a — a — 1, we have to 
solve the Cauchy problem 

(5.25) 
d 
09 

- c(0,s,y,a)) a + h~2(h3X1 + h4X2)a = b 

a\e=e0 = C 

where Xj, j = 1,2, are homogeneous differential operators of order j with smooth 
coefficients in (s,y,0,a, h) in a neighborhood of (so, 2/o, c*o, 0) and 6 is a symbol. 
Setting ai = exp ( f£ c(a, s, y, a)da) a, we are lead to solve (5.25) with c = 0. Here a 
is fixed, so we skip it in that follows. 

With r > 0 small enough and 0 ̂  t < r, we set 

(5.26) Qt - {(0,5, y) : |0-0o| + | s -5O | + | î / -yo | < r - t}. 

Given p > 0, we shall say that a €E 4̂P, if a = j^oaAG^s^y)h3 with 

(5.27) sup la,I ^/,-(a)_7"2*-'/2 0 < t < r, 
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5.5. THE TRANSPORT EQUATIONS 39 

(where fi (a) is the best constant for which (5.27) holds) and 

(5.28) 
+00 

3=0 

fui?)? = Wa\\p < +°° 

Let us set 

(5.29) d^f(9,s,y,h) = (9-90) 
dv 

'0 

f{aO+{l-a)eQ,s,y,h)da. 

Then the problem (5.25) (with c = 0) is équivalent to 

(5.30) (Id+B)a = d, where B = h~2d^1(h3X1 + h4X2). 

We want to show that one can find p > 0 such that ||J5||£(.ap„ap) ^ c0 < 1, which will 
imply that I + B is invertible. 

Lemma 5.5. — Let Afp be the subspace of Ap of symbols of the form a = J2j^3aj hJ • 
One can find a positive constant CQ such that for any p > 0 and a in A'p we have 

d+d,ndlr: l/ S6 KDXS 0̂ 11 
VRD a||p. 

Proof — We have 

h~2dgla = h-2 
3 ^ 

W d* 1 aj = 

tel 

\ h3 d* 1 a,+2 = 

3̂ 1 

hjb~ 

where 

bj(e,s,y) = (9-0o) 
r1 

V 
aJ+2{cr0 + (1 - a)0o,s,y)da. 

Now, if (0, 5, y) € Qt then 

|cr0 H- (1 - ct)(90 - 0O\ + \ s - s0\ + \V~ î/ol 

= |0 - 0OI + \8 - s0\ + |y - yol + (<T - 1)|0 - 9o\ 
^ r - t - ( l - a ) \ 0 - 0 o \ ; 

so (a0 + (1 - a)0o, s, y) G fit+(i-<x)|0-0o|- Therefore 

l ^ ( M , y ) | < |0-0O| 
FR 

0 
/,+2(a)(j + 2)*+1(* + (1 - cr)|0 - «ol)-*"1 *r. 

So 
|6i(5,0,y)|</i+2(a)(j + 2)i+1 

2 
RD 

-i/2 

Now, for j ^ 1, we have 
0' + 2p/2 

ji/2 
J + 2 

VR 
1 + 1 

DVRE 

J/2 
1 + 

2̂  ^ 3e 

Therefore, for (9, s, y) in we have 

|&i(M,«) |<6e/ ,+2(a)j"2t-^2 
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This shows that 

(5.31) /i(6)^6e/j+2(a). 

It follows that 

||/»-2^1a||p = ||6||p = 
D 

fj{b)p> < 6e 
VRD 

fj+2{a)p> 
Se 
P2 

N I , . 

Lemma 5.6. — The operator h3 X\ -h h4X2 maps Ap to A'p and there exists a positive 
constant C\ such that for ail p in ]0,1[ and ail a in Ap we have 

\\(h3X1 + hAX2)a\\p^C1p3\\a\\p. 

Proof — Since Xe is an homogeneous differential operator of order £ (£ = 1,2), the 
Cauchy formula shows that for t' < t 

(5.32) sup \Xtf\ ^ C ( t - 0 " ' s u p | / | . 
Ht DFRD 

Now h2+£Xea = ^2j>0 tf+'+lXtaj = j^2+eh x*ai-2-e- The use of (5.32) shows 
that 

sup \Xia.i-2-i\ < C(t - t')~£ 
VR 

sup|a,-_2-*| 
vr 

< C(t - tT£fj-2-i(a)(j - 2 - *)*U-2-0 . 

Let us take = ~̂2~jg t. Then J 

sup \Xtaj-2-£\ 
fit 

D+D/RD D+D/.DR 
i-1 

a - 2 - e ) W - 2 - e > 
y _ 2 - / ) - i W - 2 - / ) 

D+FGLD +D 
t-iO-2-/) x (a) 

The right hand side of this inequality can be written as 

Ct-mti-i/*ji/2 i 
v+ dlrd 

vrd 

ji+e/2 
fj-2-e(a). 

Since 1 < £ < 2, we have _̂̂ 2)̂  * JÏ+T/Ï £ 1 and t1"'/2 ^ 1 (i < r ^ 1), so we get 

sup|X,a7_2_J < Cfi-2-e(a)j"2t-"2 
fit 

It follows that fj(h2+eXea) < C fj-2-i(a), so 

||/»2+^a||„ = 
<W+sss .S 

|X,a7_2_J < Cfi- xdxx 
D+DKRE 

sssa-2-e)W-2-e> XLSD. 
vrd 

fj(a)pj 

which proves the lemma. 
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Using the Lemmas 5.5 and 5.6, we deduce 

\\Ba\\p ^ C0Cip||a||p, for ail a e Ap and p € ]0,1[. 

Taking p small enough we get our conclusion. 

5.6. Proof of Theorem 4.6 (continued) 

Let us set 

(5.33) A = {9 G [0*,0*] : exp(0Xo)(m) g *scWFa(u(9r))}. 

If we show that A is open and closed in [0*,0*] then the claim in Theorem 4.6 will 
follow. 

(i) A is open 
Let 0O € A, that is ra0 = exp(0oXo)(ra) £ qscWFa(u(0o, •))• We set ra0 = 

(0, yo, Ao, Mo). Since the définition of qscWFa is independent of the phase and the 
symbol, we may take a = 1 and (p = <p° = <p§ + ihcp® where 

(5.34) 
(p%(s,y,a) = (s - as)aT + (y - a„) • 

V??(s, y, a) = (s - as)2 + (y - ay)2, 

and ao = (so,yo, AO/SQ, po/so)- Then one can find a cut-off function x(5>y) equal to 
one in a neighborhood of (so, yo), a neighborhood of ao, strictly positive constants 
C, co, so such that for ail (a, /i) in V̂ 0 x ]0, co[, 

(5.35) |78ti(0o;a,/i)| <Ce-e°/h 

where 

(5.36) |X,a7_2_J < Cfi- eî i 2cp°(p/h,y,<x,h) ^ 
7* y u(90;p, y)dpdy. 

Let, for |0 — 0o| small enough, cp(0; s, y, a, /i) = ^ ( 0 ; s, y, a) -f ihcpi(9; s, y, a) be the 
phase given by the Lemma 5.4 which, for 0 = 0o, is equal to cp° given in (5.34). 
Let a(0; s, y, a, fo) the analytic symbol constructed in § 5.5, which is equal to one 
for 0 = 0O. Let xifi'->s,y) be a cut-off which is equal to one in a neighborhood of 
X(9) = (s(9 - 0O; a0), y(0 - 0O; a0)). Let us set 
(5.37) 

Tu{9\t,a,h) = e%h 2<p(9;p/h,y,a,h) a d P 
h y,oL,h)x 0; p 

h' y u(t;p, y)dpdy. 

It follows from (5.35), (5.36) that 

(5.38) \Tu(00;e0,a,h)\^Ce-£o/h, Va&Vao, Vfc€]0,co[. 
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Then we have 

Lemma 5.7. — One can find two smooth functions U and V, e\ > 0, c\ > 0 and 
neighborhoods VQQ, VAO such that 

(5.39) Tu(0; t, a, h) = U(0 - t; a, h) + V(9; t, a, h) 

(5.40) \V(0;t,a,h)\ < d e " 6 ^ , V(0,*,a,/i) G V*0 x [0,T] x V̂ 0 x ]0,ci[. 

Let us assume this lemma proved ; then, for \0 — 0Q\ small enough, we can write 

Tu(0; 0, a, h) = Tu(0o; 0O, a, ft) + W(0,0O, a, /i) 

where W satisfies the estimate (5.40) with a larger C±. It follows from (5.38) that 
Tu(0; 0, a, h) satisfies also the same kind of estimate. Therefore by the Définition 2.3, 
we have (0,2/(0 - 0O), A(0 - 0o),//(0 ~ *(>)) = exp((0 - 0o)Xo)(mo) £ *scWFa(u(0; •)) 
when |0 — 0o| is small enough. Since mo = exp(0oXo)(ra) it follows that 0 E A iî 
0 G V6>0, which proves that A is open. 

Proof of Lemma 5.7. — First of ail we have \eih'2^\ = e'h~X R**I(*iP/*,v.«) ^ i by 
Lemma 5.2 (i). Now we take the symbol a = Ylj^s/h2 aj{^ P/^V^a) h? * where aj 
satisfies (5.24) and ô is small enough. Then by (5.5) and the choice of cp and a we get 

(5.41) d 
de 

(aeih sC M M /S 
h 

h 
S/h2 = Me& Log(Af-s/S) ^ e-5oA2 

with <50 > 0 if MVô < 1. 
It follows from (5.37) that we have, 

Ô 
de 

Tu(0; t, a, h) = — iA*g(aeih~2v)x 0; P 

ti 
u(t;p, y)dpdy 

vr d+dlrd+d 9xt 
00 

••)u(t, p, y) dpdy. 

Therefore 
vrd 
de 

u(e-. t. a. h) — |X,a7_2_J < Cfi- d d 

ide 
-iAg,x u(t;p,y)dpdy 

+ e * " 8 M - ) x ( - ) ' iAgu(t;p,y)dpdy. 

Since iAgu = —du/dt we get 

(5.42) 
d d 

.dt de. 
\Tu(9:t,a,h) = eih V ( - ) A ( . . . ) d 

.de 
d+drd u(t;p, y) dpdy 

We prove now that the intégral in the right hand side of the above inequality satisfies 
an estimate like (5.40). Indeed, on the support of — i Ag, x] > we have by définition 

oi X, 

(5.43) ei < \\X-X(e)\\^2Sl 
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where X — (s, y) and X(0) = (s(9 — Oç,; ao),y(ô — 0Q; <*<)))• Moreover 

Rey>i(e;X,Q!) =Re(p1(O;X(0),a) + <9Reu?i 
3X 

(0;X(e),a)(X-X($)) 

+ ; 
L <92Rey>i 
2 ax2 

(0; 1(0), a)(X - X(6))2 + o(\\X - X(d)II2). 

It follows from Lemma 5.2 (ii), that 

(5.44) Re^(0; X, a) ^ CQ ||X - X(0)||2 . 

Since \eih 2*\ = e-hKe^, our claim follows from (5.43), (5.44). Then (5.42) implies 

(dt + de)Tu(e, t; a, h) = V(6, t, a, h) where 

\V{0,t,a,h)\ ^ C e " £ / \ (9,t,a,h) eV9o x [0,T]x7ao x]0,co[ 

from which Lemma 5.7 follows. • 

(ii) A is closed 
Let #i G A For every e > 0 there exists 0o £ ̂  such that \9Q — 0i| ^ e. We take e 

so small that 0i belongs to the neighborhood of 0o where </?(0; • • • ) a(0; • • • ) have been 
constructed. Then, as above we can write 

Tu(6i',euOL,h) = Ti/(0o;e0ia,h) + V(00, 0i, a, h) 

where F = 0{e"e'h). Since 0O G A, we have Tu(0o; 0O, a, Ji) = 0{e~ôfh) so the 
above equality shows that exp[(0i — 0o)Xo](mo) = exp(0, Xo)(m) does not belong to 
^scWFa(u(6i, •)) thus 0i G A and A is closed. The proof of Theorem 4.6 is complète. 
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CHAPTER 6 

PROOF OF THEOREM 4.7 

6.1. Propagation in (^acS*M)° 

In this set, qscWFa coincide with the locally uniform analytic wave front set in-
troduced in [RZ1], Définition 1.1. Moreover Theorem 4.7 is of local nature, thus 
independent of the asymptotic behavior of the metric. Therefore Theorem 4.7 in 
(qscSf*Af)° will follow from Theorem 6.1 in [RZ1] as soon as we show that the flow of 
a Ha described by (3.17) coincide with the bicharacteristic flow of the Laplacian A^ 
described in (3.4). 

The principal symbol of A^ is equal to p(p, y, p2r, prj) where j?(p, y, À, p) = À2 + 
IIâ II2 + Pr{p,y,\A*) (see (3-4), (3.5)). Therefore the bicharacteristics of Ag are de­
scribed by the équations 

(6.1) 

o=c? dv 
d\y {p, y, P2T, pn) 

y = p 9P 
dp 

(...) 

f — dp 
dp - 2pT 

ss+s 
d\ - V 

dpi 
dfti 

(p, y, p2r, pri) 

V = -
dp 
dyK 

s+sms 

Then we have the following resuit. 
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Lemmaô.l. — Let m0 = (po,2/o,0, (À0,/Z0)) G (qsc5*M)°, p0 > 0. We set r0 = 
XO/POJ VO = ~P>o/Po- (p(0>2/(0jT(0>77(0) Ê ^ E bicharacteristic of Ag starting 
at (Po> 2/o> 7"o5 ??o)- Then p{t) ^ 0 /or t. Let 6e £fte solution of the problem 
X(t) = po/p(X(t)), x(0) = 0. Then 

(p(t) = p(x(t)), y(t) = À(t) = p0(rp2)(x(t)), £(t) = Po(^)(x(*))) 

25 the flow ofa H & described in (3.17). 

The proof of this lemma is a straightforward computation. 

6.2. Propagation on the corner 

Let m — (0,yo50, (\o,~p0)) be a point of the corner. We take so > 0 and we set 
OLQ = (so,yo, XO/SQ, JZ0/SQ). Let 0o G R. Here we look for a phase <p and a symbol a 
such that for some e > 0, 

(6.2) i4 = 
i a 

x +x 
x+x1 r ih 2k l<p(0;p/h,y,a,h) t ds c 

c 
|X,a7_2_J < = 0(e-e/hk) 

for (0, p/h,y,a) in a complex neighborhood of (0o,*o,2/o,cto) and (/i,k) in a neigh­
borhood of (0,0) in ]0, +oo[ x ]0, +oo[. 

Setting s = p/h we see easily that 

(6.3) A = éh 2fc ^ ( i + i i ) 

where 

(6.4) I = h-2k-2 
ww 
06 

\-p(sh,y, s2 
du? 
cds s 

d(ps 
dy 

la 

(6.5) 
77 = 

1 
k 

Ca + i(A*v?)a + ih2kA*a) with 

£ = <9 
<90 

+ s2 
dp 
dX 

(sh,y,s2 2 dp 
ds' 

dcp\ d 
dy J ds 

+• s 
dv 
dp" " ) -

6.2.1. Resolution of the phase équation 

Proposition 6.2. — There exists a holomorphic function (p = <p(0; s, y, a, h) in a com­
plex neighborhood of (0Q> ^O, 2/O> C*O) depending smoothly on h such that 

dcp 
de ' 

p(sh,y,s2 
dip d(p\ 
ds: dy J = 0 

<p\e=o0 = ( x ~ OLX)ot̂  + ih(X - ax)2 

where X = (s, y), a = ( « X , « H ) , OLX = (as,ay), as = (aT, a^). 
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Proof. — We introduce the symbol q = 0* + p(sh, y, s2r, srj) and for fixed a, h we 
consider the bicharacteristic System of q which is given by the équations 

(6.6) 

è(t) = 1 

è(t) = s2 dp 
vrd 

(sh, y, S2T, sri) 

m = s dp 
du, 

( . . . ) 

0*(t) = 0 

m = - h 
dp 

dp + 2sr 
dp 
dX 

fr dpi 
du. 

( . . . ) 

m = 
dp , 
dy 

v+d1 

0(0) = 0o 

5(0) = s 

y(o) = y 

0*(O) = -p(sh,y^7,srf) 

r(0) = r = aT + 2ih(s — as) 

rj(0) = rj = av + 2ih(y - ay). 

Here t is complex and (s, y) are taken in a neighborhood of (so,yo) in C x Cn_1. 
By the Cauchy-Lipschitz theorem this System has, for small £, a unique holomorphic 
solution which dépends holomorphically on the initial data. Since 0(t) = t 4- 0O we 
can set t -\- 0Q = 0 and we consider 

(6.7) A = (0: s(0 - 0O; s, y, a, h), y(0 -Oo;-"), 0*(O), r(0 - 0O; s, y, a, h), 

r](0 - 0Or - •)), (s,y) near (s0,yo)j 

Then A is a Lagrangian manifold on which q vanishes. Moreover we see from the 
équations (6.6) that the projection 7r from A to the basis is a local diffeomorphism. 
Therefore one can find cp = (f(0] s, y, a, h) such that 

(6.8) A = (o,s,y; 
d(p 
00 

(0: s, y, a, h), dcp 
f+r1d 

d+d12f 
av 

f+d1r 

(0, s, y) in a neighborhood of (0Q, ^o, yo ) | • 

Since q vanishes on A, the function <p solves the équation in Proposition 6.2. However 
one can add to (p any constant without changing A. We shall take the constant such 
that 

(6.9) (p(0Q;so,yo,a,h) = (s0 - as)aT + (y0 - ay) • av + ih[(s0 - as)2 + (y0 - ay)2]. 

Let us show then that cp satisfies also the initial condition. We can write 

<p(0o; s, y, a, /i) = <p(0o; s0, yo, ft) 

+ 
fr 

ff 
(s - s0) 

d(p 
ds 

(Oo;ts + (l-t)s0,ty + (l-t)y0,a,h) + (y- yQ) 
dip 
dy (0O5--O d+f1 
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It follows from (6.8), (6.7), (6.6) that 

<y?(0o; s, y, a, h) = <̂ (0O; 50, yo, a, /i) + 
fr 

'o 
[s — s0)(aT 4 2ih(ts + (1 — t)s0 - as)) 

+(y - Vo) ' (oirj 4 2ih(ty 4- (1 - t)y0 - ay)) dt 

<p(0o;s,y,ayh) = (p(0o;so,yo,a,h) 4 (s - s0)aT 4 (y - y0) • 

+2î/i 
a 

-2 > - s0) 4- (s - s0)(s0 - as) 4 - (y - y0)2 + (y - yo) • (yo - cO • 

Using (6.9), we deduce that 

(p(90; s, y, a, /i) = (s - as)ar 4 (y - ay) • av 4 z/i[(s - as)2 4 (y - ay)2" 

which is the initial condition in Proposition 6.2. 

6.2.2. <p(0, •) is a phase. — Let us show now that <£>(0; s, y, a, h) is a phase in the 
sensé of Définition 2.6 at (X(0), S(0), a, /io = 0) (independent of i/) where 

X(0) = (s(0-0o;so,yo,ao,O),y(0-0o; •••))> 

3(0) = (r(0 - 0O; s0, y0, a0,0), r/(0 - 0O; • • • ) ) • 

We set 

¥>(0;s,y,a,/i) = ^2(0;s,y,a) 4 ihipi(s, y, a) + /i2V>o(s, y, a, /i) 

and 
F(fc) = p(sh,y,s2 d<p dcp^ 

dsJ dy) 
Then writing F(/i) = F(0) 4- ^F'(O) 4 h2G(h) and using Proposition 6.2, we see that 
xbo satisfies the équation 

dip2 
30 

4 s4 fdip2\2 
ds ) 

4 s2 10^2 II2 
5y II 

= 0. 

Thus -02 is real if (s,y,o;) are real. Moreover by (6.7), (6.8), 

dib2 
dX 0,X(0),ao) = 

d+d52 
rdd 

(0; s(0 - 0O; • • • ) , y(0 - 0o, • • • ) , a0,0) = S(0). 

On the other hand satisfies the équation 

CI/JI — is 
dp 
dp 

0,y;s2 dè2 
ds 

dip2\ 
dy J 

il>i\e=0n = (X - ax)2 

It follows that £ Re^i = 0 and Re^i|^=^0 = (X — ax)2- Working in the coordinates 
(0, s, y) as in Lemma 5.2, the vector field C becomes d/dO. It follows that 

Re (0; s(0 - 0O; s, y, a, 0), y(0 - 0O; • • • ) , a) = (s - as)2 4 (y - ay)2 

which shows that Reifii ^ 0 if (s, y, a) are real. Finally, 

ReVi(*(0),ao) = (s0 - s0)2 4 (y0 - yo)2 = 0. 
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6.2.3. Resolution of the transport équation. — We look for a symbol a of the 
form 

a(6]S,y,a,h,k) = 

d+d5 

a* (6: s, y, a, h)(hVkY 

where the a/s satisfy the following estimâtes 

K ( 0 ; s , y , a , / i ) | < M ' + 1 j ' / 2 . 

If, instead of working in the (0,5, y) variables we shift to the new variables (0, s, y) , 
where s(0 — 0o;3, y, a, h) = s and y(0 — 0o;s, y, a, h) = y, the operator C becomes 
d/<90. Therefore solving the équation 77 = 0 in (6.5) is équivalent to solve 

d 

IdO 
c(0; s,y,a)\b + (hVk)~2UhVk)4P2)b = 0 

b\o=e0 = 1 

where P2 is a second order difFerential operator. Then the same argument as used in 
[Sj] or in the proof of Theorem 4.6 ensures the existence of such a symbol. 

Now, before giving the proof of Theorem 4.7, we must link the flow of a H A with 
the bicharacteristic of p described in (6.1). 

Proposition 6.3. — Let rao = (0,yo,0, (Ào, j^o)) be a point in the corner. Let so > 0 
and set TQ = \O/SQ, 770 = Mo/5o* Let (s(t),y(t),r(t) ,r](t)) be the bicharacteristic of 
the symbol p(0, y, s2r, srj) issued from (so> yo> ^o» Vo)- Then s(t) ^ 0 for ail t. Let x ( t ) 
be the solution of the problem x{ t ) = so/s(x(t))> x(û) = 0- Then 

(p(t) = 0,y(*) = y(X(*)), A(t) = 80(r82)(X(t)),Ji(t) = a0(«7)(x(*)) 

is the flow of aH& (described in (3.17)) through rao-

Proof. — This is a straightforward computation. • 

6.2.4. Proof of Theorem 4.7. — Let us introduce the set 

(6.10) A = {0 G [0*,0*] : exp(9aHA)(m) £ *scWFa(u(t0, • ) ) } • 

If we show that A is open and closed in [0*,0*] we are done. A is open because 
^scWFa(u(tor)) is closed. It remains to prove that A is closed. Let (0n) be a sé­
quence in A which converges to some 0o G R. Let us set exp(0ocrHA){m) = rao = 
(0,yo,0, (Ào,/x0)). Let VQ0 be an open neighborhood of 0o in R in which the phase 
(f(0; s, y, a, h) given by Proposition 6.2 and the symbol solving the transport équations 
exist. Let 7 be the solution of the problem ^( t ) = so/s(y(t)), 7(0) = 0 introduced in 
Proposition 6.3. Then one can find 0n such that 0o = 0o + l(@n — 0o) G VQ0 and we 
fix it. Now let us set, for 0 in VeQ, 

(6.11) 

T u(0;t,a,h,k) = eih-*k-^{9iXh,a,h)a(9 x h k)X(0;Xh)u(t:p,y)dydp 
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where X^ = (p/h,y) and x(#; *) is a cut-off function localizing at 

X{0) = (s(0 - 0O; s0,2/o, ot0)9 y(0 - 60; s0, y0> a0)) , 

s0 > 0, a0 = (s0,y0, Ao/sj), /Z0/so)-

Lemma 6.4. — One can /ïnd fa/o smooth functions U, V, complex neighborhoods WQ0 , 
WAO of OQ, OLO, positive constants C, eo, 5O> such that 

(6.12) 
Tu{6\ t, oc, h, k) = U{kd - t; a, h, k) + V(0; t, a, h, k) 

\V(0:t,a,h,k)\ < Ce~eo/hk 

for ail (B; t,a,h,k) in Wo0 x ]tQ — ô0,tQ + S0[ x Wao x ]0,Si[ x ]0,Si[. 

Proof. — It is very similar to that of Lemma 5.7 so we only sketch it. It follows from 
(6.3), (6.4), (6.5), Proposition 6.2 and from the construction of the symbol that (6.2) 
is true. It follows that Tu satisfies 

'1 d 
<k de vr+d Tu(0;t,a,h,k) 

qv eih 2k V ( - ) A ( . . . ) •1 d 
k d0 

~iAg>X (- ')u(t;p,y)dpdy + Vi 

where V\ is a smooth function satisfying the estimate in (6.12). Then we use the 
properties of the phase ip on the support of ^ — i A9, x] to achieve the proof. • 

It follows from Lemma 6.4 that 

(6.13) Tu(0Q;t9a,h,k) = Tu(0o;t- k(0o - 0o),a,fc,fc) + V2 

where V2 satisfies the estimate in (6.12). 
Let us check at what point does Tu(0o*, • • • ) microlocalize. By (6.7) and (6.8) we 

have, with X = (s, y), 

dtp 
dX 

(#o; s(0o - 0o; s0, yo, <*o, 0), y(0o - Oo] • • • ) , a0,0) 

= (r(0Q -0o;so,yo,ao,O),77(0-0o;---))-

Since 0Q — 0Q = 7(0n — 0o), setting s = s o 7 and using Proposition 6.3 we see that 

d(p 
dX 

(Oo; s(0n - 0O), V(0n - Oo), <*o, 0) = S(0n - 0o) 
so 

A(0n - 0o) p{0n - 0o) \ 
b3(0n-0o)' s2(0n-0o)J' 

Since 0n G A and ip = f+f5r 
sn 

ip is a phase in the sensé of Définition 2.6, it follows 
from Définition 2.4 that exp((0n — 9o)aH^){mo) = exp(0ncrH&)(rri) does not belong 
to ^WFa{u(to, •))• Therefore, taking k small enough, the right hand side of (6.13) 
is bounded by e~£°/hk uniformly for t in ]t0 — £, to + S[. Therefore the left hand side 
has the same bound, which proves that 0o G A, so A is closed. 
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PROOF OF THEOREM 4.8 

Let mo = (0,7/0? 0, (—1,0)) G Ml. We take SQ > 0 and we set ao = 
(so,yo> —1/SQ,0). The scheme of the proof is the same as in Theorem 4.7. We 
look for a phase (p and a symbol a such that (6.2) holds. 

In this case we have to study in particular the flow starting from a real point 
(?, y, c*T, osrj) on the interval ] — T*,0] where — T* looks like l/2arS3. The problem 
then is that the solution s(0) blows up at 0 = —T*. This forces us to stay slightly 
far from — T* at a distance K H, see Theorem 7.1 below, where K is a large constant 
and H = h + \av\. Then we will have to control (with respect to K) precisely ail the 
quantities which may blow up at —T*. This is a kind of renormalization. In the case 
of the flat Laplacian it is easy to see that 

s(0;s,y,ar,O) = s 
l-2aTs39'd+d 

For fixed (y, aT), the map (0, s) \—> (0, s(0; 5, y, ar, 0)) is a diffeomorphism from 0\ to 
02 (see fig. 1,2). 

d+d5r 

s 
«3 
«0 

«2 

f+d 
FIGURE 1. 2qt32 

1 

o2 

2ctrs^ 
1 

FIGURE 2. 

3 

3̂ 
50 
• S2 

e 
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7.1. The phase équation 

Let us set 

(7.1) 

Ia = { a e R2n : \a - a0\ < ea}, 

Ih = { h € R : 0 < h < e h } , 

H = h + \av\, if (a,h) E Iax Ih. 

Theorem 7.1. — There exist positive constants ea, £h, £s, K, K ' such that for (a, h) 
in Ia x Ih, if we set 

Di = si) Ê E - X E + : I*! - soi <es,Qi = l-2aTs?6>i > K H ) 

and 

E = 

(ei,Ji)€r>i 
\(0,s,y) e C x C x C " - 1 : |0-0i | < 

1 
K ' 

fr s — 
drd 

Qi I 

< 
1 1 

K ' Q i ' \ y - y i \ < 
i 

K ' i 

(where yi G C" is a certain point depending on (9i,s~i,y0,a,h) defined in (7.16)), 
one can find a function tp = <p(0; s, y, a, h) holomorphic in (0, s, y) in E depending 
smoothly on (a, h) in Ia x Ih such that 

(7.2) 
dtp 
de 

-p(hs,y,s2 
d<p 
ds' 

dtp\ 
dy) 

= 0 

¥>|É>=O = ( S - as)aT + (y - ay)an + ih[(s - as)2 + (y - ay)2]. 

Proof. — Let q = 6* +p{hs, y, TS2, sn) and let us consider the bicharacteristic System 
for q, 

(7.3) 

0(t) = 1 

è(t) = s2 dv 
d\ 

[hs, y, TS2,SÎ]) 

y(t) = s dp. 
dp, 

è*(t) = o 

Ht) = -
dp 

dp 
+ 2st 

dp 

dX 
. dpi 
dd++d2 

m = -
dp. 
dy' 

0(0) = 0 

s(0) = s 

2/(0) = y 

6*(0) = -p(hs ,y ,T^,sv) 

t(0) = T 

77(0) - ri. 

Then obviously 9(t) = t, for ail t and $*(t) = 0*(O). Therefore we shall take 0 instead 
of t as parameter on the bicharacteristic. 
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Proposition 7.2. — There exist positive constants eh, e8, £y, So, K, M, such that for 
ail (et, h) in Ia x Ih ail (0\,s\) in D\ and ail (s, y, r, rf) such that 

(7.3)' ls-so| ^ es, |s-5i |<50Qi, \y-yo\<ey, \ r - a T \ < 1 
K 

d+d25r<d 1 
K 

Qi 

the System (7.3) has an unique solution defined for KeO G \9\ — ^ Q i , 0 ] , |Im#| < 
•^Qi, which satisfies 

\s(9)\ < 2s0 
l -2aTsf Re(9' |y(*)-y| < 

M 
K 

\ ( r s 2 ) ( 9 ) - r ^ \ < 
1 
K ' 

|Î7((9)| < 
2 

re 
d+d 

Moreover 
1 sdv 1 

S" 
2r320 4- F where \F\ < 

C 
a:2 Q I . 

On the other hand the solution (s(9; s, y, r, n, h), y(9; • • • ) , T(9; • • • ) , n(6; • • • ) ) is holo-
morphic with respect to (0; 's, y, r, rf) in the set, 

A = 

d+d5r+d5d 
\ \s - si\ < Ô0Q1, \y - yo| < £y, \r - ctT\ < 

1 
K 

d+dmdf+ 1 
K 

Qi, 

Re9 e \9, -
1 

v+r1 
Qi,0 , \lmQ\ < 

1 

K 
Q i } -

Proof. — We begin with the case where 9 is real. The existence of a small T > 0 
for which (7.3) has a solution on [—T, 0] satisfying the estimâtes in the proposition 
follows from the Cauchy-Lipschitz theorem. Let — T*(s, y, T, rf) be the maximal time 
for which this solution exists and satisfies the estimâtes. 

Case 1. — For any data (s, y, r, rf), we have —T*(*--) < 9\ — -j^Qi. Then the 
proposition is proved. 

Case 2. — Assume there is a data (s, y, r, rf) for which one has 91-±Q1 < - T * ( - - - ) 
and let T > 0 be such that —T*(- • • ) < —T. Then on [—T,0] we have a solution of 
(7.3) which satisfies the above estimâtes. It follows that |y(0)|, \T(9)S2(9)\, \rj(9)\ are 
bounded by constants depending only on (so,2/o)-

For any integer p ^ 2 and any 9 in [—T, 0], we have 

(7.4) 
f 

Je 
\s(a)\pda < 

d+d,fd+dlrd+6+ 
(1 - 2aT3?0)P-1 ' 

Since 0 > #i — ^ Qi it follows that 

l-2arSf6>> l-2aTâ?0i-
2avs? 

a: 3i ^ i -
vr 

d+d 
Qi ^ 

1 

2 
Qi 

if K is large. Therefore 

(7.5) \s(0)\ < 4s0 
Qi 

fd+ 

a 
\s{<j)\pdo ^ 

C 

Qr1 
if p^ 2 . 
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On the other hand, since H — h+ \av\ and Qi > KH, we have 

(7.6) h\s(0)\ < 
4s0 
K ' \a(6)\.\r,(0)\s 

8s0 
K ' 

Now it follows from (7.3) that 

\n(0)\ ̂  m + 
frd 

Je 
\dp\ 
\dy\ 

da 

and it is easy to see that 

\dp\ 
\Ôy\ 

< C(s2 \t)\2 + s2h2(rs2) + sh(rs2)s\r,\ + shs2 M2) , 

where C dépends only on a bound of the coefficients of p. 
Using the fact that TS2 is bounded, the estimate \r}(0)\ < j?Qi and (7.6), we see 

that 
\dp 
\dy\ 

Ci 
K2 

d+d1d C2 
K Qis2\v\-

It follows from (7.5) that 

\v(o)\ ^ m + 
c3 
K2 

Qi + 
C2 
K Qi 

vrd 

vrd 
s2{a)\V(a)\da. 

We can use GronwalFs inequality and (7.5) to get 

d+dmd+ d 1 / 
K 1 + C3\ 

K > 
Qi exp C4 

K 
since \r}\ < j?Qi- Taking K so large that ( l + ^-)eCi/K < 3/2, we deduce that 

(7.7) 1*7(0)1 ^ 
3 1 
2 K Qi, 6 e [-T, 0]. 

Let us now estimate TS2. From (7.3), we get 

d 
d0' 

TS2) = fs2 + 2TSS = -hs2 
dp, 
dp" 

••)-s2V 
dp 
dpK 

Since TS2 is bounded, it follows from (3.5) that 

\dp, 
\dpy 

...) + dp 
duK 

(•••) KC(h + \v(9)\)s{e). 

Using (7.7) and the fact that Qi > KH ^ Kh we see that the right hand side is 
bounded by -^Q\ss. It follows that 

\(Ts2)(e)-T-i?\< 
c 
K2 

dss 
r>0 

Je 
s3(a)da 

which implies, using (7.5), that 

(7.8) \(TS2)(d)-Tl?\ £ 
C 

K2 
s 1s 

2K ' B G [-T,01. 
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Now y = s f£ ; since \s |^(- • • ) | ^ ^ Q\ s2, where C dépends only on the data (a0, 
the coefficient of p . . . ) , using (7.5) we get, 

(7.9) \y(0)-y\^ C 
K dc 

1 M 
2 K ' 

if M ^ 2C". 
Finally, we consider s(9). We have è(9) = s2 jfc(sh,y,TS2,srj) from which we 

deduce that 
s{9) 
s2{e) vr [2TS2 + a(sh, y)h2S2(TS2) + hs2b(sh, y) • t]))(9). 

It follows that 
1 1 
s s(9) 

= -26>rs2-2 
r0 fO 

Je Ja 

d 

de 
(rs2)(x)dxda + 

(D 

x 

xx 
[ah2S2{TS2) + hs2b • rj\{a)da 

(2) 

Using (7.5) we see that 

1(2)1 < 
i(i)i < 

K2 
We have seen in the proof of (7.8) that 

d 
fd9 

(rs2)\ < 
CQl 
K2 

s3, 

so using (7.5) twice, we see that 

i(i)i < 
d+d1d 

K2 
Therefore we can write 

(7.10) 

1s 
i(i)i < 

i 

s 
2TS20 + F(9) 

\F(9)\ < 
CQi 
K2 

It follows that we can write 

(7.10)' s(9) = 
s 

1 - 2rs^e + sF(B) ' 
Now we have 

Il - 2T336> + sF\ ^ 1 - 2aTs?6> - C( 
1 
K r So) Ql 

1 - 2aTS?0 ^ 1 -
C 
K Qi. 

So we can write 

\s(9)\ < 
i(i)i < xc69xlkx 

l - C ( # + 50) l-2aTs?0' 
1 

Since |s| < SQ + ss, taking es, So, small and K large so that 

(s0 + es)(l- §) 
i(i)i <+ <mo<buq,> 

vr 
3d 
2 vrd 
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we get 

(7.11 \s(9)\ ^ 
§50 

l-2aT3?0 
ee [ - r ,o ] . 

Now the estimâtes (7.7) to (7.11) are true for any T < T*, so letting T go to T* 
we conclude that they are true up to 9 = —T*. Then we consider the System (7.3) 
with data s(—T*), y( -T*) , r ( -T*) , r)(-T*) and we solve it on [-T* - 5, -T*] by the 
Cauchy-Lipschitz theorem. Matehing this solution with the previous one, we obtain 
a solution of (7.3) on [—T* — 5,0] which satisfies the estimâtes in Proposition 7.2, 
getting a contradiction. This proves the Proposition 7.2 in the case where 9 is real. 

Let us consider the case of complex 9. We recall the foliowing well known resuit. 
Let (0O,X0) G R x C ^ and 

Q = {(0, X)eCxCN :\9-90\< a, \X - X0\ < b}. 

Let F : £2 —» be a holomorphic function such that sup^ Hi^X)!! = M < +oo. 
Then the Cauchy problem 

x($) = F(e,x(0)) 
X(90) = X0 

has a unique holomorphic solution defined in {0 € C : |0 — 0o| < p} where 

(7.12) p < a ( 1 — exp | 
-b 

(N + l)aM. 

Let us fix (0i,si) in D\ and let us take 0n g [0i — -hQ\,ti\. We introduce 

si(0) = 
s(0) 
s(00) 

, Vl(9) = y(0), Tl(0) = T(0)S(0o)2, 771 (0) = *(*<>), 

and we consider the System satisfied by 

X(0) = (s1(0),y1(0),T1(0),r)l(9)) 

which is derived from (7.3). It can be written as X(9) = F(X(9)). Let us introduce 

Q = {(suyururn) G C2n : \Sl - 1\ + \Vl - y(90)\ + \n - r(0o)s(0o)2| 

+ |rçi-s(0o)rçi(0o)| < 

where 5 dépends on the domain on which the coefficients of p extend holomorphically ; 
then, using the estimâtes (7.5) to (7.11) for real 0o, we see that supQ | |F(X) | | ^ 
Cn(l + s(0n)) < Co(l+4s0) 

Qi 
= M, by (7.5) since Q\ ^ 1. We take a — j^Qi where K 

is so large that 
(2n+l)oM 

ÔK 
2(2n+l)C0(l+4s0) 

^ Log2. 

It follows that exp ( — s 
(2n+l)aM. 2 

so our System has a holomorphic solution 
in the set (10 - 0ol < a 

z 
0 - 0n < 1 

K 
Qi\. Matehing thèse solution for 0o G 

= d+ Qi 
K 

Ol, we obtain a solution of (7.3) for Re 0 G [0i - 4 Qu Ol, I Im 01 < ̂  Qx as 
claimed. The proof of Proposition 4.2 is complète. 

ASTÉRISQUE 283 



7.1. THE PHASE EQUATION 57 

Corollary 7.3. — There exist constants Cj, j = 1,... ,8, depending only on the data, 
such that 

Ci \ds(0)\ C2 \ds(0)\ „ C3 \ds(0)\ C4 \ds(0)\ ^ C5 
Q? I ds \ QV I du I i<:2Qi ' I ôr l Q? I on I KO2 

dy(0) 
dy = Id+C> 1\ \dy(9)\ C6 \ d y ( 0 ) \ C 7 \dy(0)\ C8 

^KJ ' I ds I " Qi ' I dr \ ̂  Qi ' I drj I Qi ' 

Proof. — For the estimâtes on s(0) use (7.10), (7.10)'. We obtain 

ds(0) l + 4rs3(9-î 2 ÔF(9) 
ds 

ds (1-2TS30 + SF(0))2 
From (7.10) and the Cauchy formula we have dF(0)/ds = 0 ( l / K 2 ) . From the lines 
after (7.10)' we get 

\ l-2rs30 + sF(0)\ ^ 1-
C 
K -CSo)Qi ^ 

1 
2 Qi, 

i i \ / K and So are small enough. 
Moreover, since rs3 = -1 + 0{Q1/K) , Re<? ̂  0, | Im0| < Qi /K, we get, 

1 +4TS30-32 &F(0) 
ds = l+4 |Re0 | + 0 (1 /K) . 

Then the estimâtes on ds(0)/ds follow. For the estimâtes on y(0), we use the equality 
y(0) = y + g{0), g = 0 ( l / K ) and the Cauchy formula. • 

Let us remark that, in Proposition 7.2, we can take 

r = aT + 2ih(s — as), rj = av + 2ih(y — ay). 

Indeed this follows from the estimate 

\r-aT\ = 2h\s-as\ < 2H(\s - s0\ + |s0 - as\) ^4sH ^ H ^ ^ Q i , 

if e < 1/4 and from the analogue for \rj — a,n\. 
So we introduce the following notation 

(7.13) f_(0; s, y, a, h) = f{0; s, y, aT + 2ih(s - as), av + 2ih(y - ay), h) 

which will be used for / = s, y, r, rj. The function / is then defined in the set 

(7.14) A = 
s+s;s+sk;,s 

\ (0,s,y) e C x C x C"-1 : \s - ?i| < S0Qi, \y - yo\ < ey, 

Re0 <E 0 i - 1 
K Qi.ol, |Im0| < 1 

K Qi>. 

We introduce now, for fixed a, /i, the set 
(7.15) 

A = (0, s(0; s, y, a, h), y(0; • • • ) , 0*(O), r(0; s, y, a, h), T)(6; • • - )),(0,s,y) € A 
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Let us consider the set 

(7.16) E = 
(01 ,*!)€£>! 

(0,s,y) G C x C x C""1 : |0-0i | < 
1 

K' 
qd 

\y-y(Oi;suyo,a,h)\ < 
1 

K' s — 
si 

l-2aT3?0i 
< 

1 1 
Qi 

Then we have 

Proposition 7.4. — Let A 66 defined by (7.15) and n be the projection on the basis. 
Then if K' is large enough, we have E C 7r(A) and, if we set Ai = 7r~1(E) then the 
map 7r : Ai —• E is bijective. 

Proof 

Claim. — For any (0, s,y) in E one can find (0,s,y) in A such that 

(7.17) 

e = e 

s(9',s,y,a,h) = s 

k y(0; s, y, a, fr) = y. 

Hère a and h are fixed in /Q,, IH-

We set s = Si -ht and s = Si 
l-2aJ S?0i 6aTsft01 6aTsft01 Let us recall that, according to 

(7.10), we have 

s(0:s,y,a>.h) = 
x 

1 -2r53(9 + ?Ff(9) 
where r = ar H- z/i(s — as) and li7"! ̂  jfaQi. 

Now, if |0 — ^i| < |£| ̂  SQQI and |s — as| ^ e8, we have 

1 - 2rs30 + sF(0) = Q1 - 6aTsft01 + G(0;t,y,a,h) 

where \G\ < C ( ^ + 5g + ^ + * * ± ^ ) Qx. 
It follows that the équation s(0; • • • ) = s is équivalent to 

siQi + tQx = Qi5i - 6c*rS?*ôi + tQi(Qi - 6aTs*t01) + (Si + tQ{)G. 

Now, since Qi + 6ar Sf0i = 1 + 4ar Sftfi = ci > 1, this équation is équivalent to 

(7.18) t = — *Qi(Qi -6aTS?*0i) + — (Si +tQi)G{0\t&a,h) =H(t,y). 

On the other hand, forgetting a and ft, which are fixed, we can write 

y(0; s,y) = y(0; 5,y0) + (y - y0) ̂ 5(0; s,y0) + C>(|î/ — 2/o| ) • 

Since dy/dy(0; s, yo) = 1 + 0(l/K), we see that the équation y(0; s, y) = y is équiv­
alent to 

(7.19) y-y0= a(0; s)(y - y(9; s, y0)) + 0{\y - y0\2). 
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Now 

v(6; s, y0) = v(0i; su un) + (6 - 0,) 
dy 
de 

[e*-,r,y0) + t 
dy 

95y 
d+dd1 

and we have 
v+d2 

e*:r,yo) < c , 
d+d21 

d+d 
= e 

1 
K) 

\e-ex\ < 
i 

x+1 
It follows that (7.19) is équivalent to 

(7.20) y - y0 = a(6; 3) (y - y(9u- Si, y0)) + 0 
1 

d+d52d 
d+d14d ' 1 

+ 0( |y-yo |2) . 

Setting F = (t/(y - y0)), we see, according to (7.18) and (7.20), that (7.17) can be 
written as Y — $(Y). 

Taking |t| < £TQI, \y - y(0i; sx, y0)\ < 1/-K7 and setting 

B = {(t,y) : \t\ < <50Qi, |tf - yo| < £3/} 

we see that, if <5o is small enough and K' » K, then $ maps S into itself and satisfies 
\$(Y) - $(Y')\ ^ <5|F - y I with 5 < 1. Thus the first part of Proposition 7.4 follows 
from the fixed point theorem. 

Let Ai = 7r~1(E) ; we must show that 7r : Ai —> E is injective. We recall that 

1 1 
2.(0) s 

-2rs2e + F(e), y(e) = y + G(e) 

where % + + % + ^ | = £>(£), and ? = aT + 2ih(s - aB). Forgetting a, h, 
which are fixed, assume that 

s(e; s,y) = 8(0; <?,y'), y(0; s,y) = y(0; s',y'). 

It follows, from the above formulas that 

(y - S) (1 + 2aT 0s7(s + S*)) + 4ih0@-s) /(s, S7, a) = 53* s, Jf) - S*F(0; S7, y')] 

y-îi' = G(e;?,y')-G(0;8,y) 

where /(s,S7,a) = 0(1). Since |1 + 2aT6ssr(s + 3?)| is bounded below the above 
équations lead to the estimâtes 

\s-s'\^c(h+-)(\s-s'\ + \y-y'\), 

\y-y'\<^(\*-V\ + \y-y'\)-

Taking h and 1/K small enough we see that this implies s = S7 and y = y'. 

Proposition 7.5. — For ail À m Ai, the map dm : T\ Ai —> Tn^\)E is surjective. 

Proof. — Let G be the map 

(0,3;gf) i—> (0, 8(0;8,y,a,h)9y(e;---)90* (0), T(0; s, y, a, fc), 77̂ ; • • • ) ) 
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from the set 

d+d21 +1 

(«i,«i)€Di 
U<?,s,y) : | s - s i | <5Qx, \y - y0\ < S, 

Reé» € [e1-SQ1,Q],\lme\ < <5Qi 

to Ai . If we show that d(iroG) is surjective, then we are done. Now it is easy to see that 

d(ir o G) is surjective if and only if the déterminant of the matrix A = 
ds(0) Ôs(O)' 

ds dy 
dy{0) dy(9) 

Ôs dy / 
is différent from zéro. This will follow from Corollary 7.3. Indeed we have 

ds\ ^ C ds 
I ds\ ^ Q? ' dy 

= O 
1 

+d2d1rd+1 

dy 

ds 
= o 

1f 

VC^l/ 

dy 

dy 
= Id+C> 

1 > 
dx 

This implies that 

| det A | ^ 
C 

QV 

Proof of Theorem 7.1. — It follows from Propositions 7.4 and 7.5 that one can find a 
smooth function cp = (p(6; s, y, a, h) which, for fixed a, h, is defined on the set E (see 
(7.16)) such that 

A i = 0,s,V, -^(0;s,y,a,h) 
d(p 

ds 
d+d1d+r 

d(p 
dy 

d+d1r1+ , (0,s,y)eE\. 

Since Ai C A and the symbol q* = 0* -\-p(hs, y, rs2, srj) vanishes on A, we have solved 
the first équation in (7.2). Obviously (p is defined up to a constant and we can choose 
it such that cp(0; s0,y0,a,h) = (so — as)a1-^(yo — ay)arî + ih[(so — as)2-\-(yo~ay)2]. 
Then we write 

<p(0; s, y, a, h) = <p(0; s0,y0, a, h) + 
r1 

vr 

d(p 
ds 

(0; ts + (1 - t)s0, ty + (1 - t)yo, a, h)• 

•(s - s0) + 
dip 
dy 

(0; ts + (1 - t)s0, ty + (1 - t)y0, a, h) • (y - yo) dt. 

Now 
dcp 
ds 

(0; • • • ) = r(0; s, y, a, /i) = aT + 2i/i(s - as) 

where s(0; s, y, a, h) = ts + (1 — t)so = s. Using thèse relations and the same one for 
d(p/dy, we find that cp satisfies also the initial condition in (7.2). • 

Proposition 7.6. — Let (a, h) be fixed in Iaxlh. Then the phase given in Theorem 7.1 
satisfies, for (0, s, y) in A 

<£>(0;s(0;s,2/,a,fr), y(9; • • -),a,h) = (s - as)aT + (y - ay) • av 

+ ih\(s - as)2 + (y - ay)2] + Op^hs.y.rs2,srf) 

where r = aT + i/i(s — as) and 77 = av 4- i/i(y — o:^). 
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Proof. — Let us write f(6) instead of ?, y, a, h). Then 

(i) = d 
de 

<p(e;s(6),y(6),a,h)} = 
(e;s(e),y(0),a,h). 
de T ds T y dy 

(e;s(e),y(0),a,h). 

Using (7.3) and the définition of <p, we get 

s . d<p . d<p 9 dp 
(e;s(e),y(0),a,h). - srj ' 

dp 
dfji 

= 2p(hs,y,TS2,srj). 

Since p is constant on the bicharacteristics and 
vr 
00 

= 0*(O) = -p(/is,2/,rS2,77S), 

where r = aT + ih{s — a8), rj = • • •, we get (1) = p^s^y^rs2, srj). On the other hand 
we have 

<p(0; s, y, a, h) = (s - as) aT + (y - ay) • av + i/i[(s - as)2 + (y - a^)2], 

which proves our claim. 

7.2. Link between the flow of a HA and the bicharacteristics 

Proposition 7.7. — Let (0, y), 9 < 0, and (of, /i) 6e /ïrced reaZ points in A and x Ih 

(i) Ŵe se£ R2 — p(hs, y, aTs2, sav) > 0. Then the problem 

(7.21) 
*(*) = 

1 
Rs(x{t)\s,y,aT,av,h) 

X(0) = 0 

ftas a unique solution defined on [0,T*] twtt x(r*) = 0. 
(ii) Jf se*, /or t G [0, T*l, 

p(t) = hs(x(t); s, y, ar, aVJ h), y(t) = y(x(t); s, y, aT, av, h) 

X(t) = — (r52)(x(*); S, y, aT, av, h), P>(t) = p N W ^ ^ ^ a T , ^ ^ ) 

then (p(t),y(t),0, ( A ( t ) , = e x p ( p ( 0 ) , 2 / ( 0 ) , 0 , (A(0),,Z(0))). 

Proof 

(i) Let us introduce the following set 

A = {T > 0 : (7.21) has a solution on [0, T] with s, y) G A } . 

Then A is an interval which is non empty, by the Cauchy-Lipschitz theorem. Let 
T* = sup A. Then, on [0,T*[ one has x(t) < 0 (by the définition of A ) . Since 
s{6\ s, y, • • • ) > 0 and R > 0 we have x > 0 so limT_T* x ( 0 = ̂  ̂  0 exists. By (7.21) 
we have then 

lim x(t) = 
1 

iîs(^; s,y,aT,arj,h) 
> 0. 
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Therefore T* < +00. We can extend x to [0,T*] by setting x(T*) = 1. If £ < 0, 
the équation in (7.21) with x(T*) = ^ would have a solution on [T*,T* + e] with 
(%(£), 5, y) G A with contradicts the maximality of T* ; so x(T*) = 0. 

(ii) This claim follows from (7.3) and (3.17) by a simple computation. • 

7.3. The transport équation 

As before we look for an analytic symbol a such that 

(7.22) 1 
d 

de+iA*g) (aeih k *\ = 0(e-s/hk), S>0. 

Working in the (9, s, y) coordinates instead of (9, s, y) we are lead to solve the transport 
équation 

(7.23) 
d 
de 

f- c(6; s, y, a) + h2kQj a = b 

a\o=o = 0 
where Q is of second order and is a linear combination with bounded coefficients of 
9|, s2(0)d|, s(e)dsdy, s(9)ds, s(9)dy. To see this, we first note that 

9s = 
ds(6) , 

ds 
ds + 

dy(6) 
ds 

dy 

d+d1d ds{9) , 
dyi 

ds + 
dy(9) 
dyi 

•dy. 

Now, it follows from (7.10)' that 
ds{9) 

ds 
= a{9;s,y)s2{9) 

where a{9) ̂  0, 
ds(9) 
oyj 

= bj(9)s2(0) 

where 6,(0) = 0{Q1/K) (because dF/dy = 0{Qx/K) by (7.10) and the Cauchy 
formula), 

dyk{6) 
ds 

= O 
1 dyk(6) 

= sjK + o{ 
1 
K ) 

Moreover, from the line after (7.10)', we have \s{ff)\ ̂  C/Q\. Inverting the System 
above and using thèse informations, we see that 

s2ds = a(6',s,y)ds + (3(6;s,y) • dy 

dy = 7(0; s,y)d$ + S(9; s,y) • dy 

where a , a r e bounded and 7(0) — 0(Qi/K). Since \s(6)\ ^ C/Qi, it follows that 
the coefficient of d$ coming from s dy is bounded. Then our claim follows from the 
fact that, in the coordinates (s, y) the operator Q is given by A* which is described 
in (5.1). We shall set À-1 = h2k and take a = Ylj>o A_Jaj. 
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We shall define our symbol in a subset of A introduced in (7.14). First of ail by 
the usual trick we can assume that c = 0 in (7.23). Formally, the System (7.23) can 
be solved in A since it is a linear problem ; our goal will be, therefore, to show that 
this formai resolution leads to an analytic symbol. The équation (7.23) is équivalent 
to 

(7.24) 
(I + B) a = b, where 

B = d71\-1Q and Ô71a(9;s,y) = 9 
r1 

Jo 
a{p,9\s,y)dp. 

According to (7.14) let (0X, Si) G D\. We introduce for t > 0, 0 < t' < ey, 

d+dd1 ( 0 , s , y ) : O > 0 > 0 i - Qi 
K 

•f t, \s - si\ < 60t, \y - I <ey-t', 

where Q\ = 1 — 2aT&{9\ and SQ is small enough. 

Claim 1. — Qu> C A (see (7.14)). 

Let (0, s, y) G flw ; let us take 9[ = 9\ + t, Si = s\ and let us show that (0^, s\) G 
D\. To see this, we write 

Q[ = 1 -2c*T3?(0i +*) = Q i + 2|aT|3f* > i f i f . 

This shows that Q'x ^ Qi, Qi > KH, Q[ ̂  2|ar|sft. Thus (9[,s1) G £>i. Now 

0 > 9 > 0i - Qi 
vrd +1 ^ 0£ -

fd 
vrd 

\s — Si\ < ôot ̂  So 
2\aT\sl 

Q[ and |y - y0\ < ey. 

It follows that (0, s, y) G A. 

Claim 2. — If (0, s, y) G fit*' #&en, /or ̂  G (0,1), (/x0, s, y) G fitu*' where tu, = I — J/x, 
/ = |0i — ^ L J = |0i — %-\— t. The expression oftu follows easily from the définition 
of Çltr Q>nd t^ > ty since t < 9\ — . 

Let us remark that J = I — t and 0 > 0 > — J. 
Now, given p > 0, we shall say that a G if a = $̂ ,->0 A J au with 

(7.25) sup|a,| < fi(a)jjt-jt'-2j 
d+d1 

where f7(a) is the best constant for which such an estimate holds and 

(7.26) 
+00 

j=o 
fi(a)pj = llalL < +00. 

Claim 3. — One can find a positive constant C such that for ail p > 0 and a G Ap 

(7.27) ||fla||p<Cp||a||p. 
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Proof. — We shall prove (7.27) when B = d^1 X~1s2(9)Ay and B = Ô^A^fl f , the 
other terms are easier to handle. In the first case we have 

Ba = 

3>t 
X-^-1d^1s2(9)Ayaj 

df+d1 

dvr 
\-jo 

vr 

vr 
s2(/x#, • - ')AyCLj-i(fj,0, • • • )d/x = ééf 

v+2 
Then 

sup 1̂ 1 ^ \9\ 
vrd 

ri 

dd 
sup Is2 AîT07-_i|dlX, 7 ^ 1 . 
dvr 

Now, in ÎV.t', we have 1 — 2aT9(Res)3 > 2|aTl(ReS)3tu ^ Cntu. It follows from 
(7.10) that supo w \s2\ ^ dt~2. 

Let tf0 < t' ; then by the Cauchy formula we have 

sup |Aûra7_i| ^ C2(t' -t0) 2 sup |a7_i|. 
d+d1r r2+ +/ 

tMtO Using (7.25) we get 

s u p < CsWfj^iaKj - iy-\t' - t')-2t'-2j+2 
dvr 

dv 

vrd 
t?t-1+1dVL. 

Since tu = I — Ja, we have 
R.1 

/o 
t^-1djLl = 

(I - J W 
d+d1 

(e;s(e),y(0)d 

^ 3J ' 

since I — J = t and 7^0. 
Let us take tf> = JJJ(f+ï)t', for j ^ 0. Then, £' - t'0 ^ t'/2(j -h 1), so we get 

sup |&;| ^ C3|0|/,_i(a)(j - îy-HU + l)2 
vrd 

(e;s(e),y(0),a,h). 
f+d2 

dv+2d 
1 

vr 
vrd 

Since 
se 

vrd ^ i a n d O - l ^ - ^ j + l)2 i + l y - i l 
vred 3 

dd+d210d 

where CQ is an absolute constant we obtain 

sup \bj| ^ C4 fj-i(a)jj t'~2j t~J . 
d+d2d 

It follows that fj(Ba) ^ C±fj-\(a), for j ^ 1, which implies (7.27). In the case where 
S = de1 À-1 <9f, we take t0 < V Then 

sup \d~aj-\\ < C5vV - t0) sup |aj_i|. 
d-ref dx+d1d 

If we take to = t^ then £̂  — to = j^i. It follows that 

sup < C6 |0|/1_i(a)(7 - ÎY-Hj + l?t'-2^2 
vre 

ri 

dd 
t-2t-*+1dii. 

ASTÉRISQUE 283 



7.4. END OF THE PROOF OF THEOREM 4.8 65 

We obtain the same estimate as before (since t' 2°+2 ^ e2tr 2j ) and we conclude in 
the same way. • 

It follows from (7.27) that ( / + B) is invertible in Ap, if p is small enough. Now 
we can take tr = \ey and t = Qi/K in the définition of il**'- Moreover we take 
À-1 = h2k. Since Qi > KH we have t~x ^ H"1 ; therefore the a/s satisfy the 
estimâtes \a,j\ ^ MJ jJ H~J on fîtt'- The analytic symbols that we shall handle will 
be on the form 

a = 
j<6H/h*k 

(h2k)jaj 

where S is a small positive constant. Then the size of the first ter m which has been 
neglected is as follows : if jo ~ 5H/h2k then, 

\(h2ky°aj0\^ h2kMjn — 3o ̂  (ÔM)jo ^ e~^H/h2k 

since H ^ h, where 7 > 0 if SM < 1. 
Summing up we have obtained an analytic symbol in a set which is slightly smaller 

than A but has the same form. For convenience we shall still call it A. Then, if we 
dénote by <Ê> the map 

(0, s, y) 1—• (0; s(0; s, y, a, h), y(0; s, y, a, h)) 

then the symbol a(0; s, yy a, h) is well defined in E\ = <£(A) C E. 

7.4. End of the proof of Theorem 4.8 

We introduce a cut-off function x = x(^? si y) supported in E\ = $(A) such that, 
with Q = 1 - 2aT (Re s)30, 

X o ^ = l if Q^2KH and |s - as| + |y - ay| ^ — ^ 

X o ^ = 0 if Q^-KH or \s-as\ + \y-ay\>-^-

where €0 is the constant appearing in the Définition B in the Appendix and C2 < Ci 
are constants (independent of K) which dépend only on the data. Then the support 
of a derivative of x 1S contained in the image by $ of the set Wi U W2, where 

(7.28) 
Wi = U0^y):-ssxx^-^ \s~ as\ + \y - ay\ < , Q > -KH , 

W2 = {(0,s,y) : -ssssKH ^Q^ 2KH, \s- as\ + \y - ay\^ £0 
C2K. 

Let a be the phase and the amplitude which satisfy (7.22) and u be a solution of 
our Schrôdinger équation. We set 
(7.29) 

Tu(0;t,a,/i,fc) = / eih *k V * Ï P / M , « a(0. t, y% a, fc) \r(#; -,y)u{t,p,y)dpdy. 
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Using (7.22) and the équation satisfied by u, we see easily that 

(de - kdt)Tu(9; t, a, h, k) = F(9; t, a, h, k) + G(0; t, a, h, Af 

where 
(7.30) \G(d: t, a, h,k)\^ C e ^ " " , S > 0 

for 9 in suppx, \t — to\ ^ £, a G /o,, /i G Ih, k > 0 small and F is a finite sum of terms 
of the form 

(7.31) çih 2k 1 (p(6;p/h,y,cx,h) 9; - , y , a , M x(0; -r^y)v(t^p^y)dPdy 

where x is a derivative of x of order ^ 1 and v is a derivative of u of order ^ 1. Then, 

(7.32) supp x C supp x' C Wi U W2 • 

It follows that 
d 
d9 

(Tu(0; t - k9, a, /i, A;)) = F(9; t - kO, a, h, k) + 0(e"ô//lfc). 

We take #o < 0 such that x(#o; p/h,y) = 0 and we integrate both sides of the 
above equality from 9 = 9Q to 9 = 0. Since (p(0; p/h,y,a,h) is a FBI phase at 
(so,2/o, ( — l/5o> 0)> #0? 0), Theorem 4.8 will be proved if we can show that 

(7.33)/ = 
vrd 
vrd 

eih-*k-*<p{0\Plh,y,a,h) Ja. t ...\ x(0; T->y)v(t - k9;p,y)dpdyd9 

= 0{e-5'hk), 5 > 0 , 

uniformly in t when \t — toi ^ e and for a G Ia, h G Ih, k > 0 small. Since 
suppx C Wi U we divide the proof of (7.33) into two cases. 
Case 1. — We consider the part of the intégral where (0, p/h, y) G W2 (this is the 
hard case). We set 

(7.34) 

h h 
~H k = Hk, s = ê 

ip(9;s,y,a,h) = —<p\ 0; ~Eï,y,OL,h). 

We obtain 

h=h 
W-2 

A-^-^s,y,aMaU±,y^h,k)x 6\ -T7,v) vit — k0: hs,y)dsdvdd. 

If (d,s/H,y) € W2 then one can find {d\,s\) € D\ (see Theorem 7.1) such that 

(e;s(e),y(0),a,h). 
1 

K' QI, 
S Si 

\H Qi 
^ 1 1 

K'' O, 

where Qi = 1 — 2aTs{0\ (see (7.14)). Let {0,s,y) e A satisfying &(6,s,y) = 
(d, s/H,y). Then Qx = 1 - 2aT(ReS)3 Re0 + £>(£ + <fo) <2i- Therefore 

-KH + 0(— + SO)QI^QI^2KH + O(— + Ô0)Q1 
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so, if ̂  + So is small enough, 

(7.35) -KH < Qi ^ 3KH. 

It follows that 

s+d21d S -
Si 
Qi 

H + si 
vr 

Qi 
vrd H 

K'Qi + N I 
H 
Qi 

vrd 1 
dvrd 

+ \8l\) 
3 
K 

This shows that |s| is small if K is large enough. Our goal is to apply Theorem A. 14 in 
the Appendix. Therefore we have to show that ip is a phase satisfying the conditions 
of Définition A.4 in the Appendix. 

Let us check that Im^ ^ 0, when the variables are real. Since cp satisfies (7.2) and 
p is a real quadratic form in (À, p), we see easily that Im (p is the solution of a linear 
vector field which is transverse to the hypersurface 0 = 0. Since Im^|^=o ^ 0, the 
positivity propagates as long as cp exists. 

The second point is to check condition 3) and, fîrst of ail to find the point £o-
Let us recall that, according to Lemma 3.4 and Corollary 3.6, if (p, y, 0, (À, p)) 

is a point such that p + \p\ ^ £U5 (p,y) (0, yo) which satisfies y0 = y + 
pFi(p,y,//) + pF^p^y,p) and À is the unique négative solution of p(p,y, À, p) = 1, 
then (p, y, 0, (A, p)) belongs to iV^(m0). Moreover p =p{p, y), A = A(p, y). 

We fix (/ii, si, yi) in [0,1[ x M+ x Rn_1 and we consider the following neighborhood 
of this point 

(7.36) Vr = |( / i ,s ,y) G [0,1[ x C x Cn_1 : + 
1 1 
s2 s? + \y-yi\<r 

where rv is to be chosen. We also assume that H= h -h \av\ < r. Then we set 

(7.37) 
Ai = A(/ii si, vi), Mi = uihi s*[ ,vi) and 

vrdd 'Ai ui 
s? ' s? ^ 

Proposition 7.8. — If r is small enough, we have for ail (h, s, y) inVr, 

(7.38) 
dip 
ds K 

9; s, y) -
Ai 
s? 

+ 
d%b 

\dy Q;s,y) -
vrd 
vrd < £0 

where eo is the constant appearing in Définition A.4 in the Appendix. 

Proof. — From the définition of we have, (see (7.13) and (7.15)), 

dxb 
ds 

[0,s,y) = 
1 

H2 
r(9;s,y,a, h), dxp 

dy 
'fi; s, y) = — n(9;s,y,a,h) 

where 3>(0; s, y) = (9, s/H, y) that is s(9; s, y, a, h) = s/H and y(9; s, y, a, h) = y. 
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Lemma 7.9. — Let (s*, y') be the solution, which is real, of 

s(9]sf\y'\aT,av,h) = s 
H 

(= s(0; s,y,a, h)), \ i s+s1c 

y(9; s*, y*, aT,av, h) = y(= y(- • • )). 

Then 

( 0 

|?- sr\ < C/i(|5 - aa| + \y-ay\) 

\y-y'\^C-(\s-as\ + \y-*y\) 

(ii) \g(9; s, y,a, h) - g(9;s,1y',aT,av,h)\ < Ch(\s - as\ + \y - ay\), 

where g = or ^rj, g = -J^T or -̂ 77. 

Proof. — By the proof of Proposition 7.4 (see (7.17)) for fixed 0 the solution (s7,?/7) 
(resp. (s>>y)) exists and (0,7?,yf) (resp. (0,5,y)) belongs to A (see (7.14)). This 
means that (S7 — 3i| < SoQi, \y' — yo\ < sy, [s — si\ < 8QQ\, \y — yo\ < ey. It follows 
that | ? - S7! < 2S0Qi and \y - y'\ < 2ey. 

Now for t in [0,1] let us set 

Mt = t(s, y) + (1 - t)(t, y') = (st, yt). 

With the notations of Proposition 7.2 we have 

1 - 2aTsf 6 + stF(9; Mt, a, h) = 1 - 2aTs\d + 0(\s- « i | + \s* - ï i | + sce 
K2J 

It follows then that we have 

1 -2aTs*9 + stF(0;Mt,a,h)\ ^ d Q i . 

Let us set 

a = 
ds 

dd+1d [6; s, y, T, n, h), = 
08(6) 
dyj 

dd+1d 
+1d+ 1d 

ds 
1 < j < n, 

D = 
dd+d1r 

dyk l<i',fc<n—1 ' 
U = (Uj), V = (Vj). 

Then Corollary 7.3 shows that, 

Ci 
d+d1d 

< lai < 
Co 
QV 

\u*\ < 
C 

K2Qi 
d+d1 C 

Qi 
D = ld+C 

1 > 
K) 

Moreover 

ds(6) 
dr 

= O 
1 

dvr 
08(6) 
dr] 

= O 
1 

dd1d+d1 
dy(6) 
(e;s(e),y 

= O 
1 

Qi 
and 

dy{6) 

drj 
= O 

1 
Qi 
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Using the formula (7.10)' we obtain 

d2s 
ds2 

(6,Mt,a, h) vrd C 
vr+d1 

d2s 
dsdy 

'0,Mt,a, h] 
C 

KQl 
\d2s 
dy2 

'0,Mt,a, h) re 
C 

KQi 
\d2v\ 
Ids2 

vr C 
KQ2 

d'y 
dsdy 

{6,Mt,a, h) sv C 
KQ, ' 

\d2y\ 
\dy2\ 

C vrd 
K 

By the Taylor formula with intégral remainder we get 

s 
<y 

(9, s, y, a, h) = s 
vr 

(9, s, y, aT + 2ih(s — as), av + 2ih(y — ay), a, h) 

vrd 
s 

vr 
(9,s,y,aT,ar,,h) + +d2d 

d+d2 

where 

\Yi\ < 
Ch 

Qi 
(\s-as\ + \y-ay\), \Y' 

Ch. 
vrd 

Qi 
(\s - as\ + \y - ay\) 

Let us set B — \s — s'\ + Q\\y — y'\. Then we have B ^ C(ÔQ + £y)Qi 
Now, using the Taylor formula up to the second order and the above estimâtes on 

the second derivatives of s, y, we get 

vrd 

vrd 
(9, s, y, a, h) - vr 

vr 
{6, s1,y',a,h) = 

d+d12d 
,V D 

d+d12d 

\y-y' + 
'O(B2/Q( 

O(B2/Q2} 

We deduce from the above computations and the hypothèses in the Lemma 7.9 that, 

'0' 
0 éd 

s" 
3b 

(0, s, y, a, h) -
ev 
,y 

{9,7,y',a,h) 

dv 
a U 
V D) 

's — s' 
d+d1d + 

O B2/QZ) 

0[B2IQ\ 
+ 

vvr 
,Y'J 

Let us set M = (rrijk) = {\v3,Uk) ; then \rrijk\ ^ C/K2. It follows that D — M is 
invertible and (D — M)-1 = I + 0(l/K). Then we have 

y-y' = {D-M)~X - -YXV + Y + o £2N 
-QV 

1-V = -Yi--U-{y-y') + 0 
a a 

•B2 

d+d12 
This implies that 

B < Ch(\s- as\ + \y- ay\) + C 
B2 

Qi 
Now B/Qi ^ C(So + Sy) ; it follows that B < Crh{\s — as\ + \y — ay\) since 60 + sy is 
small enough, which proves the first part of the lemma, since Q\ ^ K H and h = h/H. 
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Since s(9) = s/H = s(9), with \s\ ~ C/K, we have 
1 

\H2 m -
i 

H2 r(0) vr 
1 
s2 

TS2(9)-TS2(9)\ = (1) 

Now, by (7.8), (TS2)(9) = TS2 + / and ( r i2 )^) = o;T5r2 + / where | / | + | / | ^ C/K2. 
It follows that 

1 < CK'h(\s- as + y-av) + 
1 

" s2 1/(0) - /Wl-

On the other hand, 
df 
ds 

1 
\K2Q^ 

df 
dy 

= C 
1 

\K2 
df 
dr 

= O 1 
s+d2d1d+ 

and df 
dn 

- O 
1 

{KO-,) 
Then using Taylor's formula and the part (i) of the lemma we obtain 

(l)^Ch(\s-as\ + \y-ay\), 

if K2H is bounded, and (ii) follows. The same argument applies to jj n. 

Let us now prove (7.38). Using the notations of Lemma 7.9, we write 
dxb A, 1 
ds 4 H2 r{9)-

1 
H2 

T{6) + 
1 1 

\ s2 s\) 
TS2 + 

1 
<?2 

TS2- dv 
81 J 

(1) (2) (3) 

The term (1) is bounded by C/i^eo ^ §£o> by Lemma 7.9. Since rs2 is bounded, we 
have |(2)| ^ C r < ±e0- Let us look to (3). 

In that follows we shall write (s, y) instead of (17, y'). Let us set 

(7.39) 

p* = hs(9; s, y, aT, a„ h) 

y* = y(0; •••) 

A* = -(rS2)(0;-.-) 

P* = -B(sr1)(9;---) 

where R = p(hs,y,aT's2,0^5) ^ 0. 
Let us set m* = (p*,y*,0, (À*,//*)). It follows from Proposition 7.7 that one can 

find T* > 0 such that 

ex.pT*aHA(m*) = d+d12d 1 
R 

d+d21d D 
sd 

San) ) 

Therefore, if h + \av\ is small enough, Lemma 3.4 shows that 

lim exp ta Hm ) = lim exp terH&(hs, ?/,••• 
t—»--hoo 

= (0 ,» ,0 , ( - l ,0) ) 

where \y_ — y\ ^ Ci H. 
Then Corollary 3.5 shows that d(m*,iV^(mo)) ^ C2H. This means that one can 

find (p2,2/2,0, (A2,/i2)) e JV;^(m0) such that 

|p* - P2\ + \y* ~ + |A* - A2| + |M* - M2| ^ C2H. 
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It follows that 

|A*-A(p", | ,*) | + | , i - - M p ' , l f ) | 
< |A* - A2| + |A2 - \{p*,y*)\ + + \f*2 ~ »(p*,y*)\ 

< 2C2H + C3(\p2 -p*\ + \y2- y*2\) ^ C4H 

because A2 = A(p2,3/2), p-2 = where A and ju are holomorphic functions. 
Therefore we have 

|A* - Ad + lu* - miK |A* - \(p*,y*)\ 
+ \fi* - n(p*,y*)\ + \\(p*,y*) - A(p!,i,i)| + Hp*,y*) - ii(fi,vi)\ 

^CH + C(\p* - Pl\ + \y* - < CH 

Now R2 = s4aî + s2aî + O(h) = 1/s? + O(H). Then 

RX* - Ai 
si 

+ \Ru* «1 
si 

< CH 

which, according to (7.39) proves (7.38) and complètes the proof of Proposition 7.8. 

• 

Let us now check condition 4 in the Définition A.4 in the Appendix. 

Lemma 7.10. — One can find a positive constant C such that for real (0, s, y), 

Ira 
dtp , 
dx v 

9, s,y,a, h) ^eoh, x = s or y. 

Proof. — We use Lemma 7.9. The observation is that, if s/H and y are real, then 
(0, s', y') is real ; this implies that T(0; s', y', aT,av, h) is real. Now 

0 0 , 
ds 

9,s,y,a,h) = 
1 

H2 Z(0) = 
1 

H2 
r(0) + 1 

H2 
(T(0)-T(0)). 

So Im dip/ds\ ^ jjfi \z(9) — T(#)| ^ ChÔ2£o ^ £o> by Lemma 7.9, since h < 1, taking 
CÔ2 ̂  1. The same argument works for Im d^/dy. 

The condition 5) in Définition A.4 follows from the holomorphy of ip, so we are left 
with condition 6) which is 

(7.40) (Im^;/)(0,s,y) ^ — Soh, for real (0,s,y). 

Let us recall that we have set 

s(0:s,y<a,h) = s 
H 

y(0;s.y,a,h) = y. 

Then, if we set 

a = u 
ds 

Us 
sd+6d2 

dv 

ds 
1k = H 

ds 

dd+d1 
D = 

d+d12 

\dyk. 
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we have 
C 

K2H ^ loi ^ 
C 

K2H 
d+d1r c 

K2H \lk\ < 
C 

K3 > 
D = I + 0 1 

Let us recall (see (7.10)) that l/s(6) = 1/S-2TS20+F, where r = aT + 2i/i(s-as) 
and F = 0(Q1/K2). It follows that 

08(6) _ 1 + 4TS36 + 4ihs46 - s2 f f 
03" (1 - 2rs36> + SF)2 

U 
V 

From the Cauchy formula, integrating on a bail |s — Cl = ôQi, we see that 
\dF(6) 

ds 
^ C Qi 

K2 
v+f 

s+d1d 
O 1 

.K2) 
2 

Now, since 4rs30 is close to 4aTSo which is non négative, we deduce that 
\U\ is bounded above and below by strictly positive constants. On the other hand 
we can write 2TS36 + sF = Qx + <D(± + SQ)Q1 + O(h). Since h < H < Qi/K 
(see (7.1)) we deduce that |V| is bounded above and below by CQ\. Since, by 
(7.35), Q\ is équivalent to K H we deduce that H ds(6)/ds is uniformly équivalent to 
H/K2H2 = 1/K2H, which is our first claim. For the estimate on bj, we use the fact 
that y (6) = yj + Gj(6), where Gj = 0(l/K). By the argument used above we get, 

i dGj i ^ C 1 C l 
I ds I ̂  K ÔQ, S K2H' 

The other estimâtes follow also from the expressions of s(0), y(6) and the Cauchy 
formula on a bail \y~j — (,\ = e. It follows that 

6, 
a = 0 (D, 

dvrd 
a 

= O (H-
dv 

rrijk = d+d21 
a 

= O 1 
d+d2 

We set M = (mik), then (D - M)-1 = Id+0(1/2(0 and 

(7.41) 

9 1 
a 1 + b 

a 
Z?-M)-17 9 

vrd 
b 
a 

(D-M) d+d12 
du 

dv 
vd - (D - M)'1 d 7 d 

idy a ds\ 
Let us recall that we have 

dtp 1 
dy B 

H(6;s,y,a,h) 

and, by (7.3), 

m = -
dp 
dy 

(e;s(e),y(0),a,h). xx+x21x+ 

with 77(0) = 77 = av + 2ih(y — ay). It follows that, with h — h/H, 

d2^ 
dy2 = (D- M)'1 2ih Id -t 1 

d+d 
cv 
vrd 

d t d 
\dy a ds 

dp, 
dy 

da 
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We claim that, with A = | Res — as\ + | Rey — ay\, we have 

(7.42) Im 
d2ib 
dy2 

= 2/iId-
h 
K 

0(^ + A) 

This will be achieved if we prove that 

(7.43) Im 
vr 
R 
e 

d 7 d 
<dy a ds 

dp 
v+1 

da = 0 
h hA^ 

K2^ K ) 

since (D - M)-1 = là+Oll/K). 
Now p = A2 + ^2hjk(y)/JLjfJbk + pr, where r = p2r0(p,y)X2 + pr1(p,y)Xp and it 

will be clear from the method that the terrn pr can be handled in the same manner. 
Therefore let us assume that p = A2 4- f{y)p2- Then dp/dy = fi(y)p2 and 

(7.43)' 
f d 7 d ^ 
dy a ds 

dp 
-dy 

(hs(a),y(a),TS2,srj) = â V ' / 2 ( v ) -
(dy 7 dy-
dy a dH> 

+2/i(y)22s| 
ds 7 dsy 
dy a ds> 

+ 2/1(y)s2rZ 
drj 7 ôr7> 
<9y a ds 

= (1) + (2) + (3) 

where fj, j= 1, 2 are smooth function which are real if y is real. 
We recall that, if / = s, y, r, 77, we have 

/(a; s, y, a, /i) = /(<T; S, y, aT + 2ih{s - as), -f 2ih(y - ay), h) . 

Lemma 7.11. — With the notations of (7.28) and Lemma 7.9, let (0, s, y) G W<2. 
Then, for a G [0,0] we have the following estimâtes. 

(7.44) 

re E = (a;Res,Rey,a^a^/i), UQ(Œ) = 1/(1 6+xsl ++xnx+xn, 
dvrd 
vred 

|2(a) - t?(S)| ^ |fi(o-)j + |s(£)| < Cwo, 
d 

\ds G0(*) -
vrd 

vrd 
:s) +dd1d+d 1 + 

A 
KH) 

vrd 
dy 

s)(a) - ds 
dvK S) dd+d1 e 

v «0» 

I d 
ds 

d+dd1d+d vre 
55 

dvrd 
re E = (a;Res 

,ii:2if k2#2 
d+dd1d+d+ 

dy 
d+d1 fi 

dvre 
5 , 

re 
fss+d1v dd 

d« 
d+d1d1 ée 

vw 
vre 

I d 
dy 

dx+d8/e52d+ 
dri 
du [S) < C7i. 

where E = (a;Res,Rey,a^a^/i), UQ(Œ) = 1/(1 — 2ar(Res)3cr) and 

A = | Res — as\ + | Rey — ay\. 
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Proof. — Since —2aT(Res)3 is positive, we have in W% (see (7.28)), 

1 - 2ar(Res)3cr ^ 1 - 2aT(Res)30 >Qx> 1 
2 

KH 

Thus u0(a) ^2/KH. 
Moreover for any z, £ such that z = Res + O(H), Ç = Rey + O(H) we have 

1 - 2 T ^ < T + 2 F ( C T ; Z , C , . . . ) = 1 - 2 ar (Rester+ £>(#) 

since r = aT + 2ih(z — as) and F — 0(H). It follows that 

1 - 27z3a + zF(a;z,<:,---)\ > 
1 

2 
u0(cr) 

if ii!" is large enough. 
Let us recall the rule of differentiation. By the Cauchy formula applied in the set 

(7.3)', each time we differentiate a holomorphic function ip with respect to s (resp. 
y,T,rj) we loose a factor which is 0 ( l / Q i ) (resp. 0(1), 0(K/Qx), O^/Q^)) with 
respect to ip. Note that Qi ~ KH by (7.35). Recall now that, 

s(a;s,y,T,T),h) = 
s 

l-2r'S3a + sF(a) ' 

where F = 0(H/K) (see (7.10)). By the above rule, we get 

3F 
ds 

= O 1 
K2 

dF 
dy 

= O 
H^ 
K) 

dF 
dx 

= 0 | 
1 

,KJ 
if x = r or 77, 

d2F 
ds2 = 01 

1 
K3H 

d2F 
dsdy 

= C 
1 d2F 

dsdx 
= O 

1 
KH) 

d2F 
dy2 

- O 
H 
K; 

d2F 
dydx 

0 1 
\K) 

, etc. 

Using the explicit expression of s (a) given above we obtain the following estimâtes. 
ds(a) 

ds 
= O(u20), 

ds(a) 
dy 

= O 
H 
K Un 

ds(a) 
dr 

= 0(u2), 
ds(a) 

dr) 
= O 1 

K 
dx+x1 

d2s(a) 
ds2 

= O 
1 

KH 
Un 

d2s(a) 
dsdy 

= 0 1 
.K2 «o 

d2s(a) 
dsdx 

= O 
1 

^KH 
u2) 

d2s(a) 
dy2 

= O 
H 

K 
2̂  

"*0. 
d2s(a) 
dydx 

= o 
1 

«g 

where we have used the estimate un(cr) ^ 1/KH. 
Finally let us remark that, according to Lemma 7.9 we have, 

lim31 ^ ChA, \Imy\ 
ChA 
HK 

h(\s - as\ + \y- ay\) ^ ChA 

Let us now prove the estimâtes on s in (7.44) 

s(a) — s(£) = S(<T; S, y, ar + 2ih(s — as), + 2ih(y — ay), h) 

— s(a;Res,Rey, a^a^ / i ) . 
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Thus, the first estimate in (7.44) follows from the Taylor formula and the above 
bounds on the derivatives of s. 

Consider now (*) =sssd dd~ IF SDDV WE HAVE 

(*) = 
ds 
ds 

(a; s, y, aT + 2ih(s - as),... ) 
ds 
ds 

(a; Re s, Re y,... ) 

+ 2ih 
ds 
dr 

fer; s, y, aT + 2ih(s -as),...). 

The last term in the right hand side is bounded by huç. Then 

Im s • 
d2s 
3S2 

vrd hA 
\KH «oj» Imy-

d2s 
dsdy 

= O 
hA 1 

\KH K2 
vrd 

2ih(x* — as) 
d2s 

' dsda 
= o(hA-

1 
KH' 

vr x — T or t), x* — s or y. 

This Droves the claimed bound for (*) 
Let us consider now (**) = A (s)(cr) — | | (S). We have the term 2ihds/dr) which 

is O(huo). Moreover 

Ims 
d2s 

dsdy 
= O h A 

1 
K2 

Un Imy 
d2s 
dv2 

vrd hA H 
KH K 4 vr+d1 'hA 

K2 4) 

h(s — as 
d2s 

dvdr 
[hA 1 

K 
u2), 

This proves the bound for (**) . 
For the bounds concerning y (a) and r](a), we use the fact that we have, 

y(a) = y + C> 1 
K 

, r,(a)=rj+0(H). 

Détails are left to the reader. 

It follows from thèse estimâtes that (see (7.43)') 

(1) = real term +0(hHAul + 
hH 
K 

u20) 

Indeed we have, with E = (cr; Re s, Re y, aT, h) 

(l) = s2(*)rL2(cr)f2(y(o-))\ 
dy(a) 7(a) dy(a)\ 

dy a(o~) ds 

So we can write 

(l) = a2(E)^(E)/2(ï,(E)) 
'dy 
dy 

7(E) dy 
o(S) ds 

S) ) + R 

where the first term in the right hand side is real. Moreover R is a finite sum of Rj, 
j = 1,..., 6, which we consider now. We have, 

R, = (S2(a) - s2(Z))n2(<r)h(yM) 
re E = (a;Res,Rey,a^a^/i), 

dy a(a) ds 
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By Lemma 7.11 we have |s2(cr)-s2(£)| ^ ChAuk ; moreover ri2(a) f2(y(cT)) is 0(H2), 

dy 

aii 
= o(i), 7 

a 
= n 

H 
dv 

(see after (7.40)) and 
dy 
ds 

O 
1 

d+d1 
It follows that 

i?i = 0(hH2Aul) = 0 
hHA 

K 
«2 

since u0 = OillKH). 

i22 = s2(E)(̂ (<7)-i72(S))/2(...) 
dv 
dy 

-y dy\ 
a ds/ 

We have |s2(E)| < Cu\, \rf(a) - J72(E)| ^ ChHA. Therefore we get, R2 = 
O(hHAu20). Now R3 = s2(S)r?2(S)[/2(y(cT)) - /2(y(E))(- • • )] . We have 

l/2(tf(<r)) - /2(y(S))| < C7|y(a) - y(E)| < C 
hA 
KH' 

It follows that 
R3 = 0(U2H2 hA > 

d+d1 
= 0 

d+d1d1d+ 
d+d1eààe d 

Now 

i?4 = s2(E)«2(E)/2(y(E)) 
vr 
dy dv 

dy 
dy 

= 0{u2H2 
h 

KH) 
= O 

'hH 
K 4)-

Then 
i?5 = s2(E)772(E)/2(y(E)) re 

a 
vr 7 

a 

dy 
ds » . 

Recall that a = H ds/ds and 7 = Hds/dy. It follows that 

7/ x 7 
a 

d+d1 
a x 

1d 
ff (*) • ff (S) 

5s 
au 

d+d1 ds . 
ds : s ) - ds 

ds (*) 
ds 

"ds' 
-ds 

Vdy 
(a)-

ds 
dy v 

The denominator is bounded below by C«o and from Lemma 7.11, the numerator 
can be estimated by 

C 
H 
K o • ( hu% 4 

hA 
KH *8 v+d14d h.. «8) 

vrd vr 
K 

vrd 

It follows that 
i?5 = <? #2u2 

vr 
vr 

i 
KH 

d+d1 hH 

K2 4) 
Finally 

iî6 = s2(S)̂ 2(S)/2(y(E))f (S; 
dy(<r) dy 

ds ds 
(S) 

can be estimated by 

ulH2 
H ( h hA 
K\K2H K2H2 

= O 
hH2 
K3 

d+d1 hHA 
K3 

dd+d1 

Summing up we get 

R = 
6 

dvr 
Ri = 0 hHAul + 

hH 

K 
*3 • 
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Since d 
le 

UQ{o~)da ^ C 
(KH)P-1 

if P^2, 

we obtain 

(7.45) Im •o 

>e 
{l)da = 0 'hA h -

K K2 > 

The other ternis can be handled in the same manner, using the above estimâtes. This 
proves (7.42). 

Our next claim is 

(7.46) Im 
d2ip 

dsdyj = -2h Re d 
a 

+ hO 1 
vr+d1 A). 

Since 
dtb 

dd+1 ±=(<4, + 2ih(yj-a1y)) + 1 
H 

,o 

Je 
dp 
dyj 

(h s (a), y (a),...) da 

and, by (7.41), 
d 
ds 

b d 
a dy 

1 \ d .!/...&,„ 
'\K) dy ' aV ' - m ) - S ) 4 , 

we can write, 
d2tb 

ds dyj 
= -2ih dv 

a 
l + O 1 

K 
1 d 

d+d1+1 
0 dp 

'e dyj 
{hs(a),y(a),...)da 

Thus (7.46) will follow from, 

(7.47) Im 
,o 
dv 

"1 
a* 

1 + b 
a 

D - M ) - 1 - d 
/ ds 

vr 
a 

D-M)'1 d 
dy 

dp 
,dy 

hs{&), • • • ) ) da 

= hO 1 ,A). 

Since b/a = O(l), the estimate of 

Im 
•o 

le < 
d 
a 

D-M)'1 d dp\ 
dy \dyJ 

da 

has been obtained in the proof of the preceding case. On the other hand we have 
b 
a 

D - M)_17 = C 1 
d+d1 

Therefore the main term remaining is 

Im 
r0 

le 
d 
ds 

d+d1 
dyJ da. 

As before, we will assume that p = A2 + f(y)fi2, which implies that dp/dy = fi(y)n2. 
So we are left with the estimate of 

7 = Im 
vr 

le 
My)^2R2da-i /•O o 

le 
- / i ( y ) « 
a — 

ds 
ds-

]2da + f°2 
'e « 

fi(y)s2r?-
dr) 
dîaa\ 

= Im ( ( l ) + (2) + (3)). 
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Let us look to the first term. By (7.44) we have |/2(î/) - f2(y)\ < ChA/KH. It 
follows that 

'1 1 
<a a(real)> /2(y 

dy 
'as 

dr+d < CKhA • 1 
K2H 

H2u% ^ ChHAul, 

11 

o 
(h(y) - h(y)) 

oy 
ds 

2 2 
s rf 

ChHAu xdx dd 
d+d4 A 1 

d+d14 
ff2u2 = 

CHAH 
K2 

1 

a 
d+d4 'dy 

.ds 
dy 
dlJ 

2 2 
s 77 

< c k 2 / * hA 
K2H2 

H2ul = ChAHu2n, 

1 
a 

r2{y) 
dy 
ds 

r 2 2 k5 — S !Z2 < CK2H 1 
d+d1 

ZiAtf2^ = ChAH2ul, 

1 
a 

/2(V) 
dy 

ds 
s2(rj2-V2) ^ CK2H 1 

K2H 
ChHAul = ChAH2ul. 

It follows that 

(1) = real term + O 
r0 

je 
hHAul{a)da) 

Therefore 

Im(l) = O 
hA> 
K J 

The same estimâtes and the same method apply to the term (2) and (3). Then (7.46) 
follows. 

The last step in the proof of (7.40) is the following claim 

(7.48) Im dzil> 
ds2 

t= 2 R( 
b 
Q 

h + (D(KhA). 

To prove this we shall use (7.34) and Proposition 7.6 which give 

t/> = 
1 

H 
(s - Oùs)aT + {y - ay)av + ih((s - as)2 + (y - ay)2) + 0p(hs, y, TS2, srf)) 

where r = aT + 2ih(s — as), 77 = av H- 2ih(y — ay). 
Let us recall that, by (7.41), 4- = P4~ + Q4*, where 

P = 
1 
a 

b 

a 
(D — M)_17, Q = -

6 
a 

ChHAux+xùx 

Let us also assume, for simplicity that p — A2 + ]h3k(y)njiJ,k. Then 

d+d1 
<9s 

1 
H' 

>(ar + 2*/»(s - qb) + (41/ïrs4 + 4?̂  s3 + sf^^Oj 

1 
+ vr 

Q a, + 2ih(y-ay) + (s2 f2(y)r? + s2ihh{y)rj)9). 

We write 

(7.49) 
0 ^ 

vr+d 

1 
H 

(PU + QV) 

Now we have 
p= _ ( ! + &(£> _ M)_17) = 1 

o 
1 + C> 

ved 

.if, 

ASTÉRISQUE 283 



7.4. END OF THE PROOF OF THEOREM 4.8 79 

and 
a = H ds 

ds 
1 + AihsA0 + 4?330 - dF/ds s2 

s2 H' 
since s(9) = s/H. On the other hand, 

U = T(1 + éihPd + 4TS3 9) + 0{H2). 

Since dF/ds = 0(l/K2) we get 
1 
H 

PU = 1 
s* 

(rS2 + P ) , R = 0 H2 + 1 
K2. 

Moreover, using the Taylor and Cauchy formulas, we see that if R is a holomorphic 
function, depending on (9,7, y,r,rj), which is real on the real and bounded by L, then 
llmiîl < CL±A. 

We can now begin to estimate the second derivative of tp. We have 
8 
ds 

1 
dv d+d4d+d 2 

s 
(TS2 + R) -

(i) 

1 
s2 iliKs2 + 2T7) P + P dR 

ds dv 
dR^ 
dy< 

(2) 
It follows that 

Im(l) = 0(K3hA + K3(H2 + ^ A) = 0(K3h • h A + KhA) 

On the other hand 
P dR 

ds + Q 
dR 
dy = O(KH2 + 

1 
K) 

and ImP = O(KhA). Therefore we get 

Im(2) = 0(K3HhA + KhA) 
Then 

(7.50) Im d 
ds 

1 
H 

PU) = 0{K HhA + KhA). 

Let us look now to the term 
d / l 
ds\H QV) = P d , 1 

ds\H QV)+Q d 
dy 

1 QV] = (1) + (2). 

We have QV = O(H) so 
d 
ds 

QV = 0 
1 
K) and ImQV = 0 

1 
K 

h A\ 

Since P = 0(K2H) and ImP = O(KhA) we get 

Im(l) = O(KHhA) 

On the other hand, 

(2) = l dQ„ 1 ^dv 
H dv H dv = (3) + (4). 
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The same argument shows that (3) = 0(\) so Im(3) = G(hA). Now it is easy to see 
that Im(4) = 2(Re b/afh + 0{hA). Then 

(7.51) Im Ô 
ds 

1 
H 

QV)=2 Re dv 
a 

h + <D(hA). 

It follows from (7.49), (7.50) and (7.51) that if K2H < 1, we have 

(7.52) Im d2ip 
ds2 = 2 Re 6> 

a 
2~ 
h + 0(KhA) 

which proves (7.48). 
Now, since by (7.28) A < SQ/C2K, where C2 is large, taking 1/K <C eo> we deduce 

from (7.42), (7.46) and (7.52) that (7.40) is satisfied. 
Thus we may apply the Theorem A. 14 in the Appendix to conclude that the part 

of the intégral (7.33) where (9,p/h,y) € W2 is 0(e~ô/hk), with ô > 0. 
Case 2. — Let us look now to the part of the intégral where (6, s, y) belongs to W\ 
that is 

Q = 1 — 2aT Res60 > 1 
2 KH, vr 

CXK 
< |s - as\ + \y- ay\ ^ C2K' 

In this intégral, (0,s,y) is real. It follows from Lemma 7.9 ((s7,y', as, ay) being real) 
that 

(7.53) 
| Ims] < Ch(\ Res — as\ + | Rey — ay\) 

|Imy| < C 
K 

h(\Re s — as \ + | Re y — ay |). 

Let us set 
(7.54) A2 = |Res-as|2 + [Rey-a^l2. 

Then in W± we have 
(7.55) A ^ dv 

2CXK' 
Lemma 7.12. — In W\ we have 

Im<^ ^ -h(\Res - as\2 + |Rey - ay\2). 

Proof. — From Proposition 7.6, we have 

(p(6',s{6),y(0),a,h) = (s - as)aT + (y - ay)av + ih [(s - as)2 + (y - ay) 

(i) (2) 
+ 6p(hsJy,T&2,srf) . 

(3) 

We have 
Im(2) = h A2 - /i(ImS)2 - h(Imy)2. 
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It follows from (7.53) that 

(7.56) Im(2) ^ h A2 - 0\ 
1d 

K2 
hA2 + h2A2) 

We have also 

(7.57) Im(l) = Imsar -hlmy • o^. 

On the other hand, 

p(hl,y,7s2,srJ) = r2P + ̂ rf + hs(hsa(hs,y)(r^)2 + b(-•-)T&*srj + c(-• 

where r = aT + 2ihs — as), 77 = av + 2f/i(y — ay).d 
It is easy to see that 

(7.58) 

Im?2?4 = 4a2 Res3 Ims + 4ftaT Res4(Res- as) + 0(/i2A) 

Iras2»)2 = Q(hH A) 

Imhs(hsa(- • • )(rs2)2 + • • • ) = 0(fc2A) = Q(hHA). 

It follows from (7.56) to (7.58) that 

(7.59) Im (p ^ Im y • av + aT (1 + 40aT Res3) Ims + 40/i Res(Res - a8) 

+ hA2 + 0\ 
1 

ivT2 
hA2 + h2A2 + hHA). 

On the other hand (7.10) shows that 
if 1 1 
s s(0) s 

-2T&0 + F, \F\^C 
H 
vr 

and, since H/s is real, we get 
Ims 
|sl2 

- 2Imrs20 + Im.F = 0. 

Since |s|2 = Res"2 + Q(h2A2), we obtain 

Ims(l + 4aT Res30) + 40h Res4 (Res - a.) = Res2 ïmF + Q{h2A). 

Then (7.591 imnlies that 

Imw ^ /i>l2 + I m w a „ + aT Res2 ImF + O 
1 

K2 
hA2 + hHA). 

Then, Lemma 7.12 will follow from the following lemma. 

Lemma 7.13. — We have 

Im y • av + aT Re s2 Im F = O 
1 

K2 
:hA + hHA + —hA2 

Indeed, since A > s0/2CiK, we have (D(1khA + hHA+ whA2) ^ ±hA2 which 
implies that Im<p ^ |/i.A2, as claimed. 
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Proof. — Let us recall that p = À2 - hjk fijfik -h pr, with 

r = apX + bXa + cur and y = s dp 
dp 

(hs, y,TS2,srf) = 2s2 {r/) + hs2 
dr 
dp^ 

where (77} = ChHAu 
ChHAu Then 

y{0) = y-2 
dv 

le 
s2(a)(ri(a)da — 

t*0 

Je 
h s2 (a] 

dr 
dp 

{hs(a)*-)da = y <E Mn_1. 

Denoting by s(O),y(0) the real fonctions such that 

s ,y ,aT,a„) = s 
H 

ChHAu + ùm +x, 

(see Lemma 7.9) we can write 

(7.60) Im w = 2 Im 
dvr 

e 
[s2(a)(rl(a))-S2(a){r}(a))]da 

+ Im 
R-0 

te 
h v+d4 dr 

vrd 
hs{a) •••)- s2(a) 

dr 
dp 

(hs(a)--)\da = I + II. 

We have 

/ = 21m 
dv 

]e 
s2(<r)((v(cr)) ~ <ty(a)>) + fa(«7))UV) - s2(a)) da. 

Let us introduce the following function 

(7.61) uo(0) = 
1 

1 -2Res3ar9 
^ 0. 

Then, using the Lemma 7.9 and the estimâtes on ds(9)/ds, ds(9)/dy- • • (see Corol-
lary 7.3) we obtain, \s(û) — s(9)\ < ChAu%. Moreover we have \s(9) + s(9)\ ^ Cuo 
and |<2(<7))| < CH. It follows that 

(7.62) 
s 

'e 
(ri(a))(s2(a) - s2(a))da ^ CHhA 

dvr 

Je 
\iQ(a)da ^ 

CHhA 
K2 H2 

ChA 
K2H ' 

Now we have rj(a) = r) + G(a), r)(9) = an + G(a), where G and G are bounded by 
CH/K. Let us write for convenience (77) = f{y)f}- Then 

<2> ~ (V) = /(î/)(2W - ri(cr)) + 7?(cT)(/(y) - /(y)) 

(g) - (r?) = 2ihf(y(a))(y - av) + f(y(a))(G(a) - G(a)) +2(a)(/(y(a)) - /(y(a))) . 

Since |y(<r) — y(<r)| ^ ChA/KH, we see easily that 

\f{y{v)){Q{a) - G{a))\ + \v(a)(f(y(a)) - f(y(a))\ < 
ChA 

K 
It follows that 

(7.63) 21m 
vr 

le 
\sz(a)({r,(a))-{V(a))) da = 4h(Rey-ay) 

dd 

'e 
s2{a)da+0 

hA 
.K2HJ 
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We can apply exactly the same technique to the term II and obtain 

(7.64) II = o\ 
hA 

K2H) 
Then, using (7.60), (7.62), (7.63), (7.64) we obtain 

(7.65) Im y • av = 4h 

3,k 

hjk [Rey)(Reyj -a3y)ak 
d 

Je 
s2(a)da + G 

hA^ 
K2/ 

Let us look now to the term ImF. According to the computations made before 
(7.10), we have 

(7.66) F = 4 
vrd 

Je 

,o 

la 
dv 

dv 

Vk(y(t))U(t)rik(t)dtdo-

+2 
•o 

d 

re 

v 
(hs3ri 

dr 
d/j, 

+ hs2 
>dr 

dp. 
\(t)dbda + 

vr 

vr 
h si a) 

dr 

d\ 
da = (/) + (/ /) + ( / / / ) . 

Let us look to the term (J). Since \s3(t) - s3(t)\ ^ C\s(t) - s(t)\u% ^ ChAu%, we 
can replace s3(t) by ss(t) modulo an error which is 0(j$). Then we write t/(£) = 
rj -h G(t), r](t) = av -f G(t) where G and G are bounded by C|£. It follows as before 
that 

Im(J) = 16h 
ç0 p0 

J6 JA 

s3(t)dtda hjk 

j,k 
Rey^a^Reyj-aD + O rhA^ 

K2) 

The same computation can be applied to the terms (II) and (III) and we find finally 

(7.67) ImF = 16/i 
j,k 

V ( R e y ) ^ ( R e y j - a ^ ) 
d+d1 

le Ja 
s3(t)dtda + C 

fhA hA2^ 
,K2 K 

Now we see easily, using (7.10), that, with u0 defined in (7.61), 

(7.68) 
\s2(a) -(ReS)2u2n(a)\ ̂ < 

H 
K 

tl(a).. 

\s3(t)-(Res)3u3(t)\ < C 
H 
K 

4(t). 

Using (7.4) we see that we can replace, in (7.65) and (7.67) s by (ReT)uo modulo an 
error which is Oij^hA). On the other hand we have 

r0 

/A 
(Res)u0(t))3 dt = 1 

4ar 
(l-u2(t)). 

Then we get 

ImF = -
4h 

re 3k 
hik(Rey)ak,(Reyi - al) 

/•O 

16 
ul(t)dt + O 

hA 
K2 

hH A -\ 
h A2 
K 

Using (7.65) and (7.68) we conclude that 

Re s aT Im F = — Im y • a„ + 
hA 
K2 

+- hHA + 
hA2-
K . 

which is the claim in Lemma 7.13. 
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End of the proof of Theorem 4.8. — By the Lemma 7.11, the part of the intégral, in 
(7.35), lying in W\ is bounded by Ce~ô/hk. This proves (7.35) and complètes the 
proof of Theorem 4.8. • 
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CHAPTER 8 

PROOF OF THEOREM 4.9 

We consider the case mo G A/+, ra0 = (0,Î/OÎO> We proceed as in the proof 
of Theorem 4.8, § 7 ; we look for a phase cp and a symbol a satisfying the phase and 
transport équations. 

8.1. Resolution of the phase équation 

Let d be a strictly positive integer. We dénote by Vd the set of polynomials of the 
following form 

(8.1) ris, y, h, A, a) = hbis, y, h) Xd + 

\<*\+j^d 
x+d1d 

bocj{s,y,h)p°l X3 

where b and b^j extend to holomorphic functions near (so,2/o) and are smooth in h 
on [0, +00[. Then we have 

(i) Let r G Vd ; then for ail K0 > 0 one can find C(K0) > 0 such that for ail 
(s, y, h, A, p) satisfying \s — s0\ 4- \h\ 4- \y — yo\ 4- |A| 4- ^ Ko one has 

(8.2) \r(s,y,h,X,p)\^C(K0)(h+\p\). 

(ii) If r G Vd, dr/Ôs G Pd, <9r/dy G Pd and <9r/dA G Vd-i iïd^2. 
Recall that the symbol of is p(p, y, A, p) = A2 4- ||MI|2 + Pr so 

(8.3) p(sh,y,s2r,srj) = s4r2 4- s2|M|2 + hs2 r(s,y, h, s2r,rf), rG?2 

Proposition 8.1. — Le£ ao = (so, yo5 l/su5 0). Tftere exist positive constants EQ, eSJ 
£y, £oty £h and for h in ]0,s^[ a holomorphic function <p = (p(6', s,y,a, h) in the set 

E = t(0,s,y,a) G C x C x Cn_1 x C2n : Re<9 G (-00, e*], 

|Im0| < s — 50 
1 + 2|0| 

es 
d+d14d \y-Vo\ < ey, |a-a0| < 
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such that 
(8.4) 

dcp 
de 

(sh,y,s2 
d+v1 

ds 
dip^ 

dy 
= 0 in E 

tp\o=o = {s- as)aT + (y - ay) • - A(s - s0)2 + - OLS)2 -h (2/ - ay)2] 

where A = (1 H- 5)s0 , (5 small. 

Proof. — We introduce the symbol 

(8.5) q = 0* + p(s/i, y, S2T, srj) 

and we study the bicharacteristic System of q when the parameter on the curve is real. 
For (s, y, a, h) in C x Cn_1 x C2n x ]0, +oo[ such that 

| s - s 0 | < e " |y - i to |^e2 , aT -
1 

vrd 
+ K | < s?, 0<h< eî. 

we consider the System 
(8.6) 

0(t) = 1. 

s(t) = 2rs4 + hs4ri(s,y,h,s2T,r)) 

0(0) = 0 

s(0) - 8 

y(t) = 2s2(r7) + /is2[a(/is,y)(rs2) + sb(hs,y) • rj\ y(0) = y 

<?*(£) = 0, r ( 0 ) = -p(s / i ,y , - - - ) 

f (t) = - [4s3r2 + 2s||j7||2 + shr2(s, y, h, s2r, r,)}, 

r(0) = T = aT - 2A(s - s0) + 2ih(s - a3) 

r)(t) = -s2dy\\r}\\2 + s2hr3(s, y, h, S2T, rf), rj(0) = rj = an + 2ih(y - ay), 

where r\ GVi, r2,r3 EV2, a,b (and their derivatives) are uniformly bounded and 

s+s1s . n-l 

d+d1 
h (y)vj), dv\\v\\2 = 

n 

d+d1 

dhJ\ 

dy 
y)VjVk-

Lemma 8.2. — The System (8.6) has, for e°s, e®, e^, small enough, a unique global 
solution on (—00, 0] which is holomorphic with respect to (s, y, a ) . 

Proof. — First of ail we have 0{t) = t and 0*(t) = 0*(O) which are globally defined on 
(—00,0]. Then we introduce the following subset / of [0, +oo[ : T G / iff the problem 
(8.6) has a unique solution on [—T, 0], which is holomorphic with respect (s, y, ar, av) 
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and satisfies 

(8.7) 

(i)d 
1 
10 

vrd 

1 + 21*1 
^ \s(t)\ ̂  10 

vrd 
l + 2\t\ 

m I f / W - S K d a J + fc)1/2 

(ni) Mt)-v\ < k*J + fc 

(iv) \r(t)s2(t) - rs2\ < \a„\ + h where r = aT - 2A(s - SQ). 

(We assume laj + /i < e° + < 1). 
The set J is of course an interval which is non empty. Indeed, the Cauchy-Lipschitz 

theorem shows that (5.51) has a unique solution on [—T, 0] for some small T > 0 which 
is holomorphic with respect to the data. This solution satisfies \s(t) — s\ ^ C\t\ so (i) 
will be satisfied if T and eSo are small enough (with respect to so) ; now, according 
to the équation satisfied by rj we have rj(t) = 0 if av and h are equal to zéro ; since 
rj is smooth with respect to av and /i, we will have \rj(t)\ < Cda^l + h) ; then using 
the équation satisfied by r\ and (8.2) we get 

\ri(t)-ff\< 
,o 

dv 
\fi(cr)\da < C(\an\ + h)2 ^ |o„| + h 

if £̂  and e£ are small enough. On the other hand we can write 

ChHAu d+sls vr 
r 

|y(a)|d(j < Cida,| + h) + C2h < (|an| + h)1/2 

Finally, 

(8.8) 
d 
dt 

Ys2) = fs2 + 2rs5 = -2s3||r?||2 + s3hr(s7y,h, s2r,r?). 

with r G 7?2- Therefore, using (8.2) we get 

\r(t)s2(t) - TS*\ < Ci(|a^| + /i)2 + C2Mfc + K l + h) ^ K l + h. 

Let us set T* = sup/. If T* = +oo our lemma is proved ; so assume T* < +oo and 
let T0 G J, T0 < T*. On [-T0,0] we have a solution which satisfies (8.7). By (8.8) we 
have, 

\r(t)s2(t)-rs^\ < 2 
vrd 
R 
t 

\8{*)\*\\T,(<T)\\2d* + h 
r0 

ft 
\s\o)\\r{s{a),y{a),---)\da. 

It follows from (8.7) and (8.2) that one can find a constant Ci depending only on the 
data such that 

\r{t)s2{t) - rs2]^ d ( K | + h)2 
vr 

r 
— oo 

da 

(i + H)3 
therefore 

(8.9) \T(t)8*(t)-T?\ vrd 
1 
2 i\<*v\ + h) 

if sa and Sh are small enough with respect to the data. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2002 



88 CHAPTER 8. PROOF OF THEOREM 4.9 

Now we use the second équation of (8.6). We get 

(8.10) è(t) 
d+d1d+ 

= 2rs2 + s2hri(s,y,h,ST,r)), ri_eV\ 

Let us set 

(8.11) f{t) = {rs2){t)-rt2. 

Integrating (8.10) between t and zéro we get 

(8.12) 
1 

s(t) 
1 

s 
= -2trs^ + 2 

vr 

Jt 
f(a)da + h 

d 

vr (a) = -2s3(<7)||77(<7)||2 + hs 

Then we write 

(8.13) 
dv 

Jt 
f(a)da = [af(a)]°t -

vr 

't 
af'(a)da = -tf(t) -

t-0 

t 
af'(a)da. 

It follows from (8.8) and (8.11) 

f'(a) = -2s3(<7)||77(<7)||2 + hs3(a)r(s(a),y(a), •••), reV2 

SO, 

(8.14) \af'(a)\ < d ( K l + M2 
(1 + H)2 ' 

Therefore, using (8.13), (8.14), (8.15) and (8.9) we get 
1 1 

s(t) s 
2\t\T?P + 2\t\f(t)+g(t) 

2|/(t)| < + 
\g(t)\^C2(\aT,\ + h)2 

It follows that 

(8.15) 
s(t) = 

d+d2 
l + o1(t) + 2|t|(fs3 + /1(t)) 

\h(t)\ + \gi(t)\^C3(\av\ + h). 

Now 

rs3 = (aT - 2A(s - so))^3 

vrd - 1 
Vs* 

-4- aT — 
1 • 

4' 
-2A(s-s0))(s3l + s^-s3) = l + 0(es+ea), 

where 0(s) stands for a quantity bounded by Ce where C dépends only on the data. 
It follows from (8.151 that 

1 + gi(t) + 2\t\(rs3 + h(t)) = 1 + 2\t\ + 0(ea + es+ eh) + \t\0{ea + eh). 

Therefore, if ea, es, €h are small enough we will have 

(8.16) 1 so 
2 1 H- 21*1 

< \s(t)\ < 2 vr 
1 H- 21*1 

te [-T0,o]. 
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Next, using (8.6) we get 

\y{t) - Y| < 2 
f ° . 

vr 
\s2ta)(n(a))\da + h 

rO 

dv 
s2(a)\\e1(---)+£2(---)\dcr 

^ C4(K| + h] 
vr 

/-oo 

da 
(i + H)2 

d+d1d 
R.0 

/-OO 

da 
(1 + \a\)2 

so 

(8.17) 

Finally 

\y(t) -y\< 
1 

• 2 
a„\ + h)1/2, te -T0,0] 

\v(t) - <Xr,\ 

vr 
,o 

Jt 
\s2(a)\ 

vrd 

vrd dy 
y{°) \vi(v)\\vj(°)\dcr + 

r0 

Jt 
h\s2(a)\\r3(s(a)r--)\da 

^ [C6(\av\ + h)2 + C7/i(Ki + /i)] 
vrd 

r 
—oo 

da 
+d1d1d 

SO 

(8.18) \r)(t)-arj\ $ 
dv 

2 
(\a<n\ -h h). 

It follows from (8.6) and (8.7) that s, y, f, 77 are integrable on (—T*,0] therefore 
5(0 , 2/(0. ^ (* ) , *?(*) ^ v e limits a(-T*), y ( - T * ) , r ( - T * ) , ^ - T * ) as t —T*. 
Moreover thèse limits satisfy the estimâtes (8.9), (8.16), (8.17), (8.18). Then we solve 
the System (8.6) with data s( -T*) , y{-T*), r ( - T * ) , ry(-T*) on t = —T* ; by the 
Cauchy Lipschitz theorem, we find a solution on [—T* — 5, —T*] close to the data ; 
matching this solution with the previous one, we get a solution on [—T* — S, 0] which 
will satisfy the estimâtes (8.7). This contradicts the définition of T* and proves that 
T* = +00. 

We show now that we can complexify the time t and obtain a solution of (8.6) in 
the set Ret G (—00, —e], | Im£| < e. The équations (8.6) show that we can take 0 as 
a new variable on the bicharacteristic. 

Lemma 8.3. — The System (8.6) in (s(0),y(6),r(9),r](9)) has, for small e®, s®, s%, 
e# a unique holomorphic solution for Re# G (—00, —£0], |Im0| < se, which is 

holomorphic with respect to the data (s,y,ar,av). 

Proof. — Let us recall the following well known resuit. Let (9Q,XO) G C X and 
Q = { (0 ,X) G C x CN : \d — 0q\ < a, |X — X0\ < b}. Let F : Q -> CN be a 
holomorphic function such that supg \F\ = M < +00. Then the Cauchy problem 

(8.19) 
x(0)=F(e,x(e)) 

X(0q) = Xo 
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has a unique solution, holomorphic in {0 G C : \0 — 0Q\ < p} where 

(8.20) p < al 1 — exp -b 
(N+l)aM, 

We apply this resuit to the System (8.6). We take 0Q G [0,-foo[ and we call Xo = 
(s(0o),y(#o),T(0o),rç(0o))? the value at 0 = Oo of the solution found in Lemma 8.2. 
Here N = 2n. We take b small depending on (so>2/o) ; then M also dépends only on 
(so,yo) ; finally we take b/a = (2n + 1)MLn2. It follows that the System (8.6) with 
data XQ at 0 — Oo has a unique holomorphic solution in {\0 G Cn : \0 — 0o\ < p] where 
p dépends only on (so,2/o) but is independent of #o- Therefore moving Oo from 0 to 
-f-oo, we get a solution of (8.6) in a fixed small complex neighborhood of [0, +oo[. We 
can check that this solution satisfies the estimâtes (8.7) on this set. 

Proof of Proposition 8.1. — We introduce for e$, £° , e^, small enough the sets 

(8.21) A = (0, 8(0; s, y, a, h), y(0; • - • ) , 0*(0), r(0; • • • ) , 7/(0; • . . ) ) 

ReO e] - oo,e% \ ImO\ < e°e, \s-s0\<e°s, \y - y0\ < ey\ 

where aT1av,h are fixed such that \aT — 1/SQ\ + \av\ < h G ]0,e£[. We also 
introduce the set 

(8.22) E = (0,z,y) G C x C x Cn_1, ReO G 1 - oo.eSf, 

\ImO\<eï, z - so 
1-4-2101 

< 
vrd 

1 + 101 \v — Vol < ev > 

Let 7 r : A ^ C x C x C n 1 be the projection on the basis. 

Lemma 8.4. — If e®, £° are small (depending on the data (so,yo)) one can find 
ez > 0, ey > 0 such that the map 7r : À —• E is bijective. 

Proof. — We fix (a, h). For fixed 0 and (0,z,y) in E we must find s, y such that 
|s - s0| < e°, |y - î/ol < ^ and 

(8.23) 
s(0;s,y,a,/i) = z 

y(0:s,y,a,h) = y. 

It follows from (8.15) and (8.7) (ii) that this System is équivalent to 

(8.24) 
f 8 = z(l - 20{aT - 2A(s- so))*3 +Si(0) + 2|0|/i(0)) 

V = V + 92(0; s, y, aT, av, h) 

To solve (8.24) we use the fixed point theorem. For (0,a, h) fixed and (0,z,y) G E 
let us consider the maD from C x Cn_1 in itself 

(8.25) +s1d+d1d 
' z(l - 20(ar - 2A(s- 80))& + 9i(0) + 2\0\h(0)) 

s- 80))& + 9i 
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We shall show that F maps the set 

B = {(s,y) € C x Cn_1 : \s - s0\ < ea, \y - y0\ < ey) 

in itself. Let us dénote by Fi(s,y) (resp. F2) the fîrst (resp. the second) component 
of F. We have, from (8.7), 

(8.26) \F2(s,y)-y0\ < \y ~ Vo\ + |ff2(0, • • 01 ^ £y + ( K L + h)1'2 < ey + (EA + ehf'2. 

Now if (0,2, y) is in we have 

=d rev 
1 + 2101 

s- 80))& + 9i 

1 + 101' 
moreover 

= d 
1 

v+d1 
0(ea), s3 = s« + 3so(s — «o) + 0((s — s0) ), Is - s0| < es 

Let us skip the ~. We have, from (8.25) 

(l) = F1(8,y)-80 = 
sn . 0(ez) 

1 - 29 1 + |0| 
1-2(9 

1 

vr 
2A(s - so) + 0(sa)) 

(sZ + 3s2(s-so) + G(\s-so\2))+gi(9) + 2\0\f1(9) -s0. 

Using the fact that A = (1 + SA)S0 4 we get 

(1) = 
-29 

1-20 
(s - sn)(l - 26A) + 0(ez +ea + sh + ei). 

It follows from (8.26) and the fact that \f=§§\ < 1 if Re0 < 0, that 

\F(s, y) - (s0,yo)\ <ey + (ea + eh)1/2 + (1 - 2ôA)es + 0(ez +ea+eh + e2). 

If we take ôA G ]0, \ [ and ey + (ea + eh)xl2 + 0(ez + ea + £h + s2) < ^A^s, then 
F(s,y)GB. 

We show now that F : B —• B satisfies 

(8.27) \F(s,y)-F(s',y')\^k(\s-s'\ + \y-y'\),(s,y),(s',y')eB, k<l. 

Since <7i,p2,/i are smooth in s,y and satisfy (8.15), we have, 

(|z||0||/1(e)| + |^ | ) |5 i (e ;S ,y , - -O-^(^5 ' , y ' , - - - ) l<^a + ^)1/2(|y-2/'| + | s -S ' | ) . 

Let us estimate 

I = -20z\(aT - 2A(s - s0))s3 - (aT - 2A(s' - s0))s'3] 

= -20z(aT + 2As0)(s3 - s'3) + 4A0z(s4 - s'4). 

We have 
= d 1 

<?3 5o 
F 0(EA), S3 - S'3 = (5 - s')(3*o + (9(5 - s0)) 
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and 

s4 - s'4 = (s - s')Us2 + OU - s0)), z = so 
1-20 

d+d1d+ 1 

1 + 1*1 
Then 

I = -26 so 
1-20 

0{ez) 
i + \e\. 

1 
U3 \s0 

2As0 + 0(ea) ) (s - s')(3s^ + OU - s0)) 

+ 4A0 so . OU; 
1-20 l + \0\ 

(s - s')(4sg + 0(s - so)) 

I = 
-20 

1-20" 
1 
s3 Y 2Aso) 3s2, (s - s') + 4>10-

4s4 

l-20x 
[s-s') 

+ \s-s'\0{ez +ea + es). 

I = 
-60 

1-20 
120 

1-20 
As*-

160 
1-26» 

As£\ (s - s') + |s - s'| 0(ez +sa+ ss). 

Since Asi = 1 — 25A we get 

= d+d 2101 

d+d+ 1d 
(1 - 25A) + 0(ez + ea + eh) )\s - s'\. 

Taking ez, ea,€h and ô G ]0, \ [ we get (8.27). The proof of Lemma 8.4 is complète. 

Lemma 8.5. — The map dn : T\A —» TW(\)E is surjective for ail X in A. 

Proof. — Let G be the map (for fixed a, h) 

(0, s, g) — (0, s(0; s, y, a, h), y(0; s, y, • • • ) , 0*(0), r(0; • * • ) , 17(0, • • • ) ) 

from the set {Re0 G (—00, | Im0| < \s — so\ < es,\y — y| < ey} to A. If 
diir o G) is surjective then dw is also surjective. Now d(7r o G) is surjective if and 

only if det 
/ds(o) ds(ey 

ds dy \ 
ds dy ) 

is non zéro. According to (8.7) (ii), this will be the case if 

\ds(0)/ds\ ^ c0 > 0. By (8.15) we have s(0) = s/D where 

D = 1 - 20(aT - 2A(s- s0))^ + gx(0) + 20/i(0). 

Then 

D2 
ds(0) 

ds 
= 1-20 

1 
V ~3 

+ <3(ea) + 0(e3j) (s30 + 0(e,) + (1 + \0\) 0((ea + eft)1/2) 

- so(-20) 
' 1 
s3, 

3SQ 2ASQ j + (1 + \e\)0(e. +ea + (ea + eh)1'"), 

D2 
ds 

ds 
= 1-20- 4As% + 60 + (1 + \0\)OUB + (ea + (ea + eh)x/2) 

= 1 - 46A0 + (1 + |0|) 0(e5 + (ea + ehY") 

Since Re 0 € ] — oo, £#] we will have 

D 
ds 
d0\ 

> co(l + 101) - 0(es + (ea + £h)1/2)(l + |0|). 
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Corollary 8.6. — There exists (p = (p(9\ s, y, a, h) defined on E, holomorphic with re­
spect to (6, s,y,(x), smooth in h such that 

A = \0,s,y, 
vrd 
36 

[0;s,y9a,h), 
vrd 

as 
d+d1d dcp 

dy 
0;-'-)),(098,y)eE\. 

Then Proposition 8.1 follows from Corollary 8.6 since q (defined in (8.5)) vanishes 
on À. 

8.2. Resolution of the transport équation 

As before, working in the coordinates (0, s, y) we are led to solve the problem 

(8.28) 

d 
<Ô9 

+ c(0,s,y)) a + ih2kP2a = 0 

a 0=O = 1 

where c is equal to i A*<£> in the new coordinates. The solution should exist in the set 
{Re0 E (—oo70], | Im0| ^ EQ, \S — S0| ^ \y — Vo\ < £y}> Using the properties of cp it 
is not difficult to see that 

(8.29) \c(0:s.v)\ < 
C 

d+dd1d 
R e 0 e ( - o o , O ] , | I m 0 | < £ 0 . 

Therefore we are in the same situation as in [RZ1] (4.16) and the same construction 
can be made showing that (8.28) can be solved in a space of symbols. We refer to 
[RZ1] for the détails. 

8.3. Proof of Theorem 4.9 

Let mo = (0, yo, 0, (1,0)) G Our assumption is that 

exp(-TX0)(ra0) = (p = 0,y0, A0 = ^;>Mo = OJ 

does not belong to qscWFa(xz0). 
Let us introduce the continuous family of FBI transform 

(8.30) Tu(0;t,a,h,k) 

dv -TX0)(ra0) = (p = 0,y0, A0 = ^;>Mo = OJ xmxl:xcx:; d+d1d+d1 u{t;p, y) dpdy 

where cp and a have been constructed in § 8.1, 8.2 and x 1S a cut-off function equal to 
one when 

d+d1d+d25d+d1 
\h 1 + 2)01 

v+ 1 es 
2 1 + |0|' 

\y — vo\ ^ vrd 

As in the proof of Lemma 6.4, we see that 

1 d d 
<k d9 dt Tu(0; t, • • • ) = ~i eih- k~ ̂ ;-)a(^;...)[A x](...) u(t,p, y) dpdy. 
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Using the properties of <p on the support of [Ap, x] we deduce, as in Lemma 6.4 that 

(8.31) Tu(0; t, a, h, k) = U(kd - t; a, h, k) + V(0; t, a, h, k) 

where C7, V are continuous in 

0 = {(0,£,c*,/i,fe) :0G ( -00 ,0] , \t - T\ < 50, | a -a0 | ^ ea, h G [0, eh], ke [0,e*]} 

and 

(8.32) \V(0; t, a, A, fc)| < Ce"eo//lfc in O n { / i > 0 , f c > 0 } . 

It follows from (8.31) and (8.32) that 

(8.33) T u(0;t,a,h,k) = Tu t 
k 

0, a, ft, k) + Vi(0; t, a, ft, fc) 

where Vî satisfies (8.32). 
Now the phase which appears in the FBI transform (8.30) can be written, according 

to § 6.2.2, as 

vrd 0; 
p 
h' y, a, h) =<p2 0; P 

h 
y,a) 1 + ihipi 9: P 

h 
y, a, h). 

It follows that 

(1) =TFC-2AR-1( 
t 
k 

P 
h 

y, a, h) 

= i(hk)-2\k<p2t t 
k' 

k • P 
hk 

,y,a) + i(hk)tpi 
dt 
k' 

k • vr 
M 

y, a, h)\ . 

Therefore if we set 

(8.34) 

H = hk, u = (£, /i, k), 

^2(5, y, a, v) = kcp2 tdd 
fe5 ks,y,a) , 

V>i(s,j/,a,i/) = (pi t 
k ks,y,OL,h), 

then 

(8.35) (1) = iH~2 vrd 
vr 
vrd 

dv d+d1d+d1 P 
H 

xx+x1x+x1 s,y,OL,h) P 
H 

.y,oi,v,H 

Lemma 8.7. — Let 

SN = 
vrd 
2T7 

^0 = (so,2/o), S0 = 
1/2T 

s3 
,0 . 

Then, when v = (t,/i, k) tends to u0 = (T, 0,0), -0(p/iî, y, a, v) tends (uniformly in 
p/H,y,a) to ip(pjH,y,ot,vo) and tp is a phase at (X0, S0, c*o, 0, v0). 

Proof. — Let first h go to zéro. Since the phase ip is smooth in h up to h = 0, 
cp( — t/k, fcs, y, ce, /i) tends to ĉ?( — t/fc, &s,y,a,0). Let (s,y,a) be given and let us 
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dénote by y{0), r(0), r](0) the solution of (8.6) given by Lemma 8.2. We claim 
that 

(8.36) <p2(0;s(0),y(e),a) = [s4(aT - 2A(s- s0))2 + ̂ llaJI2] 9 

+ (s — as)aT + (y — Oiy)an — A(s — s0)2 • 

Indeed we have 
d 
d6 

\p(O;s(0),y(6),a,O)} = 
/d<p 
d+d1 

d+d1 dip 
ds 

dvrd d<p\ 
dy) 

[d;s(d),y{e),a) = (l 

Now s(d) = 2(TS4)(0) = 2s4(0) • dtp/da, y = 2s2(0)(d<p/dy). It follows that 

(1) = dtp 
de 

+ 2p(O,y(0), s2 
d<p' 
dsJ 

d+d1d dv 
d<p\ 

dyJ 
d+d1d 

dd21d+d1 
d+d1 

d+d1 

by (8.4). We deduce from (8.6), (8.21) and Corollary 8.6 that 
vre 
de 

(0;s(0),y(0),a,O) = -0*(0) = -0*(O) = p(0, y,S2?, srç) = s472 +ï2||af7||2 

where r = otT — 2A(s — SQ). Then (8.36) follows using (8.4) and the fact that cp = (p2 
if h = 0. It follows that 

(8.37) 

kip2 t 
k s -

ee 
' k ,v -e 

ee 
k, 

, a\ = —Ut + kV where 

U = s4(aT - 2A(s- s0))2 + &\\av\\2, 

V = (5 — as)aT + (y - ay) • av — A(s — s0)2. 

Now let (fcs, y) be given. The System 

(8.38) 
s 

t 
k 

s,y,a) = ks 

y sdv 
t 
k 

s.v.a) —v 

is équivalent, according to (8.15), to 
s 

fc(l + 5i(*)) + 2*(rS3 + /1(i)) 
= 8, y + 0(\ar,\1'2)=y. 

We know from (8.23) that this System has a unique solution which is moreover con­
tinuons in A: € [0, +oo[. It follows from (8.37), (8.38) that k(p2( — t/k;ks,y,a) has a 
limit when t —> T and k —• 0. Let us now look to ip\. We have seen in § 6.2.2 that 

(8.39) Recz?! 
t 
k' 

t 
k 

dd+d 1d+dt 
k' 

.. • \ a, 0 J = (s- as)2 + (y- ay)2 

so the same argument as before works. Concerning the imaginary part of <pi ; accord­
ing to § 6.2.2, we have 

d 
dv 

flm cz?i (d: s(0), v(0),a)] = C, (Im ib)(0: s(0),...) 

= s(0" 
dp 
dp 

0,y, s2 dipi 
ds 

d<p2\ 
dy 

= o(s2(e)) 
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Since s2 (6) is integrable on (—00,0] it follows that 

Im<£i I 
t 
k1 si ~ 

t 
k 

s, 2\ a 1,17 
t 
k 

s+s1s+s1 

has also a limit when k —• 0, t —» T. Let us dénote by 

Recpi( - x>fci?M2/o,o0) = Re<^i( - £,s( +ds 

this limit. Let 

s0 = — , X0 = (s0,2/o), S0 = 
,1/2T 

sï 
0). 

It remains to show that is a phase at (X0, So, oo, ̂ 0 = 0, ^0) in the sensé of Défi­
nition 2.6. Conditions (2.10), (2.11), (2.12) are easy satisfied. Let us look to (2.13). 
We have 

dt/j2 
ds 

vr 
\2T' ,2/0,O0, M) = lim k2 

x+x1 

d(p2 k 
ds 

T , s0 
k^2T 2/o,o0 J 

Now 

d+d1 
T 
A: 

£o,2/o,o0) = 
fcs0 

fc + 2T 
fcs0 
2T 

+-0(fc), 

2/ " 
T 
k 

d+d1d+d1d d+d1 

du>2/ T 
ds V fc7 

r 
T 

rd 
so,2/o,o0),2/ 

T 
k • • ) , a0 ) = r 

eer 
vr+d12 «o, 2/o,o0) 

e n^o 
s2(-T/k; s0,2/o,o0) 

re f 1 4- 2T/fc)2 
so 

Therefore 

fc2: 0^2 
re 

r 
k 

v 
2T 

Un, an vrd 
(k + 2T)2 

et3 
+ Q(k) 

(2T)2 1/2T 
qs — 3̂ bo b0 

It follows that 
Ô1p2 
ds 

so 
2T 2/o,^o,^o) = 

1/2T 
ddd 

Moreover 
vr 

dy 
so 
2T 2/o,o0,̂ o = lim 

fc->0 

d(p2 
dy 

T kso 
k' 2T 2/o,o:o ) = 0. 

Finally 

Re-01 so 
2T' 2/o,oo,̂ o = lim Re <z?i 

fc->0 

T 
vre 

k so 
2T 

2/o,oo) 

and 

Recpi( - x>fci?M2/o,o0) = Re<^i( - £,s( - ;̂s0,2/0,00),2/1 • i ; - ) ^ o ) + o(fe) 

= (so - so)2 + (2/0 - 2/o)2 + O(*0 —^ 0. 
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We can now give the final argument of the proof of Theorem 4.9. It follows 
from Lemma 8.7, Theorem 2.7 and the fact that (0, yo, 1/2T, 0) does not belong 
to <*scWFa(u(Or)) that 

Tut 
t 

vr 
0,a,/i,Jfe)| ^ Ce~£/H si > 0, H = hk, 

for ail a in V^0, 0 < h < EH, 0 < k < EK and \t - T| ^ ô (since i/ = (T, h, k) € V^,). 
We use (8.33) to show that 

\Tu(0; t, a, h, k)\ < C'e~£*/hk, e0 > 0 

for the same value of the parameters. Since the phase of the later FBI transform is, 
by Proposition 8.1, 

<p(0; s, y, a, h) = (s - as)aT 4- (y - oty)arj - A(s - s0)2 + ih[(s - as)2 + (y - ay)2] 

which is a FBI phase in the sensé of Définition 2.1, we deduce from Définition 2.4 
that the point mo does not belong to ^8CWF(u(T, •)) which is our claim. • 
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APPENDIX 

We develop here the Sjôstrand theory of FBI transform in the case of two scales. 
This will allow us to define the qsc analytic wave front set. The main difficulty will 
be to prove the invariance of this notion under the change of phase, amplitude and 
cut-off functions. 

A.l . The phases 

Définition A.l. — Let ra0 = (x0, £0, <A h0) G l n x R n x R2n x [0, + oo[. We shall say 
that (p = (f(x, a, h) is an FBI phase at rao if one can find a neighborhood V of (#0, ot°) 
in Cn x C2n, a neighborhood Ih0 of /io in [0, +00[ such that, in V x Iho, 

(p(x,a,h) = </>2s,ksks+ ̂ 3(0) H- ih(fi(x, a), a = (0^,0^), 

where 

(1) 7 = 1,2,3, are holomorphic in V, 
(2) (̂ 2 is real when (x, a*) G (Rn x Rn) n V, (f3 is real when a is real, 

(3) vrd 
dx (xo, a , /io) = £0 

p(x,a,h) = </>2s,ksks+ ^3(0) dRecûi 
dx 

(x0,a°) = 0, 
d2 Re<pi 

dx2 
(x0,a°; is positive definite, 

d2Reif! 
dxdoLx 

(xo^0)^ is invertible 

(5) 

(a) if ho = 0, the matrix d2v><2 

dxdoLt 
{x0,a°£) is invertible, 

(b) if ho 7̂  0, the matrices 
d2<p 

dxdae> 
(#o, oj°, /io) and 

a2 Re <z> a2 Re 09 
DXDOIÇ dxdoLx 
d2 Imcp a2 Imy? 
dxdcx^ dxdotx 

(x0,a°,ho) 

are invertible. 
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The simplest example of such a phase is given by 

ip(x, a, h) = (x — ax)aç -f ih(x — ax)2 

with a0 = 0zo,£o). 
Now, if / is a complex fonction defined on the complex domain, we define 

( A l ) 
fr(z) = 

1 

E 
p(x,a,h) = </ 

f(z) = 
i 
2i 

x:x +dlds +dl 

Définition A.2. — With the notations of Définition A . l , we shall say that cp is a pré­
cisée! FBI phase at mo if it is an FBI phase at mo and moreover, (x, a ) G V and 
dcpi/dx(x, a) = 0 imply <^ï(x, a) = 0. 

Then we have the following resuit. 

Proposition A3. — Let (p be an FBI phase atmo = (xo,£o? &°, ho). Then one can find 
a precised FBI phase cp at mo such that 

</?(x, a, h) = tp(x, a, h) + g(a, h) 

with g (a0, ho) = 0 . Moreover if the inequality (2.9) (defining ^scWFa(u) ) is true with 
(p, it is also true, with other constants, with (p. 

Proof. — Using the hypothesis 4) in Définition A . l and the implicit function theorem, 
we see that there exists a holomorphic function x(a) such that dcp\/dx(x(a),a) = 0, 
with x(cP) = XQ and x(a) is real if a. is real. Let us set 

<£>(x, a, h) = <p(x, a, h) — ih(pr1{x(a), a). 

Since cp = ip2(x,OLç) + <Ps(ot) + ih(cpi(x,a) — y?J(x(a), a ) ) , we see that (p satisfies 
the hypothèses 1) to 5) in Définition A . l . Since dcp\jdx — dip\jdx, the solution of 
d(pi/dx(x,a) = 0 is also x(a) and (p\(x(a),a) = 0. 

We introduce now a weaker notion of phase. The reason for that is that, in a 
propagation process, even if we begin at the initial time with an FBI phase, after a 
while the phase could only be a phase in the following sensé. 

Définition A.4. — Let m0 = (x0,£o,/?°) € Rn x Rn x R2n. We shall say that ip = 
il)(x,(3, m, h), defined for (x , /3) in a neighborhood W of (xo,/3°) in Cn x C2n and for 
the parameters (m, h) in a set U C M>N x R+, is a phase at mo if there exist positive 
constants eo, CQ such that 

(1) ib is holomorphic in W for any (m, h) in U. 
(2) I m ^ f c /?, m, h) ^ 0 if (x, 3) G WR = W H Rn x R2n and (m, h) G U, 
(3) \<ib(x.8,m,h) -f- dx 

(x, /3, m, h) — £o ^ £o? for ail (x, (3) in W and (m, h) in U, 

(4) I dïmtp 
dx 

( x , / 3 , m , ^ eo^, for ail (x,/?) e W r , and (m, h) G U, 
(5) |<9^(x,/?,m,/i) | < C0 for |a| < 3, (x,/?) € VF, (m, h) G C/, 

(6) Im d2^ x, /?, m, h) ^ —eo/i Id if (x, (3) G W r and (m, /i) G LT 

ASTÉRISQUE 283 



A.l. THE PHASES lOl 

For the purpose of the theory, we introduce now the phases of pseudo-differential 
operator s. 

Définition A.5. — Let ra0 = (x0, £0, a0, h0) G Rn x Rn x R2™ x [0,+oo[. We shall say 
that 

(p = <p(x, y, a, h) = (p2(x, y, a$) 4- ihipi (x, y, a) 

is a pseudo-differential phase, near rao if 
(1) (pj, j = 1,2, are holomorphic on a neighborhood V of po = (xo,xo,a°) in 

Cn x Cn x C2n 
(2) (p2 is real if (x, y, o*) G Vfe = V D (Rn x Rn x R2n). 
(3 ) ^ f o ^ a ç ) = <p\(x,x,a) = 0. 

(4) 0<Plt 
dax 

[x, x, a) = 0 implies <£>ï(x, a) = 0. 

(5) vrd+d1 
dax 

po) = 0 and 
d+d1 
v+d1 

[po) J is positive definite. We shall dénote by ax(x, aç) 

the solution of 
d+d1 
dax 

(x, x,ax(x,o^),o^) = 0 with ax(xo,a^) = ax, a0 = (a°,a°) 

(6) 
d<p 
dx (x0,x0,a°,/i) = - dip 

dy 
(XQ, XQ, o0, /i) = ^0? for ail h in a neighborhood of /io-

Moreover the matrices 
vrd+d1 
dx2 

(Po) + 2 
dd1d+ 
dxdy ;(Po) + 

d+d1 
dy2 (Po) 

d+d1d 
dxdax (Po) + 

d+d1d 
dydax (Po) 

are invertible. 
(7) One can find C > 0 such that for every (x, y, a) in VR 

</?ï(x, y, a) ^ C[(a^ - Q^(X, ac))2 + (ax - ax(y, a^))2] . 

(8) If ho = 0, the matrix 
d+d1d1d 
dydot^ 

XO,XQ,O^) is invertible. If ho 7̂  0, the matrices 

d2u> 
<dydaç 

(po) and M = 
D2V 

dydotc (Po) d2u> 
dydotx (Po) 

dd+d1d 
ddd+d1 (Po) 9^ (Po) 

are invertible. 

Then we have, 

Proposition A.6. — Let ra0 = (x0,£o,a°, ho) G Rn x Rn x R2n x [0,+oo[. Let (p be a 
précisée FBI phase at rao. Then 

<p(x, y, a, h) = <£(x, a, h) - <p2(y, a$) - £3 (a) + ih(p[(y, a) + a) 

is a pseudo-differential phase at rao-
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Proof. — Let us remark that if (x, y, a) is real then 

tp(x, y, a, h) = (p(x, a, h) - <p(y,a,h). 

We have <p2(x,y,aç) = (p2(x,a^) - (p2(y,a^) and </?i(x,î/,a) = <£i(x,a) + £ï(y,a) -
î^i(y,ûî). Then, the conditions 1), 2), 3) in Définition A.5, are trivially satisfied. 
Condition 4) is also easily satisfied since cp is precised. Let us check 5). We set 
i/> = <Pi* Let x(a) be the local solution of the problem 

(A2) drf) 
dx 

[x(a),a) = 0, x(a°) = XQ 

Since ip is precised, we have ïp(x(a),a) = 0. Differentiating with respect to ax we 
obtain, 

d%l> 
dx 

x(a), a) dx 
dotx 

d+d1 vrd 
dax 

(x(a), a) = 0. 

Therefore 

(A3) 

Now, 

dvr 
doix 

(x(a),a) = 0, x(a°) = XQ . 

ee 
vre 

(po) = 2 
vrd 

vrd 
(x0,a°) = 0, 

which is the first part of condition 5). If we differentiate (A.2) and (A.3) with respect 
to OLX we get, 

(A4) dx 
doLx 

vrd 
+d+d5d+d4d+d14d+d41d+d1 

V dx2 J dxdotx 

(A.5) 
d2V> d2ip dx / d2ip \/d2i>\-i/ d2i> \ 
aaj daxdx dax \daxdx / \dx2 / \dxdax/ 

» 0, 

by condition 4) in Définition A.l . 
Since 

dd1d+d 
9al (Po) = 2 

dH 
dotl 

d+d1d+ 

the second part of 5) follows. 
Let us check now condition 7) since condition 6) follows easily from condition 3), 

4) in Définition A.l . We deduce from (A.5) that we can find ax(x, aç) such that, with 

(A6) d^ 
docx 

{X,OLX{X,OLÇ),OLÇ) = 0, otx(x0,af) = ax. 

By (A.4), the map ocx »—• x(oi) is, for any o^, a local diffeomorphism. The inverse 
map x~1(x,a^) satisfies, by (A.2), d/ip/dax(x,x~1(x,a^),a^) = 0. By uniqueness in 
(A.2) we obtain x~1(x,a^) = ax(x,a^). Then 

(A7) ip(x,ax(x,aç),aç) = ^(x(ax(x,a^),a^),ax(x,a^),a^) = 0, 
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It follows from Taylor's formula that 

ty(x, a) = ty{x, ax(x, aç),aç) dty 
dx 

(x,OLx(x,a.{),(Xç>)(aLx -ax(x,aç)) 

+ M(x, a)(ax — ax(x, a$))2 

= M(x, a)(ax — ax{x, oti))2 

By (A.5) and condition 4) in Définition A.l we have M(xo, oc0) » 0. Therefore, with 
ty = we have 

( A 8 ) ty(x,a) ^ C\ax — ax(x,aç)\2, if (x,a) is real. 

Then condition 7) follows from (A.8) since (p\{x,y, a) = (fl(x,a) + ïp\(y,a). 
To check condition 8) when ho ^ 0, we differentiate (A.2) and (A.3) with respect 

to a* and ax. We get, with ty = y>\ = £>ï(y, a) 

(A9) 

d2ty 
x+d1d+d vr 

d2ty \fd2ty\-i/ d2ty \ 
V daxdy ) V dy2 ) V dyda$ ) 

dH / d2ty \fd2ty\-i/ d2ty \ 
da2 V daxdy )\dy2) V dydax ) ' 

Let us set A — +d1d+d1d 
<docxdyJ\dy2 ) 

. By condition 4) of Définition A.l this is an invertible 
matrix at (xo,a°,/io). We set also 

B = 
d2ty 

<dydat)' 
C = 

d2ty 
dydax 

D = 
< d2iïr 

.dyda*) 
E = 

d2pr 
,dydax> 

Then the matrix M occurring in condition 8) can be written at po as 

M = 'D + ihB E + ihC^ 
2ihAB 2ihAC 

Now, condition 5) of Définition A.l ensures that the matrix 
(D £N 
,B C 

is invertible 

Since A is invertible it follows that M is uniformly invertible when h ̂  h\ > 0. The 
invertibility of dd+d1 

< dydotç / 
(po) follows from that of 

dydctf: > 

The case ho = 0 in 8) is easier since d2 
dyOŒi 

(xo,xo,o&) = - dd1 
dydoLc 

(Xo,OL°) is invertible 
by condition 5), Définition A.l. 

Remark AJ. — For a gênerai pseudo-differential phase, we still have the correspon-
dence between x(a) and ax(x,aç). Indeed, by conditions 5), 6) in Définition A.5 we 
can solve the problems 

dd+d1d 
dax x,x,ax(x1a^),a^) = 0, ax(x0,a2) = a°x 

d+d1d+d1d 
< dx dy 

(x(a),x(a),a) = 0, x(a°) = xo. 
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We have <£>ï(x, x, otx(x, o^), = 0 by condition 4) so 
d+d1d+d1d+ 

V Sx ôy 
(x,x, OLX{X, aç),a{) = 0. 

The map x h-> ax(a;,a^) is, by condition 6), a local diffeomorphism so we deduce, as 
above, that ax(x,a^) and x(a) are inverse of each other. 

A.2. Good contours 

Pseudo-differential operators in the complex domain will lead to intégrais along 
some contours. In this section we define thèse objects which will be called "good 
contours". Let W an open subset of M2fc x R2n and V a subset of WtN x ]0, +oo[. Let 
/(x, y, z, h) = f2(x, y, h) + /i/i(x, y, z, h) be a real function defined for (y, z) in W and 
(x, /i) in V. 

We shall assume that 

(A10) 3C>0:\d?VtZ)fj\^C, j = l,2, V(y,z)eW, V(x,h)eV, V | a | < 3 . 

( A U ) 
For any (x, h) in V, f has a unique critical point in (y,z) 

(denoted (y(x,/i), z(x,h))) in W 

(A.12) 

The matrix 
d2/ 

^(y,*)2 
(x, y(x, fa), z(x,/i),/i) has signature (n + fe,n + fc), 

V/ii > 0, 3 Chl > 0 : V (x, /i) with h^hi we have 
d2/ 

£(y,*)2 
(x,y(x,h),z(x,h),h) - 1 ! +d1d+d1d 

(A13) 

3/i2>0, C o > 0 : V ( x , h ) e V ; he]0,h2], 
Ô2f 
dy2 

(x,y{x,h),z{x,h),h) 

has signature (k, k), d2h . 
dz2 

(x,y(x,h),z(x,h),h) has signature (n,n) and 

\d2f 
Vdv2 

(x,y(x,h),z(x, h), h) 
- i d+d1d+ 

d+d1d 
dz2 

(x,y(x,h),z(x,h),h) 
dd1 d+d1d 

Let us remark that (A.13) implies (A.12) for small h. 

Définition A.8. — Let / be satisfying (A.10) to (A.13). Let 

Fx,h : ( F , Z) ,—• (y(x, Y, Z, h), z(x, Y, Z, h)) 
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be a map from a neighborhood of (0,0) in RK x RN to W C M2K x R2n, such that 
y(x, 0,0, h) = y(x, / i ) , z(x, 0,0, h) = z(x, / i ) . We shall say that TXjh is a good contour 
for / if there exists a positive constant CQ such that, for every (x, h) in V, 

(A14) / ( x , y, z, h) - / ( x , y{x, h), z(x, h), h) ^ -C0 [\y - y(x, h)\2 + h\z - z(x, h)\2] 

on the contour TXih (that means for (y, z) = (y(x, y , Z, / i ) , z(x, Y, Z, h))). We assume 
moreover that y(x. Y , Z, h) = 2/i(x, Y , /i) + hy<2,(x, Y, Z, h) and that for ail (x, h) in V, 
(A15) 

IdfV.z)%•(•••)! + I ^ i n ^ ' Y, Z, h)\ ^ C0, |o| < 2 

£>y.z»(ar,0,0, /») 
vr 

z) 
l2 p(x,a,h) = </>2sdd d (Y 

vr 
2 

: - L ( | y f + /I|z|2). 

Proposition A.9. — LetTXih,o Q>ndTx,h,i be two good contours for f. Then, there exist 
for s G [0,1] a smooth family Fx,h,s a good contours and 5 > 0 such that for every 
(x, h) in V, 

(rx,h,o \ ix K o) u (TXKA \ rx,/i,i ) u { a r x , 5 : 5 € [ 0 , l ] } c { ( 2 / ^ ) : 

/ ( x , y, z, h) ^ -Sh + / ( x , y(x, /z), z(x, /&), / * ) } . 

Proof — To prove this resuit, we first write / in a set of Morse coordinates. This 
leads us to check that the change of coordinates is well defined in a fixed neighborhood 
of the critical point, that means independent of (x, h) G V and that the constants are 
also uniform. 

Lemma A.10. — Let AQ be a 2n x 2n matrix which is real, symmetric and has signature 

(n, n). Then there exists a matrix Qo such that AQ = tQoDQo with D = % 0 
0 ~In 

and, for au symmetric matrix A, such that \\A — Ao\\ ^ 1/2||A0 ||, one can find 
Q = Q(A) such that 

(i) A^tQDQ, Q(Ao)=Qo, 
(ii) \\Q(A)-Q(B)\\ ^ \\A^\\^\\A-B\\, when \\A0 - B\\ ^ 1/2\\A^\\, 
(iii) \\Q(ArH^2\\A0-1\\\\Q(A)\\, 

(iv) | |Q(A) | |<| |A)| |1/2 +1/2 | |Vll1/2-
Here II • || is the matrix norm related to the Euclidian norm in K2n. 

Proof. — We write AQ = *OAO, where O is orthogonal and A diagonal ; then we 
write A = tKoDKo where Ko is the diagonal matrix which entries are the square 
roots of the absolute values of the eigenvalues of Ao. We set Qo = KQO. Then 
A0 = tQoDQo and ||Q0||2 = ||Ao||, IIQô*1!!2 = Pu"1 II- Now we set Q = Q0 + R ; then 
R must satisfy 

A — AQ = lQoDR + tRDQo + lRDR. 
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To solve this équation we define, by induction, i?7, Kj such that 

( A 1 6 ) 
Ko = 0, Kj+i = A — A0 — tRjDRj, j^O 

Rj = i 
2 

d+d1s+s1s+s j > 0 

It is easily proved that 

H^+x - Kj\\ ^ -(\\Kj\\ + \\Kj-iW) HAo"1!! \\Kj - Kj-rW , j ^ l . 

We deduce, by induction, from this inequality that, for j ^ 1, 

11**11 < 
i 

P ô 1 IL 
O^k^j 

p(x,a,h) = </>2sls 
++s, 

1 
23 ~l U-AoW 

It follows that Kj —• Koo, Rj —• R^ and R^ solves our initial équation. Now, if we 
dénote by K'p Rj the solution of (A. 16) with B instead of A, we have, 

\\K> - Kj\\ < \\A -B\\ + - \\K' - Kj-r \\, 

which implies that 

\\K'-Ki\\^2\\A-B\\- 1d 
2J-1 

\\A-B\\ 

Then 

\\Q(A) - Q(B)\\ = WRn - - Hgô1!! ||iCoo - K'^w ^ HQo1!! • \\A - B\\. 

Finally 

IIQII<IIQo|| + ||i2|KI|A0||1/2 + 
1 
2 IIQô1!! 

i 
" HAT II 

l̂l̂ o||1/2 + 
i 

2||A0-1||i/2 
and 

HQ-1!! = \\A-"QD\\ < HA"11| • HQH < 2HA0-1!! • 

Proof of Proposition A.9. — We shall consider the case where h is small ; the case h 
large follows the same Unes and y, z play the same rôle. We write 

(A.17) f(x, y, z, h) = f(x, y(x, h), z(x, h),h) + ('(y - y(x, h)), \z - z(x, h))) 
A i hB 

Kh*B hA2; 
'y - y(x, hy 
.z — z(x, h) I 

where Ai, B, A2 dépend on (x, y, z, h) and satisfy the estimâtes 

Ai - d2f 
dy2 (mXh) < Ci{\y - y{x,h)\ + h\z - z(x,h)\), 

B — d2f 
dydz (mXh) < Ci( |y-!,(a: , /») | + | « - « ( x , / i ) | ) , 
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A2-
d2f, 
Ôz2 

mX)h) < Cifly - y{x,h)\ + \z — z(x,h)\), 

where ra^ = (x, y(x, h), z(x, h), h) and Ci is a constant which dépends only on the 
constant C in (A. 10). 

We wish to apply the Lemma A. 10 to Ai, so we need that 

Ci (\y - y(x, h)\ + h\z - z(xy h)\) ^ 1 

2 
<d2fl 
dy2 mx,h) ) 

dvr 

It follows from (A. 13) that this will be achieved if 

( A 1 8 ) \y - y(x, h)\ + h\z - z(x, h)\ < ; 
1 

2CQC\ 

Under this condition, the Lemma A.10 implies that one can find Qx = Qx(x,y,z,h) 
such that 

Ai - tQ1 £»i Qi where Dx = fh o 
o -h 

Since A\ = A[(x,y,h) + hA"(x,y,z,h), it follows from Lemma A.10, (ii), that 
Qi = Q'x(x,y,h) + hQ'{(x,y, z,h), with Q\ = Q(A{). Moreover \\Qx\\ and WQ^W 
are uniformly bounded by constants which dépend only on Co, C in (A.10), (A. 13). 

It follows that we have 
( Ax hB^ 
hfB hA2) 

d+d1d+d 

0 / , 
d+d1d+d1d+ 

VBQï1 hA2 
Qi 0\ 
0 I 

Let us set tQ1lB = Bi and let us look for Q2 such that 

/ 0\ 
\h*Q21) 

Dx hBx\ 
hlBx hA2/ 

'I hQ2 
0̂ / 

vrd rDx 0 
0 h As) 

This will be achieved if DXQ2 + Bx = 0 and we find 

As = A2 + h^Bx Q2 + *Q2 Bx + *Q2 Dx Q2). 

Then Q2 = ~D1 1 Bx and HQ2II is uniformly bounded. Moreover if h is small enough, 
Ai will satisfv the hvpothesis of Lemma A.10 if 

\y - y{x,h)\ + \z- z(x,h)\ < C2, 

where C2 dépends only on Co, C, Ci in (A.10), (A.13). It follows that one can find 

Qs such that A3 = *QzD2Qs with D2 = In 0 
0 -In/ 

Then 

Ax hB 
KhlB hA2 

vr Qx 0 
,h*Q2 Q3/ 

Dx 0 
, 0 hD2i 

'Qi hQ2 
0 Q3 ) 

Now we introduce the coordinates 
Y = Qx(x,y,z,h)(y - y{x,h)) + hQ2(x,y, z,h)(z - z{x,h)) 

Z = Qs{x, y, z, h)(z - z(x, h)) 
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This is a change of coordinates from U to Ù, where U contains a fixed bail with center 
(y(x, h), z(x, h)) and U contains a fixed bail with center (0,0). Moreover, there exists 
a uniform constant C3 such that 

1 
C3 

- z(x, h)\ < \Z\ < C3 \z - z(x, h)\ 

1 
C3 

\\y - y(x, h)\ + h\z - z(x, h)\] < \Y\ + h\Z\ < C3 \\y - y(x, h)\ + h\z - z(x, h)\]. 

Now, if we write / is the coordinates (X, Z) we get 

f(x, Y, Z, h) = f(x,y(x, h), z(x, h),h) + Y? - Y? + h(Z2 - Z2) 

where Y = (Y1,Y2) € Rk x Rfc, Z = (Z1,Z2) G Rn x W1. So a good contour for / 
must satisfy 

l^l2 - |Y2|2 + /idZil2 - \Z2\2) < -C(|Yi|2 + \Y2\2 + h\Zx\2 + h\Z2\2) . 

Therefore, on such contour we have 

(A19) \Y1\2 + h\Zx\2 ^S(\Y2\2 + h\Z2\2), 0<Ô<1. 

The contour, in the coordinates (Y, Z) satisfies the conditions (A. 15), since we have 
seen that Qi — Q[(x, y, h) + hQ'{(x, y, z, h). Let us dénote by (Y, Z) the parameters 
on the contour and 

Y(x, Y, Z, h) = Y1 (x, Y, h) + hY2{x, Y, Z, h). 

It follows from (A.19), using a Taylor expansion of (Y, Z), that there exists a constant 
C4, depending only on fixed constants, such that 

(A.20) 
+dkx +doe 

dY 
I2 

+ h 
dzx ~|2 

dz 
^8 

\dYÏ ~l2 
r)Y I 

d+d1d+d1d+d 
1 az y 

+C3(|F|3 + h\Z\3 + h1'2\Y\2 + h3/2\Z\2) . 

Therefore, if 
dY* 
dY 

Y = 0, 
ÔZ2 

dz 
z = o, 

it follows from (A. 15) that 

C3(---) + 
vrd 
dY 

~\2 
Y\ + h 

\dZx 
dZ 

~ 2 
Z 

ddd1d 
(|y|2 + /.|2|2) 

Using (A.20) we see that this implies Y = Z = 0. Thus the map dY 
0 

0 azo 
Rk+n Rk+n ig bijective. 

It follows that we can solve the System in (y, Z) 

y2 = y2x(x, y , h) + fay22(*, y , z, h) 

Z2 = Z2(x,Y,Z,h) 

if h and \Y2 \ + |Z2| are small enough. 
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Therefore any good contour can be parametrized by (Y2, Z2). If we have two good 
contours parametrized in the Morse coordinates by (Y2, Z2), that means that we have 
TXihd = {yt{x, Y2j Z2, h), Z{(x, Y2lZ2, h)), j = 0,1, then 

rx,h,s = (sYf(x, Y2, Z2, h) + (1 - s) Y?(x, Y2, Z2, h),sZ\{. • • ) + (1 - s ) • • )) 

is a good contour, since it satisfies (A. 19) and it is the family that we looked for. • 

A.3. Pseudo-differential operators in the complex domain 

We follow here Sjôstrand [Sj]. The parameter À will be replaced by h~2k~l and 
the weight of the spaces will dépend on some parameters (including h and k). 

Let W be a neighborhood of a point x0 G CN. Let Y C » d x R + x l + be the set of 
parameters ra, h, k. Let cp = cp(x; ra, h, k) be a real function which is C°° with respect 
to x in W and satisfies X |̂a|̂ 2 suPvxW l^S^fl ^ C. We shall say that u = u(x; ra, h, k) 
belongs to if 

(i) for any (ra, /i, fc) in V, x i—» u(x; m, /i, fc) is holomorphic in 
(ii) there exist C > 0, M > 0 such that for any (ra, fo, fc) in 1/ and x in W 

\u(x;m,h,k)\ ^ C{hk)~M eh-2k-^{x,mM m 

To any (ra, h, k) in V we associate a function a = a(x, £; m, /i, k) holomorphic with 
respect to (x,y,£) in a neighborhood W of (xo, xo, f §^(xo; ra,/i, &)) and uniformly 
bounded. It will be called "analytic symbol". We consider now 

r\(*0) = \ (y,Ç) eCN xCN : \x0 - y| < r, £ = 
2 

i dx 
(XQ; m, h,k) + i R(x0 - y) 

Here i2 is large enough but r is so small that T^(xo) is contained in the set where a 
is holomorphic. 

Now, for u G H<p, we set 

( A 2 2 ) A/(x;ra, h,k) 

vrd >h-2k-^ 
2tt 

A7 

>Th(x0) 
eih 2k ^ ^ - ^ ^ a ^ y ^ j ^ ^ f c j ^ ^ ^ ^ f c j r f y ^ . 

Then Au is holomorphic with respect to x near xo and modulo a term which is 
uniformly bounded by e~ôh k , S > 0, we can integrate, in (A.22), on T/l(x) instead 
of r^(xo). Moreover one can see that Au G H^. 

To invert the elliptic symbols, we have to modify slightly the argument of Sjôstrand. 
We shall say that a(x, £, À; ra, /i, k) = ^~^aj(xJ £î m> >̂ is a formai analytic 

symbol if one can find a neighborhood of (xo,£o)> a set T/ containing the parameters 
(ra, /i, fc) and Co > 0 such that 

(A23) u(x;m,h,k)\ ^ C{hk)~M eh-2k-^ss V(x , 0 G W, V(ra,ft,fc) G V. 
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We shall set 

A = 
3>0 

+41+ 
A-2|«l 

»! 
dfajDa = 

dv 
A kAk(x,&m,h,k,D) = 

fcj:0 
A"fcAfc. 

Let £o > 0 and, for t G ]0, £o]> ^tt be an open subset of CN such that 
i) fis C fi*, if s < t, 
ii) 3S > 0 : Vs < t, Va: G £(x,5(£- s)) C Î2* C îî*0 C W. 
Let Ti{Çlt) be the space of holomorphic functions on Qtl endowed with the sup 

norm and E8it = C(?i(Çlt),'H(Çls)) be the space of bounded linear operator with the 
corresponding norm || • \\Sjt. Then 

1) Ak G E8mt 
2) \\Ak\Lt < Ct*1 fc*/2(t - s)"*, if s < t. 
We set fk = sup0<s< t̂n (t-s)k , 

vrd ll-AfeL* and llalL = d+d1d+d1d+d Then a is a formai 
analytic symbol iff one can find po > 0 such that \\a\\Po < +oo. 

To a formai symbol a, we can associate an operator Op(a) obtained by the for­
mula (A.22), where a has been replaced by d+d1d+dd+d1d+ Jizk)3 a,j(x,Ç;m,hyk), with 
Co large enough. 

Conversely we can associate to the operator defined by (A.22), a formai analytic 
symbol given by 

a A = 
1 1 

' a! (iA2Val 
[dgd£a)(x,x,Ç;m, fa, k), À2 = h~2k~x. 

The formula (4.4) and the Lemma 4.1 in [Sj] show that if u G 

3 C > 0 , 3e > 0 : |(Op(<7A) - A)u\ ^ jeh-2k-1(<p-e) ^ 

On the other hand if we define, on the set of formai symbols, the composition by 

a#b = 

ex 

1 1 
a! (iA2)M 

+14.H 
9+ <9£a dx" ' 

X2 = h~2k-1 

the Theorem 4.2 in [Sj] shows that if u E one can find C > 0, e > 0 such that 

|[Op(a#6) - Op(a) oOp(6)]u| < Ceh *k 

The Lemmas 1.3 and 1.4 in [Sj] still hold and we can invert the elliptic formai symbols 
i.e. those for which \CLQ(X, £; m, fa, k)\ ^ C > 0 for ail (x, £) in W and (m, fa, A:) in V. 

If the operator A given by (A.22) is elliptic, which means that, 

3C > 0 :V(x,y,£) <EW, V(m,fa,fc)GF, |a(x, y, £; m, fa, fc)| ̂  C 

then its associate formai symbol cr̂  is elliptic and one can find a formai symbol b 
such that 

Id = Op(aA#b) = Op(aA) o Op(b) =Ao Op(6) in if,,. 

The equality = in means that the différence applied to u G H<p is bounded by 
< 3, iî(X,(3)e 
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We shall use the Remark 4.3 in [Sj] which we recall. Let ty = ty(x, y, £; ra, h, k) be 
holomorphic near (x0,x0,Co) uniformly bounded which satisfies 

(A24) 

ty\ = 0, 

M = 
d2ty 

^ dxd£ 
is invertible and \\M x|| is uniformly bounded. 

Let us set 

Au(x] m, h, k) = 
fh-2k-x 

2TT 

N 

/r 
Ah k 1>(x,y&..- ) / fe JUN / m̂  fe fcN rf 

where a is an analytic symbol near (#o, yo? £o) and T a contour, which will be described 
below, such that A will be an operator on the complex domain. Thanks to (A.24), we 
can write ty(x, y, £; • • - ) = (x — y)- /(#, y, £; ra, /i, fc) and the map £ i—• /(rr, y, £; m, /i, fc) 
is a local diffeomorphism on a neighborhood which is independent of (x, y, ra,/i, fc). 
Let us dénote by g the inverse map £ = y(#, y, 0; ra,/i, fc) and let a be an analytic 
symbol. We set 

Au(x; • • • ) = 
d+d1dd+41 

2TT 

N 

7 f 
ctt 2/c \*-y)Qa{x,y,0]m,h,k)u{y\m,h,k)dyd6 

where 
r = fa,0) : \x-y\ <r,6 = 

dé 
dx >0, xo, Co; • * • ) + - y) r 

Then A is an operator on H# if dx fx0,x0,£o;• • •) - 2 
i dx (so;--0 is small enough. 

Now, if in the intégral defining Au we took T = g(x,T',m,h,k) and if in A we 
took a(x, y, 0; • • • ) = a(x, y,g{x, y, 0; • • • ) , • • • ) Jac(p(x,y,0; • * • ) ) then A = A in if^. 
Moreover a is elliptic iff a is elliptic. • 

We would like now to define an operator on the complex domain using a pseudo-
differential phase <p = cp(x,y,a,h) whose définition is given in Définition A.5. Let 
a = a(x,y,a;h,k) be an analytic symbol. Here the parameters are (h,k). Formally 
this operator will be given by 

(A25) Au(x; a, h, k) 

vred 
h~2k-^ 

2TT 

n . h-xk-x 
2TT 

n/2 

vrd 
ih 2k ^{^y^a^^y^a^h^^uiy^h.^dyda. 

Here <p and a are holomorphic near (rr0> xo,oP) and u is holomorphic near #o-
Let us describe the contour T. Let cp = tpiix, y, aç) + ih(pi(x, y, a ) . Let ax(x, y, a^) 

be the solution of y, 0^(2;, y, a^), a^) = 0 with ax(xo,xo, a®) = ax. We have 
ax(o:,x,a^) = ax(x,a^), with the notation of Définition A.5, 5). Let Fax be the 
contour given by ax = ax(x, y, aç) + 1 , where t G Rn, |t| < 5, and let us set 

6(x,y,a£,ft, k) = 
x+1d+d1 

2TT 

n/2 
'h k y?!(a:,y,ax(x,i/,a£),a£) 

vre 
-h 1k 1<p1(x,y,oc) 

•d a(x, y, a, a, k)dax . 
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Since d2^ xo,xo,a0)) » 0 (Définition A.5, 5)), we obtain easily, from the Taylor 

formula that b is an analytic symbol near (XQ,XO, c*°). Moreover if a is elliptic then b 
is elliptic if hk is small enough (here aç plays the rôle of £). Let us remark that if we 
change ô in the définition of the contour rax then we obtain, in 6, an error which is 
0(e~eh k ) . This error was not negligible in the case of Sjôstrand [Sj]. However it 
has no conséquence here according to our définition of qscWFa. 

Now we want to give a meaning to 

(A26) Au(x; a, /i, k) = 
h-2k-x\n 

2?r vrd 
çih 2k 1[(p2(x,y,az)+i}npi(x,y,cxa;(x,y,oi£),cx£)] 

b(x, y, at; h, k)u(y; h, k)dydae . 

Let us show now that the phase 

ip{x,y,aç,h) = <p2(x,y,a^) + ihip1(x,y,ax(x,y,a^),a^) 

satisfies the condition (A.24). First of ail, conditions 3) and 4) in Définition A.5 show 
that ip = 0 if x = y. Assume now that h is small. Then 

d2^ Ô2if2 
dxdaç dxdaç 

+ 0(h) 

and since ip2(x, x, OLA = 0, we have 

d2(f2 _ d2ip2 
dxdaç dydaç ' 

so the second condition on ip follows from 8), Définition A.5. When h ^ 5 > 0, we 
use instead conditions 5) and 8). 

Now we have 
vrexdc 
dx 

[x0,x0,a2) = 
d<p2. 
dx 

(x0,x0,Q^) + ih 
d<pi 

dx 
(x0,x0,a°) 

+ ih 
dcpi 
dax 

(x0,x0,a°) 
doix 
dx 

x+d41d+d1d+ 

vrd d(p 
dx 

xo,xo,a°,h) = £o, 

by condition 6) Définition A.5. By the discussion made after (A.24), if we set, 

r = {(y , 0 ) : \x-y\<r,0 = Ço + iR(x-y)} 

then T' = g(x, y, F) is a good contour, and A in (A.26) is well defined on Hx as soon 
as 1? | * — £o| is small enough. 

Thus we have obtained a contour T in (A.25) where ax G Tax, (y, aç) G T' and we 
show now that this contour is a good contour for / = Ke(icp). We shall use the results 
of § 2. Our function / is here a function of (x, y, 2, h) where y stands for (y, aç) and 
z = ax. With thèse notation we have /(rr, y, z, h) = /2(^, y) + hfi(x, y, z ) , where 
J2 = Re(i(f2) and fi = - Re^ i = 

ASTÉRISQUE 283 



A.4. PSEUDO-DIFFERENTIAL OPERATORS IN THE REAL DOMAIN 113 

We may assume, making a translation, that (ignoring x which is fixed) 

/a(0) = /i(0,0) = 0, 
d2h 
Ôz2 

(0,0) invertible. 

Let z(y) be the solution of 

dfi 
dz 

(y,z( l / ) ) = 0, z(0) = 0. 

Then if z(y) +t is a good contour for <̂ i, which means that on the contour we have 

h (y, z(y) + t) - h (y, z(y)) < -C\t\2 

and if we have a good contour in y for f2(y) + hfi(y, z{y)) which reads 

f2(y) + hf1(y,z(y))^-C\y\2, 

on the contour, then the contour in (y, z), (y,z = z(y) + t) is a good contour for 
h(y) + hfi(y,z) since 

Mv) + hh(y, z(y) + t) = f2{y) + hfi{y, z{y)) + h{h{y, z{y) + t)- fi(y,z{y)) 

^ -C\y\2-Ch\t\2 

on the contour and conditions (A.15) are satisfied. 

A.4. Pseudo-differential operators in the real domain 

Let ra0 = (x0,£o,<AM G Kn x lRn x R2n x [0,+oo[ and cp a pseudo-differential 
phase near ra0 (Définition A.5). Let V be a neighborhood of a0 in R2n. We set, 
following Sjôstrand, 

W = {(x,y,a) G M71 x W1 x R2n :x = y,ax = ax{x,a{),a G V} 

where 
x+d1 

dx 
(x, y, ax (x, y, a$), aç) = 0 

and Q^) = ax(x,x, aç). Let a be an analytic symbol. Then we set, for x real, 
(A.27) 

Avu(x; h, k) = 
Jaev 

eih *k-^(*,y,c*,h) a^ y^ a. ^ k)x^ ^ a)u{y. ^ k)dyda m 

Here % is a cut-off function which localizes in the set where cp satisfies the conditions 
of Définition A.5, x = 1 near W and a is an analytic symbol. 

Here is an important resuit in this theory which will be used later on. 

Theorem A.11. — Let ty be a phase in the sensé of Définition A.4, b an analytic sym­
bol, (p a pseudo-differential phase, a an analytic symbol and let Av be defined by 
(A.27). Then one can find e\ > 0 (depending only on Co, in Définition A.4, and cp) 
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such that if so < s\ then there exist S > 0, C > 0 such that for ail (x,P) in W and 
ail (ra, h) in U, we have 

Avreih 2k Vf-.ftm.Mu a h k\) =t ih 2k 1^^^h)c^xf3mhk^+d 

where \d\ ̂  Ce 5h k , c is an analytic symbol and 

c=e-ih k i,{x,p,m,h) A(eih k x*l-,0,rn*)b( g hk)\ 

where, in the last expression, A acts in the complex domain as an operator on H- im ̂ , 
modulo error terms bounded by Ce~ôh ±k 

Proof — The fîrst step is to study the phase 6 = cp-\-ty, which occurs in the expression 
of Av(eih~2k~1H). 

Lemma A.12. — Let ty be a phase in the sensé of Définition A.4- Let cp be a pseudo-
differential phase (Définition A.5). We set 

6{x, y, a, p, ra, h) = cp(x, y, a, h) + ty(y, P, m, h). 

Then for ail (x,P) in W, ail (m, h) in U there exist y(x, fi, m, h), a(x, (3, m, h) such 
that 

de, 
dyK 

[x, y(x, (3, m, h), a(x, 0, m, h), m, h) = 
de 

dax (•••) = 
de 

+d1d 
(•••) = o. 

Moreover (y, a) satisfies the following properties 

(i) y(x,P,m,h) = x. 
(ii) ax(x,p,m,h) = ax(x,a^(x,(3,ra, h)) where ax is the real on the real. 
(ih) There exist e\ > 0, C > 0 such that, for 0 < £o < £i, 

\Imaç(x,P,m,h)\ ^ Ce0h, for (x, p) e W n M3n, 

ei and C dépend only on Cq (Définition A.4) and cp. 

Proof. — Let us note that in ii) the function ax in the right hand side is the function 
which appears in 5) Définition A.5, that is (thanks to 3)) 

dd+d1 
dax 

x,x,ax{x,aç),aç) = 0. 

Moreover we have 
dcp2 
dotç 

(x,x,a^) = 0, 
dcp\ 
vredd 

(x, x,a) = 0 

and thanks to 4) Définition A.5, différentiating with respect to a*, we get 

dcpi 

d+d1 
(x,x,ax(x,aç),aç) = 0. 

It follows that (y(x,a^) = x, ax(x, o^)) is a solution of 

dcp 

dax ( • • • ) = 
dcp 

d+d1d 
(. . . ) = 0 , y(xo,a°) = xo, ax(x0,o%) = ax. 
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It remains to solve 
de 

vrd 
(x, x, ax(x, o^) , c*£, /?, ra, fa) = 0, 

with respect to at. Let us dénote by aï(x, (3, m, fa) the solution of 

( A 2 8 ) 
d(p2 
dy 

{x,x,aç) + 
dibr 
dy 

(x,/?,ra, fa) = 0 

for a% in a neighborhood of a®. This équation can be solved since x+d1d 
dydotc 

is invertible. 

We note that a | is real if (x,/?) is real. Now, let us dénote by <*f(x, /?,m, fa) the 
solution in (near a?) of the équation, 

(A.29) 
d(p 
dy 

(x, x, ax(x, a$), o^, fa) 4 
vrd 

#2/ 
(x, /?,m, fa) = 0. 

One can solve (A.29) if the matrix 

+d1d+d1 

dydaç 
ih 

x+d1d 

dydax. 

d+d1d 

d+d1d 

-1 # V 1 

^daxdaç ' 

is invertible, which is implied by the condition 8) of Définition A.5, since 
A B 

DC, 
is 

invertible iff A — BC 1D is invertible. 
Since a |(x, /?, m, fa) is real for (x, (3) real, we have 

|Ima^| = |Im(a£ - a\)\ ^ \a^ - a\\. 

To prove that \a^ — a$\ ^ Ce0^> we apply the following resuit. 

Lemma A.l3. — Let F, G be C2 function from M.N to M.N. Let X0,?7o in M.N and 
assume that F(XQ) = 770, G(XQ) = 0. Let us assume that the matrices 

dF . 
dx (*o) and 

d(F + hG),. 
ÔX (*o) 

are invertible. 
Let X(r]) be the solution of F(X(rj)) = 77. Let Y(r},h) be the solution of 

(F + hG)(Y(V,h))=r1, 

for r] close to rjo. Then 

\Y(v,h) -X(v)\ KCh\n-no\. 

First of ail, Lemma A. 13 implies the claim iii) in Lemma A.12 since it follows from 
4), Définition A.4 that | ^ I ^ £°^' Moreover let us note that we can solve 
(A.28), (A.29) with a right hand side 77, keeping the conclusion of Lemma A.12 if 
M ^ £o5 with eo small. 
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Proof of Lemma A. 13. — We have 

77 = F(X(n)) = F(Y(n)) dF 
ÔX 

Y(v))(x(v) - Y(V)) + o{\x{n) - Y{V)\2). 

Moreover 

dF, 
dx 

Y m = dF 
dX 

(Xo) + 0(\r}-r)o\) and F(Y(rj)) = 77 - hG(Y(rf)). 

Since \G(Y(TJ))\ < C\rj - 7701 we get 

\X(v) - Y(V)\ < C(h\r, - 770I + \X(V) - Y(V)\2) 

and the lemma follows. 

Proof of Theorem A.IL — Recall that 0 = <p + il> = 02 + ihOi, where 62 = <P2 + ^ 
Q\ = <Pi- We show first that f = — ImO satisfies the conditions (A. 10) to (A. 13). We 
have / = fa + h fi with fa — — Im#2, fi = — Re#i. The correspondence between 
the variables in / and 0 is the following : the variable y (resp. z) in / is the variable 
(y, aç) (resp. ax) in 6. The condition (A.10) is obviously satisfied and (A.11) has 
been proved in Lemma A.12. Since 6 is holomorphic in (y, a) we are reduced to prove 
that some matrices of second derivatives of 9 are invertible with uniformly bounded 
inverses since the conditions on the signature will follow from the holomorphy. Let 
us begin by (A. 13), which is the case of small h. We have 

d261 d2ip! 
dcx\ dax 

and the later is uniformly invertible by conditions 3), 5) in Définition A.5 (since they 
are taken at the point (x, x, ax(x, o^), o^, h)). Now we have 

d292 

d{y,a{)2 
vr 

a2 6>2 d2<P2 
dy2 dydotc 
d2 (P2 d2<p2 I 
doc^dy doc2 

We have 
d2(p2 
da2 

(X, X, ) = 0 

(condition 3)) and d2<P2 
dydoc^ 

is invertible (condition 8)). If h is small enough, it follows 

that d2e 
dydctç is invertible with a uniformly bounded inverse. 

Let us consider now the case h large. We have 

d2e 
d(y,a)2 

d2e d2cp d2y 
dy2 dydctz dydocx 
d'ip d^p d'y 

doc^dy doc2. doc^docx I 
d2<p d2ip d2cp 

docxdy docxdoc£ doc*. 
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At the point (x , X, OLx (x,aç),aç) we have dvrd 
dot\ 

= 0. Then 

d2& d2v 
doc2. dot^doLX 
d2<p d2cp 

dotxdotç dot2 

= ih 
d2yi d2y>! 
~daf dot^da:x 
d2<fi d2V! 

daxdatç da2 
Since 

d(fi dcpi d(f2 
dax dat dae 

= 0 

at the critical point, we can prove (as in (A.9)) that 

Ts : y = y + isôxo(x,y,a +xlmx +xjx+x 
da? daçdax V da2 / daxdaç 

Thus we can write 

d20 
d(y,a)2 

a B C 
lB ihD E~llD ihD 

\LC ihlD ihEj 
= M. 

Now, bv condition 8), the matrix 
B C 

UtfD ihEJ 
is invertible. This is équivalent to 

(B — CE~LTD) invertible. Combining the second and the third "line", we see that 
M is invertible if (fB — DE~XTC) is invertible, which is the case, since E is sym­
metric. We are going now to change the contour of intégration in the intégral giving 
Av(ezh k ^6), in order to integrate on a good contour. Then proposition will follow, 
since, by Proposition A.9, we can then change this good contour to the good contour 
( T a ^ H given after (A.25), (A.26). 

Let xo(x,y,a) G CQ° be a cut-off function with suppxo C {x = 1} (where x 
appears in the right hand side of (A.27)), xo = 1 in a neighborhood of W (see the 
beginning of § 4) and Xo ̂  0. 

For s G [0,1], we set 

Ts : y = y + isôxo(x,y,a) 
de t 
dy 

x, y, a, /?, m, h), where y G Rn 

For each a G V, the contour To = Rn is modified in a set where x = !• Therefore in 
Av(- - - ) (see (A.27)) by holomorphy, we can integrate on Ti instead of To-

Let now X2 £ Co°, suppx2 C {xo = 1}, X2 = 1 on a neighborhood of W and 
X2 ^ 0. _ 

Let xi ^ Cg°, suppxi C {X2 = 1}, Xi = 1 near W , Xi > 0. For s G [0,1] and 
a E V we set, 

(A30) 
y = y, x+dd+d1d 

% = a£ + sX2(x; y, a)(aç(x, /?, m, /i) - a£), G Rn, 

& = <*x + sx2(x,y,oî)(ax(x,(3,m,h) - û£), ax G Rn, 
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and we define 

d+d1 

y = y + iôxo(x,y,a) 
de 
dy x,y,a,/3,m, fa), 

(*t=Q^ + isôxi(x,y,a) de 

xv +x 
(x,y,a,/?,m, fa), 

ax = ax 

We have FQ = Ti. Let us compute S on rs. We have 

0(x, ,y,a,m,fa) = 9{x,y,a, (3,m,h) + iôxo(x,y,a] x+x1 
\d% x,y, a, /?,m, fa) 

i2 

+isôxi{x,y,a) 
de 

xx1x < 3, iî(X,(3)e wx x+x1x oef 
\dy\ 

-s2ô2xï 
de «a 

\daz \ J 

If ô is small enough we get 

A31) Im0(x,y,a,/?,ra, fa) ^ Im<9(x,y,a,/3,m,fa)+-x0(^,y,«) 39 

vrxd 
r,y, a, /3,m, fa) 

|2 

5 
+ 2*Xi0z,î/,a) #0 

+x1x 
{x,y,a,(3,m, fa) 

|2 

We show now that we can restrict the contour to the set where xi = 1- By 
Lemma A.12 we have | Ima^(x,/?,m, fa)| ^ CŒheo. Therefore, 

#(x, y, ayp,m,h) = 0(x, y, Re a, /?, m, fa) -h O(eoh), 

(where 0 means uniformly bounded by a constant depending only on Ca and <p). It 
follows that 

Im#(x,y,a,/?, m, fa) > fa Re<z>i(x, y, Rea, /?, m, fa) + Oie^h) 

since Imi/> ̂  0 on the real; then, by (A.30) and condition 7) in Définition A.5, we get 
on the contour 

Ïm9 ^ Cfa[(Reax — ax(x,Reo^))2 + ÇReax — ax(y,Reo^))2] 

+ôXo(s,y,a) 
de 
dy" 

(x,y,a, /3,m,fa) + O(e0h). 

Now since xi = 1 on a neighborhood of VF we see that if (x, y, 5) G Mn x Mn x R2n 
belongs to the set {%i < 1} we have \ax — ax{x, a^)\ + \ax — ax(yJ a^)\ ^ ô > 0 with 
a uniform 5. For this we use that, in the intégral (A.27), a is bounded and that, by 
Remark A.7, ocx(x,ccA — (3X <5> x = x(/3Xjat). Now 

I ReQLx — ax(x;Reaç)\ + | Reax — ax(y,Rea^)| 

^ \ax - ax(x,aç) \ + \ax - ax(y,aç)\ + 0(\ax(x, /?, m, fa) - ax\ + |a^(x,/3,m, fa) - a®\ 

^6 + O(\x-x0\) ^ -
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if \x — xo\ is small enough. It follows that I m O Ci/ion this set. This gives an error 
term which is 0{e~Clh~lk~1). In the set { x i = 1}, on the boundary of the contour 
Fs we have a G dV so, \a — a° | > So > 0. Moreover xo(x,y,a) = 1. Now, since a 
and an are real it follows from (A.30) that, 

Im a = s\2(x', V, OL) Im[a(x, /3, ra, h)} = 0{h), 

by the Lemma A. 12, iii) and ii). Then, 

Im0 ^ Ch[\ax - ax(x, a^)|2 + \ax - ax(y,a^)\2] 
6\d0, 

-z\ay 
x+d1d I2 O(e0h + h2) 

Claim. — Let \a\ -h \b\ + \c\ ^ di. Then, the problem in (y, a ) , 

OLx(y,ou) = ax + 

OLx(y,ou) = ax + 6 
00, 

dy 
x,y,a, (3,m,h) = c 

has a unique solution (y, a) such that, 

| a - a ° | + | y - y o | < C d i 

with a positive C which is independent of (/3, ra, h) and d\. Assume this claim true. 
Then if d\ is such that Cd\ = \So we get 

\ax{x,ou) - ax\2 + \ax(y,ax) - ax\ -f 
Ô\d0, 
2\Ôy" 

x,y,a,/3,m, h) ^ CISQ 

where Ci dépends only on C and S. It follows then that Im# ^ C2h on this set which 
gives an error term which is 0(e~c*h k ) . 

Therefore we can shift the contour Ti = r0 to Ti fl { x i = ! } • 

Proof of the claim. — The map 

d+d1d+d1xaz ax - ax [x,ou ),ax - ax {y, ou) 
de 
dy 

(x,y,a,/3,m,h) 

is a local diffeomorphism. 
Indeed we first note that, 

dax /d ¥>i\~1 d <Pi 
da% \ da2 ) daxdaç 

dax _ / d V ï X " 1 / d2cp\ d2cp\ 
dy V da2 7 \dxdax dydax) ' 

and 
de dcp 
da da 
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It follows that the differential of F at (x0,a°) is (uniformly in (/?, ra, h)) invertible if 
the matrix 

0 d2tf d2tf 
dot2 dctxdoL£ 

à* ri. , d ri d ri d ri 
dotxdx dotxdy dot2 daxda^ 

d2ip d2(p dx<p 
ôyz dyôoix dydotç , 

(x0,xo,a0,/3,ra, h) 

is (uniformly) invertible. 
This is équivalent to say that the matrix 

M = 
d2v\ d2v\ 
dot2 dctxdote 
d'cp d'<p 

V dydoix dydotç , 

OLx(y,ou) 6s 

is (uniformly) invertible, because d2^ . d2^ 
dotxdx dotxdy ) 

is invertible (see Définition 
A.5 6)). 

Now, if hn = 0, since d2tf 
dot2 and d+x1 

dydotç 
are invertible and d2<p 

dydotx 
= Q(h?i we obtain 

that M is (uniformly) invertible if h is small enough. If ho ^ 0, since cp2 does not 
dépend on ax and <p\(x,x,a) = 0 we get t^HXQ,xu?a0) = 0. Then, 

M = 
d2v d2w 
dot2 dotxdot£ 
d2<p d2y 

\ dydotx dydotc , 
which is (uniformly) invertible by Définitions A.5, 8). It remains to show that the later 
is a good contour for — Im0. For this we are going to use (A.31) with Xo(#,y, S) = 
Xi(x,y, S) = 1 since suppxi C {xo = ! } • According to (A.30) with s = 1, %i — 1 
and to the fact (Lemma A.12) that (x, x, a(x, /3, ra, h)) is critical point for 0, we set 

(A32) 0(x, y, a, ra, h) = 0(x, x, a(x, /?, ra, /i), m, /i) 

+ - £>20(x, x, a(x, /?, m, /i), m, h) • X2 + 0(£*3) 

where 

(A33) 
D = (dy,da), X = (y - x,a - a0) 

= |y - xP + |S€ - a2|' + h\ax - a°xY , J ̂  0. 

Since, by Lemma A.12, Im a(x, /3, m, /i) = O(eoh), we can replace in D29, in the above 
formula, a(x, /?, m, /i) by Re a(x, /?, m, /i) modulo an error which is (9(£o |̂|̂ r||2)- Now 
0 — cp2 + ih(fi + -0. Since 2̂ is real on the real, we have 

(A34) Im[D2<p2(x,x,Rea(x,0,m,h))X2] = 0 . 

To take care of ReD2<pi we recall that (Lemma A.12), 

ax(x, /?, ra, h) = ax(x, o^(x, /?, m, h)) 

so 
Reo^x, m, h) = a^x, Reo^(x, /3, m, /i)) + O(eoh). 
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Therefore we can replace in D2(p\, Reax(x, /?, m, h) by ax(x, Rea^(x, (3, m, h)) mod­
ule» errors which are 0{sohE2). So we are left with 

(1) = h YteD2ipi{x,x,a.x{x,RjeoL£(x, /3, ra,/i)), Rea^(x,/3, m, h))X2 . 

Now, by conditions 4) and 7), Définition A.5, we have 

Re ipi(x, x, ax(x,Re a%(- • • ) ) , Rea^(- • • )) = 0, 

Re<£>i(#,2/,a) ^ 0 if (x,y,a) is real. 

Then, that ReD<pi(x,x, ax(x, Reo^(- • • ) ) , Reo^(- • • )) = 0. It follows from condi­
tion 7), Définition A.5 and Taylor's formula that, 

h Re<£i(x, y, ax — ax + ax(x, Rea^(o:, /3, m, h)), — a® + Rea^(x, /?, m, h)) 

= (l) + 0(E3) ^ C/i(5x - a°x + a*(a;,Re <*$(•••)) - ^ ( x , R e ^ ( . - - ) + 5e - c*<?))2. 

It follows that 

(A35) /i ReZ?2^i(x,a?,a(a:,/3,m, fr)X2 ^ Ch(ax — a°x + ax(x,Rea£(#,/?, m, h)) 

-ax(x, R e • • ) + 5C - o£))2 + O(e0hE2 + £"3). 

Now by condition 6), Définition A.4, we have 

(A36) ImD2TP(X, m, h)X2 ^ -Ce0/i||X||2. 

We deduce from (A.31) to (A.36) that 

(A37) Im 0(x, y, a, /?, m, /i) — Im 0(rr, x, a(x, /?, m, /i), m, ft) 

^ Ch{ax — oPx + ax{x, Rea$(x,/3, m, /i)) — ax{x, Rea$(- • • ) + a$ — oQ))2 

+ 
ds 

2 

v 
d >, y, a,/3, m, /i) 

l2 5 
-i— 21 

90 
(x,y,a,/3,m,/i) + O(E3+e0hE2) 

where X = (y — x, a — a0). 
Let us set p* = (x, x, a(x, m, /i), m, /Ï). Recall that this is a critical point for 0, 

(Lemma A. 12). Then, (A.37) implies 

( A38) Im 0(x, y, a, /?, m, /i) ^ 
5 
2 

d20 
ây2V 

:(p*)(y-x) + 
d29 

8v8n 
x+x1x+x1 2 

+ 
d29 

daçdy 
:(p*)(y-x) + 

d2e 
datda 

(p*)(5-a° 
2" 

+Ch OLx — ax — dax 
vrd 

x,Rea^(x,/3,m,/i))(a^ — a®) l2 ±0(E3 + £0hE2). 

Now, the sum of squares, in the right hand side of (A.38), is equal to ||M(/0*)y||2 
where M is the matrix 

M = 

d2e a20 a20 
dy2 dydocc dydoix 
d20 d20 d29 

dot^dy doci da^docx 
o — rCh\ JChlà 
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and Y = (y — x, a$ — a9, ax — ax). Now we have seen that 

dax 

dote 
dd+d1d+d1 
Kda2 

dd1d+d1 
daxdae 

and (see the beginning of the proof of Theorem A. 11) 

d26 , 
d+d1 

d+d1d 
d2u 
da2 (p*) = ih 

+d1d1d+a+db+d1da+d1e+d1 
daçdax \ da2 ) daxdaç ' 

It follows that M can be written as 

M = 
A B C 
*B ih*DE~lD ihlD 
0 VChE^D VChld 

Moreover, since ip does not dépend on a, it follows from condition 8), Définition A.5 

that, when h is large, the matrix B CN 
, D K is invertible at p*. Since B is also invertible 

we see from the second and third "line" of M that M is also uniformly invertible. 
When h is small we write, 

d2e 
daçda 

p*)(à-a°) = if d2<P! 
da2 

[p*){aç - o£) + ih 9Vi 
daçdax 

(p*)(5x-a°x) 

since br 
dv 

(p*) = 0. Then 

d20 

d+d1d+d1 
(p*)(a — a0) = ih-

dbd 

daçdax 
brd dax 

d+d1 
[x, OL(X, (3, m, h))(aç — a°) + ax — a^) 

By condition 8), Définition A.5, 
dydoc^ (p*) is uniformly invertible since p* is close to 

(xo,xo,a°). It follows that 

(A39) \y-x\2^C d2cp 
daçdy 

dd1d+d1d+ .S dvr d2<p 
daçdy 

(p*)(y-x)+ 
d29 

dotçdct 
(P*)(3-a°) 2 

OLx(y,ou) = ax + 
d+d1 
d+d1 

x, /3, m, fa))(oî£ — a?) 

By the same way 

(A.40) |5€ - a9|2 ^ C -
d2v 

dydaç 
dd+d1d+d1d+ |2 

< c 
d2<p 

dydoct 
(p*)(S€-c# 

d20 
dy2 (p*)(î, - * ) + 

<9V 
dvda-r 

(p*)(5x-a°x) 
2 

+ C |y-x |2 + C/i2|5x-c*x|2. 

(A41) h\ax-a°x\2 ax - a°x -
dax 
br 

ix,aç(---))(at-o£) 
i2 

-h Ch\aç - a° |2 
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Using (A.38) to (A.41) we obtain, if SQ is small enough 

Im0(x, y, a, /3, ra, h) ^ C(|y - x\2 + |a€ - a£|2 + /i |SX - o£ |) . 

According to Définition A.8, this proves that the contour Ti is good for —ImQ. 

Theorem A.14. — Let ty be a phase, in the sensé of Définition A.4, at (x0>£o,/3°) £ 
Rn x Rn x Rn. Let b be an analytic symbol in a neighborhood of (xo,/3°). We set 
x0 = (50,Vo), where s0 > 0, Co = ( T 0 , % ) , rg = sgr^ +s^|r/0|2, Co = ^(«o^o ,$0%) , 
n0 = (ft<o,yo, Wro,Co) and x = (s,y). Then, if n0 ^ qscW\Fa(w)> one can find 
X € Co°, x — ^^na neighborhood of Xo, positive constants Ci, Si, pi 

( A 4 2 ) éh k ^x>P'm'h)b(x,/3,m,h)X(x)u(sh,y)dsdy ^Cie-Sl/hk, 

/or a// (/3,/i,ra,fc) sucft tfia* (ra,/i) € J7, |/3 - /3U| + |/i - M + \k - k0\ < pi-

Proof — Our assumption implies that there exists a precised FBI phase cp (by Propo­
sition A.3, Définition A.2) at (rr0, S0, ce0, /i0), where So = (ro/ro, r]o/ro), an analytic 
elliptic symbol a, a cut-off function %o £ Co° equal to one in a neighborhood of xo 
and positive constants Co, 5o> Po such that 

(A43) eih k v(*.o.,h)o(a.)Q)fcjjb)X0(a:)u(fc5(y){istiy =S C0e-So/hk, 

for ail, a,h,k such that |a — a°| + \h — ho\ + \k — ko\ < p, h > 0, k > 0. Let 
<p = <p(x, z, ot, h) be the pseudo-differential phase (Définition A.5) constructed in 
Proposition A.6. We set, formally, 

( A 4 4 ) Av(x, h, k) = eih 2k W>a,fc)a(ja/,)„(,/iJt)<feda 

which can be realized either as an operator in the complex domain or as an operator 
in the real domain. 

Since A is elliptic, there exists an analytic symbol c(z, fi, h, k) such that 

(A45) A(eih k ^'P'm<h>c(;P,m,h,k)) =b(x,{3,m,h,k)eih~ 2k-1ip(x,/3,m,h) 

where A acts on iî_imy,. Indeed, if B is the inverse of A in -ff_imv> we have 
e-th-afc-V_B(eifc-afc-l*&) = c> modulo errors which are 0{e~s/hk). Let V be a neigh­
borhood of ao- It follows from (A.45) and Theorem A. 11 that 

(A46) Av(eih k W-.0.m.fc)c(-, fi, m, h, k)) = b(x, fi, m, h, k)é h 2k 1xp(x,j3,m,h) 

+0(e-ô/hk). 

Let us recall that the function x occurring in the expression of Ay in (A.27) is such 
that, for some ro > 0, 

x(x, z, a) = 1 if \x - z\ + \ax — ax(x, aç)\ ^ r0, 

X(x,z,a) = 0 if \x - z\ + \ax - ax(x,otç)\ ^ 2r0 
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Let xi = Xi(z) € CZ°(Rn) be such that 

Xi(z) = 1 if \z- x0| < r0 

= 0 if \z — XQ\ ^ 2ro. 

Let us set 
(1) = \ax - ax(x, aç)\ + \ax - ax(z, a$)|. 

Since the map, x \—> ax(x, a$) is invertible for ail near we can find C > 0 such 
that for ail r\ > 0 small enough 

\ax(x, a — ax(z, at)\ ^ n =>• |x — z\ ^ C r i . 

We claim that if (1) ^ r0/(l + 2C) then Xi(^) = x(x> zi a) = 1- Indeed, it follows from 
this inequality that \ax(x, a$) — ax(z, aç)\ ^ 2r0/(l + 2C) so \x — z\ ^ 2Cr0/(l-h 2C) 
therefore 

|x - z\ + Ittx - ax(x,a^)\ ^ 
2Cr0 

1 + 2C 
ro 

1 + 2C " = r0 

which implies that x(xiz->a) = 1- Moreover 

\z - x0\ ^ \z — x\ -h |x - x0| ^ 
2Cr0 

1 + 2C 
r0 

1 + 2C7 
since |x — XQ| ^ 

ro 
1 + 2 C 

It follows that Xi(z) = 1-
Summing up we have proved that, on the support of x(x->z<>a) — Xi(z) we have 

(1) ^ r0/(l + 2C). We deduce from Définition A.5, 7) that |e^"2fe~V| ^ e-c^/hk 
which proves that in the définition of Av we can replace x(x-> z-> a) by Xi(z) (modulo 
controlled errors) if |x — XQ| is small enough. Then 

Avv(x, h, k) = 
fotev 

eih *k V(*,*,a,h)0/ h k) ,z)y(z h b)dzda + 0(e-ô'hk) 

[where the error term is bounded by sup \v\). 
Let us write (A.46), replacing X by xi- We have 

(A.47) b(x,6,m,h,k)eih 2fc V(*,£,m,M0 

vrd 
Jotev 

gih 2k 1 <p(x,ot,h) h, k)f(a, 3, m, h, k) da + 0{e~^hk) 

where 

fia, 3, m, h, k) = X i ( « ) 
h 2k 1[—<p2(z,<X£)+ihipi(z1a)+'ip(z,f3,m,h)] c(z, j3,m,h, k)dz. 

It follows from (A.8) that Kecpi(z^a) ^ C\ax — ax(z,a^)\2 and, since Im?/> ^ 0 we 
have | / | ^ CN(hk)~~N for some AT G N. Then, using (A.47) we can write, with 
x = (s,y), 

(AA8) çih 2k 1ip(x,P,m,h) b(x1 (3, m, /i, k) x(x) y>(sh, y) ds dy 

dd 
vrd 

/(a,/3,m,/i,fc) • çih 2k 1ip(x,(x,h) a(x, a, /i, k) x(x) u(hs, y) ds dyjda. 

This proves Theorem A. 14. 
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Corollary A.15. — The définition of qscWFa is invariant under a change of phase 
satisfying Définition A .l . 

Proof — We have seen in Proposition A.3 that we may assume that the phase is 
precised. We can change SQ in the définition of qscWFa. Indeed, let (p be a FBI 
phase at (x0, £o, ot°,h0), x0 = (s0,y0), £0 = (TO,%) ; let us set !p(s,y,a,h) = 
j~2(p(s/7, y, a, jh) , 7 > 0. Then (p is an FBI phase at (7^0,2/0, W73»W72>«°»7^o). 
We see that the change of (h, s) to (7/1, s/7) in the définition of qscVTjPa gives rise to 
the phase (p in the intégral. The analytic symbol is changed but stays elliptic. Now 
let us take two precised FBI phase at the same point xo = (sU5 2/o)- Then we see easily 
that they satisfy both the Définition A.4 (for instance, condition 2) in Définition A.4 
follows from (A.8)), so we may apply the Theorem A. 14. • 

Corollary A.l6. — Let (p be a FBI phase at (xo,£o> a°>0)- Let us assume that one can 
find positive constants C, 5, h±, an analytic symbol a elliptic at (xo,a°,ho), a cut-off 
X G CQ° , equal to one near XQ = (so?2/o) such that 

eih *g>(s,y,a,h) fl( h) , y)u<sh,y)dsdy < Ce~6'h, 

for ail a in a neighborhood of a0 and h 6 ]0, hi[. Let us set 

ri = sf,i% + sf, ho!2 > 0, r0 = 
ddd+ 
dvr d+d1 4V0 

5 

where £o = (TO,??O). TTien no = (0,yo, Vro, 0~OÎ%)) ^ qscVFFa(u). /n tffte coordinates 
(À,/i) tfws reads (0,t/0,^r0,^o^o) £ qscWFa(u). 

Proof. — We may assume that (p is precised. Let us set (p = ~(p when ro 7^ 0. 
Then ^ is a precised FBI phase at (so, yo-, To/ro, rjo/ro, a0, 0). Let us associate to 
a pseudodifferential phase <p by the formula in Proposition A.6. Finally let us set 
ip(x, (3, m, h) = ^ <p(x, (3, h). Then ^ is a phase in the sensé of Définition A.4 at the 
point (x0, ^£o,a°), = (To,f?o), #0 = Oo,2/o) and f/ = B { r ^ , S) x]0,5), (m,/i) G C/. 
Let us set 

A v(x, a, h, k) = 
dv 

*,*,a,h)0/ h k) ,z)y(z ssssssse-ô'hk) 6+ww6wd 

We can apply Theorem A. 11 as in the proof of Theorem A.14. We get 

*,*,a,h)0/ h k) ,z)y(z h b)dzda + 0(e-ô'hssssk) ssss0,^r0,^o^o) £ qscW /0, 

In this formula we fix k = ko = r0 1 and we obtain, with x — (s, y) 

elH m W'PM a{x,(3,h)u{hs,y)dsdy 

vr 
focGV 

f(a,(3,m, h) /0,^r0,^o^o) £ qscW z)y(z z)y(z h b)dzda + 0(e-ô'h 

with / = 0(h~N).v 
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Then the resuit follows if we consider m as the parameter k in the définition of 
*scWFa. • 

Corollary A.17. — Let m0 = (po, 2/0,70,770) with Po > 0. Then m0 £ WFa(u) (the 
usual analytic wave front set) if and only if (po, 2/0,0, (\Q,JÏ0)) £ C{SCWFa(u), where 

A0 = +d1d+d1d+ 
A0/Pq, ^0 = Mo/Po + 

d+d1d+ Vo 
A0/Pq, ^0 = Mo/Po 

Proof — We note that, in the définition of WFa and qscWFa we did not take the 
same coordinates on T*M. The statement of this corollary takes this différence in 
account. Indeed, we have 

r dp + 77 • dy = (p3r) + (p277) dy 

If (po,2/o,0, (Ao,/^o)) ^ qscW\Fa(tj) then if we set h = ho and fc-1 = À, in our trans­
formation T, we recover a FBI transform in the sensé of Sjôstrand. Then we have 
(Po, 2/0,̂ 0,770) £ WFa(u) with T0 = A0/Pq, 0̂ = Mo/Po ; our claim follow since WFa 
is conical. 

Conversely, let us assume that (po, Vo, to, 770) ^ WFa(w). Let us set, with x = (p, 7/), 
ip = (x — otx) - aç + i(x — ax)2. Then one can find positive constants C, 5, Ào and a 
cut-off x € Co°> x(po, 2/o) = 1 such that 

A0/Pq, ^0 = Mo/Po +xw1 < Ce"A<5 

for ail a in a neighborhood of (po, 2/0, ̂ o, 770) and A > Ao-
Let us set <p(x, a, /i) = (x — ax)aç + zfa(x — ax)2 and let us associate to (p a pseudo-

differential phase by Proposition A.6. Finally let us set 

i/>(a, y, 0, m, h) = m"2 [ ( ^ - 0S) 0T + (y - 0y) • A,] + ^ [ ( ^ - 0S)* + (y - /3y)2]. 

Then ij) satisfies the conditions in Définition A.4 for ail So if 

\s - Po| + \y - î/o| + \0a - po| + \PV - 2/o| + |/?r - Toi + \PV - 770I + |m - 1| 

is small enough. It follows from Theorem A. 11 that we have the formula (A.48). Let 
us make h = 1 in this formula. The right hand side is 0(e~s/k). Now if m plays 
the rôle of h in the left hand side, we recover the expression Tu ; this proves our 
claim. • 
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