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NON-COMMUTATIVE VECTOR VALUED LP-SPACES 
AND COMPLETELY p-SUMMING MAPS 

Gilles Pisier 

Abstract. — We introduce a non-commutative analog of Banach space valued Lp-

spaces in the category of operator spaces. Thus, given a von Neumann algebra M 

equipped with a faithful normal semi-finite trace cp and an operator space i£, we 
introduce the space LP{M, (p; E), which is an E-valued version of non-commutative L p , 
and we prove the basic properties one should expect of such an extension {e.g. Fubini, 
duality, . . . ). There are two important restrictions for the theory to be satisfactory: 
first M should be injective, secondly E cannot be just a Banach space, it should be 
given with an operator space structure and all the stability properties {e.g. duality) 
should be formulated in the category of operator spaces. 

This leads naturally to a theory of "completely p-summing maps" between oper
ator spaces, analogous to the Grothendieck-Pietsch-Kwapien theory {i.e. "absolutely 
p-summing maps") for Banach spaces. As an application, we obtain a characteriza
tion of maps factoring through the operator space version of Hilbert space. More 
generally, we study the mappings between operator spaces which factor through a 
non-commutative Lp-space (or through an ultraproduct of them) using completely 
p-summing maps. In this setting, we also discuss the factorization through subspaces, 
or through quotients of subspaces of Lp-spaces. 

Résumé (Espaces Lp non-commutatifs à valeurs vectorielles et applications com

plètement p-sommantes). — Nous introduisons un analogue non-commutatif de la 

notion d'espace Lp à valeurs vectorielles dans la catégorie des espaces d'opérateurs. 

Plus précisément, étant donnés une algèbre de von Neumann M , munie d'une trace 

normale semie-finie et fidèle et un espace d'opérateurs E, nous introduisons l'espace 

LP{M, ip\ E) qui est une version E-valuée d'espaces Lp non commutatif et nous prou

vons les propriétés fondamentales que l'on est en droit d'attendre d'une telle extension 

(e.g. Fubini, dualité... ). Il y a deux restrictions importantes pour que cette théorie 

tourne bien : d'abord M doit être injective, ensuite E ne peut pas être simplement un 

espace de Banach, il doit être muni d'une structure d'espace d'opérateurs et toutes 

les propriétés structurelles (e.g. la dualité) doivent être formulées dans la catégorie 

des espaces d'opérateurs. 
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Cela conduit naturellement à une théorie des applications « complètement p-som-

mantes» entre espaces d'opérateurs, analogue à la théorie de Grothendieck-Pietsch-

Kwapien (Le. les applications absolument p-sommantes) pour les Banach. Comme 

application, nous obtenons une caractérisation des applications qui se factorisent par 

la version «espace d'opérateurs» de l'espace de Hilbert ( = l'espace OH). Plus géné

ralement, nous étudions les applications entre espaces d'opérateurs qui se factorisent 

à travers un espace L p-non commutatif (ou bien à travers un ultraproduit de tels 

espaces) dans le langage des applications complètement p-sommantes. Dans ce cadre, 

nous considérons aussi les factorisations (complètement bornées) à travers un sous-

espace (ou un quotient de sous-espace) d'un espace Lp non commutatif. 
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INTRODUCTION 

In standard Lebesgue integration, for any measure space (fl, //) and any Banach space 
E, we know how to define the Banach space Lp(ft,/r, £ ) of E-valued Lp-functions 
(for 1 < p < oo) using a well known construction attributed to Bochner. When 
H = N (resp. Q = { 1 , . . . , n}) equipped with the counting measure /JL = then 

ken 
Lp(Q,fji]E) is simply the space £P(E) (resp. £p(E)) formed of all the sequences (xk) 
with Xk G E such that ][] < oo, equipped with the norm 

\\(Zk)\\lp(E) (SINUS,)1" resp. ||(xfc)||^(£;) : 
n 

1 

:\\*k\\pE 
1/p 

The case of any discrete measure space is analogous. 

The non-commutative analog of £p is the Schatten class Sp which is defined for 
1 < p < oo as the space of all compact operators T on £2 such that tr \T\P < 0 0 and 
is equipped with the norm 

)\T\\Sp = (tT\T\")1/p 

with which it is a Banach space. We will often denote this simply by ||T||P. For 
p = 0 0 , we denote by Soo the space of all compact operators on £2 equipped with the 
operator norm. 

If H is any Hilbert space (resp. if H = £%) we will denote by SP(H) (resp. Sp) the 
space of all operators T: H H such that tr \T\P < 0 0 and we equip it with the 
norm (tr |T|p)1/p. If p = 0 0 , Soo(H) (resp. S£>) is the space of all compact operators 
on Hy equipped with the operator norm. 

More generally, given a von Neumann algebra M equipped with a faithful normal 
semi-finite trace ip, one can define a non-commutative version of Lp which we denote 
by I/P(M, ip). When (p is finite, LP(M, (p) can be described simply as the completion of 
M equipped with the norm x -> y>(|a:|p)1/p. In the special case M = B(£2) equipped 
with its classical (infinite but semi-finite) trace x - * tr(x), Lp(M,<p) can be identified 
with Sp. 



2 INTRODUCTION 

There is an extensive literature about these spaces, following the pioneering work 

of Segal, Dixmier, Kunze and Stinespring in the fifties ([S], [Di], [Ku], [St]). (See 

e.g. [N], [FaK], [H2], [Ko], [Tel]-[Te2], [Hi]). 

Consider in particular the so-called hyperfinite factor R. This is the infinite tensor 

product of M2 ( = 2 x 2 matrices) equipped with its normalized trace. This object 

is the non-commutative analog of the probability space ft = {—1,+1}N equipped 

with its usual probability P (P is the infinite product of ( l /2)#i 4- ( l /2)J_i) . When 

M = iZ, the space Lp(M,ip) appears as the non-commutative analog of Lp(il ,P), 

or equivalently of Lp([0, l],dt). In non-commutative integration theory, there seems 

to be no analog (as far as we know) of vector valued integration, and while Sp and 

Lp(M,ip) appear as the "right" non-commutative counterpart to £p and Lp([0, l],dt), 

there is a priori no analog for £P(E) and Lp([0, l],dt;E) when E is a Banach space. 

The main goal of the present volume is to fill this gap. We will show that if M is 

hyperfinite (=injective by [Co]) and if E is an operator space, i.e. E is given as a 

closed subspace of B(H) (for some Hilbert space H), then using complex interpolation 

(see below for more on this), we can define in a very natural way the space LP(M, cp; E) 

for 1 < p < 00. When (M,(p) = (B(£2),tr), we obtain the space SP[E] which is a 

non-commutative analog of £P(E). Our theory of these spaces has all the properties 

one should expect, such as duality, Fubini's theorem, injectivity and projectivity with 

respect to E, and so on.. . But the crucial point is that we must always work with 

operator spaces and not only Banach spaces. The theory of operator spaces emerged 

rather recently (with its specific duality) in the works of Effros-Ruan [ER1]-[ER7] and 

Blecher-Paulsen [BP], [B1]-[B3]. In this theory, bounded linear maps are replaced 

by completely bounded ones, isomorphisms by complete isomorphisms and isometric 
maps by completely isometric ones. In particular, given an operator space E, the 

spaces SP[E] and Lp(M,(p;E) will be constructed not only as Banach spaces but as 

operator spaces. Moreover, all identifications will have to be "completely isometric" 

(as defined below) rather than just isometric. 

For instance, the classical (isometric) duality theorem 

£P(E)* = £P'(E*) 

becomes in our theory the completely isometric identity 

SP[E}* = SP,[E*} 

where on both sides the dual is meant in the operator space sense: when E is an 

operator space, the dual Banach space E* can be realized in a specific manner as a 

closed subspace of some B(H), this is what we call the dual "in the operator space 

sense" (called the standard dual in [BP]); see below for background on this. 

In a different direction, let (iV,^) be another hyperfinite von Neumann algebra 

equipped with a faithful normal semi-finite trace. We will obtain completely isometric 

identities 

Lp(M,tp;Lp(N,fl>)) : Lp(M ®N,(f x ip) --Lp(N9tl>;Lp(M9tp)). 

Actually, the first one holds even if N is not assumed hyperfinite, see (3.6) and (3.6)'. 
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INTRODUCTION 3 

In addition, the resulting functor E -> Lp(M,ip]E) is both injective and projective. 
By this we mean that if F C E is a closed subspace (^operator subspace) then the 
inclusion LP(M, (p; F) C LP(M, tp; E) is completely isometric and we have a completely 
isometric identification 

Lp(M,ip;E/F) : L P ( M , W E ) / L P ( M , ^ ; F ) . 

To some extent our theory works in the non-hyperfinite case (see the discussion in 

chapter 3) but then the preceding injectivity (resp. projectivity) no longer holds if 

p — 1 (resp. p — oo). 

In the case p — 1 our results are essentially contained in the works of Effros-Ruan 
[ER2, ER8] on the operator space version of the projective tensor product, see also 
[BP]. Indeed, these authors introduced the operator space version of the projective 
tensor product E ®A F of two operator spaces E, F. Then if X is a non-commutative 
Li-space, the E-valued version of X can be defined simply as X ®A E. (Warning: In 
general this is not the Grothendieck projective product of X and E, but its analog 
in the category of operator spaces.) The case p = oo is also known: if E is finite 
dimensional (for simplicity) and if M is any von Neumann algebra, then the minimal 
tensor product M <g)min E is the natural non-commutative analog of L00(Q,,/JL] E). 

What we do in this volume is simply to use the complex interpolation method (an 
approach that has already proved very efficient in the study of non-commutative Lp-

spaces, cf. [Ko], [Tel]) to define the non-commutative "E-valued" Lp-spaces for the 
intermediate values, i.e. for 1 < p < oo. 

The first part of this volume (chapters 1 to 4) is devoted to the theory of the spaces 

LP(M, ip; E). We first concentrate on the discrete case in chapter 1, then in chapter 2, 

we describe the operator space structure of the usual (=commutative) Lp-spaces and 

its relation to the discrete non-commutative case. We consider the general case in 

chapter 3 and the duality in chapter 4. 

The second part (chapters 5 to 7) is devoted mainly to "completely p-summing 
maps". These are a natural extension in our new setting of the "absolutely p-summing 
maps" studied by Pietsch and Kwapien ([Pi], [Kwl]-[Kw2]), following Grothendieck's 
fundamental work on Banach space tensor products [G]. 

In the third and final part (chapter 8), we try to illuminate our new theory in the 

light of numerous concrete examples linked with analysis. The main emphasis there is 

on Khintchine's inequalities for the Rademacher functions (which we denote by (en))5 

and numerous variants of them involving Gaussian random variables or their analog 

in Voiculescu's "free" probability theory. If we identify (en) with the sequence of 

coordinate functions on ft, the classical Khintchine inequalities provide a remarkable 

isomorphic embedding 

^2CLp(f t ,P) , 

taking the canonical basis of £2 to (en) (here 0 < p < 00). This is very often used in 

analysis through the resulting isomorphic embedding 

Lp([0,1];£2) C Lp([0,1] x ft,d* x dP). 
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4 INTRODUCTION 

A great deal of chapter 8 is devoted to non-commutative analogs of the preceding two 

embeddings. 

We will now describe the contents in more detail chapter by chapter. 

In chapter 1, we introduce for any operator space E the space SP[E] and we con

struct SP[E] as an operator space. It turns out that this definition of SP[E] has all the 

natural properties of an "E-valued" £p-spa,ce. We review its properties in chapter 1. 

To some extent, the definition of SP[E] is already implicit in our previous work [PI] 

where we introduce and study the complex interpolation method in the category of 

operator spaces. 

In chapter 2, we describe in detail the meaning of the preceding definitions in the 

case of the usual (i.e. commutative) Lp-spaces associated to a measure space. We 

give several formulae which allow to "compute" the operator space structure of these 

spaces as well as of their vector valued versions. These are used repeatedly in the 

next chapters. 

In chapter 3, we discuss non-commutative vector valued Lp-spaces in the case of 

a continuous trace. We should emphasize that to have a satisfactory theory we must 

assume that the underlying von Neumann algebra M is injective. This is required to 

have the non-commutative analog of the fact that if F is a closed subspace of E then 

LP(/J,;F) is a closed subspace of Lp(n;E). See Proposition 3.3 in [ER2] for the case 

p=l. 

Then, given a faithful normal semi-finite trace ip and an operator space E, we define 

the operator space LP(M,ip;E) using interpolation as before. The resulting space 

can alternately be viewed as an inductive limit of a family LP(Ma,ipa; E) associated 

to an increasing net of finite dimensional (hence essentially matricial) subalgebras 

(MA) equipped with finite traces ipa which are the restrictions of ip to MA. The 

spaces LP(MAI ipA',E) can be treated as direct sums of spaces of the kind we study in 

chapter 1. 

We also discuss briefly the possible extensions of our definitions to non hyperfinite 

(i.e. non injective, by [Co]) von Neumann algebras. 

In chapter 4, we address the duality problem for vector valued non-commutative LP-

spaces. In the Lebesgue-Bochner theory of the spaces Lp(ft, ¡1; E) (with E Banach), it 

is well known that duality poses a problem. The dual of the space Lp(ft, [x; E) is not 

in general the space Lp> (ft, //; E*) (1 < p < oo, 1/p' = 1), however it is so when 

the dual E* possesses the Radon Nikodym property (in short the RNP). See e.g. [DU] 

for more on this topic. Naturally, a similar problem arises in our new setting, and 

we have to introduce an operator space analog of the RNP, which we call the ORNP. 

Now, let E be an operator space. Then assuming that its dual has the ORNP, we 

obtain the duality theorem, namely the dual of LP(M,ip;E) is completely isometric 

to Lpi (M, ip;E*). Note that the ORNP of an operator space implies the RNP of the 

underlying Banach space, but the converse is false. We give a simple example of a 

Hilbertian operator space E (i.e. the underlying Banach space is £2) for which the 

space I /2(M, ip; E) (and also LP(M, ip; E) for all p) contains an isomorphic copy of the 

Banach space CQ, hence fails the classical RNP (see example 4.2). In particular, E 
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INTRODUCTION 5 

fails the ORNP, although (being Hilbertian) it clearly has the RNP. Concerning the 
ORNP, several natural questions remain open. For instance we do not know whether 
E has the ORNP iff L2(M, has the classical RNP, when (M,ip) is the classical 
hyperfinite factor. 

As is well known, the RNP for a Banach space E is closely related to the martingale 
convergence theorem for bounded E-valued martingales (see [DU]) on a probability 
space (fi,/x). Moreover, the "super-property" associated to the RNP is equivalent 
to the validity of certain martingale inequalities in Lp(fl, //; E), and these in turn 
are equivalent to the existence of an equivalent uniformly convex norm on E (see 
[P7]). Here again it is natural to look for analogous results for operator spaces: we 
introduce the notion of uniform OS—convexity, and we prove some basic facts, namely 
it implies the ORNP and all non-commutative Lp-spaces are uniformly OS'—convex 
when 1 < p < oo. Note however that many questions remain open. We also introduce 
the operator space analog of the UMD property (UMD stands for "unconditional 
martingale differences") in Burkholder's sense [Bu2]. The recent paper [PX2] allows 
to embark in this direction, but very little is known. We list a few natural questions 
which we feel should be answered before pursuing further. 

In chapter 5, we introduce the notion of "completely p-summing map" u : E -» F 
between two operator spaces. Our notion coincides with a notion introduced by Effros-
Ruan [ER7] in the particular case p = 1. We say that u: E -> F is completely 
p-summing if Isp ® u defines a bounded mapping from Sp (g)min E into SP[F], and 
we denote by 7r°(u) the norm of this mapping. We prove a natural analog of the 
Pietsch factorization for such maps, extending the case p = 1 treated in [ER7]. 
This is new already if p — 2, although this case is closely related to the (2,o/i)-
summing maps considered in [PI]. This new framework allows us in chapter 6 to 
give a characterization of "operators factoring through Oif" (in the sense of [PI]) 
entirely analogous to the Grothendieck-Kwapien [G], [Kwl]-[Kw2] characterization 
of operators factoring through a Hilbert space. 

In §7.2, we use completely p-summing maps to characterize the mappings u: E —> 
F between operator spaces which factor (completely boundedly) through a quotient 
of a subspace of an ultraproduct of Sp. This is the analog for operator spaces of a 
result due to Kwapien [Kw2] in the Banach space setting, which we recall in §7.1. We 
also include in §7.1 several basic perturbation arguments relevant to ultraproducts of 
operator spaces. 

Note that the non-commutative version of the stability of Lp-spaces under ultraprod
ucts is unclear (see however [Gr] for the case p = 1). This leads us to replace the class 
of non-commutative Lp-spaces by that of ultraproducts of non-commutative Lp-spaces 
(based as above on a hyperfinite semi-finite von Neumann algebra) or equivalently by 
the class of ultraproducts of Sp. 

We show that u: E -» F factors as above iff for any c.b. map T : Sp -> Sp, 
the mapping T ® u defines a bounded map from SP[E] to SP[F], Moreover, the 
factorization constant of u is equal to the smallest constant C such that we have 
|| T <8> u \\< C || T \\ch (or equivalently || T <g> u \\cb< C \\ T \\cb) for all T as above. 
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6 I N T R O D U C T I O N 

We also discuss factorization through an ultraproduct of Sp or through one of its 
subspaces. The proofs follow the principles of the duality theory for ideals of oper
ators or tensor products as developed by Kwapieri [Kw2] and Pietsch [Pi] following 
Grothendieck's fundamental work [ G ] . See [ D F ] for an exposition. There are however 
some specific difficulties which arise, because in general operator spaces lack local re-
flexivity in the sense of ([EH]) or "exactness", a notion introduced by Kirchberg for 
C*-algebras and studied for operator spaces in [P6]. As commented in §7, the above 
mentioned difficulties have now been resolved by Marius Junge [Ju], and we briefly 
explain how his ideas allow to complete our results at the end of §7. 

In §8, we try to illustrate the preceding theory in the light of "concrete" situations. 
This is mostly expository, i.e. the results there are essentially known but many facts 
are formulated and interpreted in a manner not available elsewhere in print. For in
stance, we show that, if 1 < p < oo, the closed span in Lp of a sequence of standard 
independent Gaussian variables is the same operator space (up to complete isomor
phism) as that spanned in non-commutative Lp by a (countable) free semi-circular 
family in Voiculescu's sense (cf. Theorem 8.6.5). Moreover, in both cases the orthog
onal projection (onto the subspace spanned) is completely bounded on the Lp-space 
under consideration for all 1 < p < oo (and in the semi-circular case even for p = 1 
and p = oo). 

In §8.1, we discuss completely bounded Schur multipliers on the Schatten class Sp 
and closely related questions on Fourier multipliers. 

In §8.2, we briefly explain the connection between li or L\ as an operator space 
and the natural generators of the ("full") C*-algebra of the free group with count ably 
infinitely many (resp. n) generators, denoted by FQQ (resp. F N ) . 

In §8.3, we turn to the reduced C*-algebra again for the free group FQO, and 
examine the span of the generators in the associated non-commutative Lp-space. 

In §8.4, we discuss at length the consequences of F. Lust-Piquard's "non-commuta
tive Khintchine inequalities" (cf. [Lu], [LuP]) for our theory. 

In §8.5, we briefly discuss the A(p)c&-property for a subset of a discrete (possibly 
non-commutative) group, introduced in Asma Harcharras's recent thesis [Ha]. In 
particular, for each even integer k > 4, we describe a sufficient combinatorial property 
for the subset to satisfy an analog of the Lust-Piquard inequality for p = 2k. 

Finally, in §8.6, after a brief introduction to Voiculescu's "free" probability theory, 
we describe the operator space structure of the span of a free semi-circular (or circular) 
family, i.e. the "free" analog of real (or complex) Gaussian random variables. 

Note. — The main results of this volume were announced in [P5]. The first six chap
ters reproduce (in a different ordering) the contents of the preprint which circulated 
in the interval, while the last two chapters were added more recently. 

Acknowledgement. — I am extremely grateful to C. Le Merdy for a careful reading 
of the manuscript which lead to many corrections. I would also like to thank Robin 
Campbell for her outstanding typing job. 
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CHAPTER 0 

BACKGROUND AND NOTATION 

Unless explicitly specified otherwise, we only consider complex Banach (or Hilbert) 
spaces in this volume. We will denote by H <g)2 K the Hilbertian tensor product of two 
Hilbert spaces H, K. (Note the identities 1% <g>2 H = £%(H) and £2 <8>2 H = ^2(#).) 
We denote by B(H) (resp. B(H,K)) the Banach space of all bounded operators on 
H (resp. from H to K). When H is n-dimensional B(H) can be identified with the 
space Mn of all n x n matrices with complex entries. By an operator space we mean a 
closed subspace of B(H) for some Hilbert space H. When E C B(H) is an operator 
space, we denote by Mn(E) the space of all n x n matrices with entries in E, equipped 
with the norm induced by the space Bif^ ®2 H) (or equivalently B^iH))). 

Two basic examples play a fundamental role in the theory: these are the row and 
column Hilbert spaces, which are subspaces of JB(^2). Let ê - be the element of B(f2) 
corresponding to the matrix with coefficients equal to one at the i, j entry and zero 
elsewhere. The "column Hilbert space" C is defined as 

C = span{e*i I i e N} 

and the "row Hilbert space" R is defined as 

R = spanjeij | j G N} . 

Both are isometric (as Banach spaces) to £2, but they are quite different as operator 
spaces. We will also need their finite dimensional versions 

Cn = span{eii I 1 < i < n} and Rn — span{eij | 1 < j < n}. 

We denote by E\ 0 E2 the linear tensor product of two vector spaces. If E\ C 
B(Hi), E2 C B(H2) are operator spaces, we will denote by E\ <g>min E2 their mini
mal (or spatial) tensor product equipped with the minimal (or spatial) tensor norm 
induced by the space B(H\ <g)2 i?2). 

Let H,K be Hilbert spaces. Let E c B(H) and F C B(K) be operator spaces. 
A map u: E -»> F is called completely bounded (in short c.b.) if the maps um = 
I Mm 0 u' Mm(E) -> Mrn(F) are uniformly bounded when m - > 00 , i.e. if we have 



8 CHAPTER 0. BACKGROUND AND NOTATION 

sup ||um|| < oo. The c.b. norm of u is defined as 
m > l 

IMU : sup ||ttm||. 
m > l 

We denote by cb(E, F) the Banach space of all c.b. maps from E to F equipped with 
this norm. It is known (cf. e.g. [DCH] or [Pal], p. 158-159) that we also have 

IMU = ||-TB(*2) ®u\\B(l2)®minE->B(l2)®minF-

We will use this repeatedly in the sequel with no further reference. 

We will say that u is completely isometric (resp. completely contractive) or is a 
complete isometry (resp. a complete contraction) if the maps um are isometries (resp. 
of norm < 1) for all m. 

We will frequently invoke an abstract characterization of operator spaces due to Ruan 
[Ru] (see also [ER3] for a simpler proof) which uses the notion of "matricial structure". 
By a matricial structure on a vector space E we simply mean that for any integer n 
we are given a norm on the space Mn(E) of all n x n matrices with entries in E. So 
in particular for n = 1 we have a norm on E. We will say that it is complete if all 
the norms are complete (=Banach). We say that we have an -matricial structure 
if these norms satisfy the following 

(0.1) \\x 0 y\\n+m = max{||x||n, \\y\\m} 

(0.2) \\axß\\n < ||a||||*||n||/?|| 

for all x G Mn(E),y G Mm(E) and a,/3 G Mn(C). Ruan proved that for any Loo-
matricial structure on a vector space E, there is a Hilbert space H and an embedding 
of E into B(H) such that the norm (from the matricial structure) on Mn(E) co
incides with the norm induced by the space Mn(B(H)). Clearly if the structure is 
complete the subspace of B(H) will be closed. Conversely it is easy to see that every 
subspace E of B(H) is equipped with a natural Loo-matricial structure by simply 
giving to Mn(E) the norm induced on it by Mn(B(H)). Thus operator spaces can be 
viewed ("abstractly") as vector spaces equipped with a complete Loo-matricial struc
ture. Therefore, by an "operator space structure" (in short o.s.s.) on a vector space, 
we will mean a complete Loo-matricial structure. For instance, this allows to intro
duce the quotient ([Ru]) and the dual ([BP], [ER2]) within the category of operator 
spaces, as we now recall. 

Given an operator space E and a subspace S C E, we equip the quotient space E/S 
with the matricial structure obtained by giving to Mn(E/S) the norm of the space 
Mn(E)/Mn(S). It is easy to check that this is an Loo-matricial structure with which 
E/S can (and will always in this volume) be viewed as an operator space. 

A completely bounded surjective linear map u: E -> F between two operator spaces 
is called a "complete metric surjection" if the associated map from E/ker(u) onto F 
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CHAPTER 0. BACKGROUND AND NOTATION 9 

is completely isometric (when the quotient E/ker(u) is equipped with the structure 

just defined). 

We now turn to the dual. In [BP], [ER2], it was proved that cb(E, F) can be equipped 

with an operator space structure by giving to Mn(cb(E,F)) the norm of the space 

cb(E,Mn(F)). In particular, this defines an operator space structure on the dual 

E* = cb(E, C) so that we have isometrically 

Mn(E*) = cb(E,Mn). 

Then, by construction, we have the following very important fact (cf. [BP], [ER2]): 

The tensor product E* <g>min F is isometrically embedded into the space cb(E, F) by 

the natural embedding. This shows that the minimal tensor product is the analog for 

operator spaces of the injective tensor product of Banach spaces. 

The usual rules of the Banach space duality remain valid in the category of operator 

spaces, for instance the dual of a subspace S C E (resp. of a quotient space E/S) 

is the quotient space E*/S± (resp. is the subspace S1- C E*). Also, for any map 

u: E -> F we have ||ti||c& = ||M*||c&- Moreover, the inclusion E C E** is a complete 

isometry. 

In particular, let A be a C*-algebra. We equip A with its natural o.s.s. (coming 

from its Gelfand embedding into B(H)). Then, by the preceding definition, the 

successive duals A*, A**, A*** and so on, can now be viewed as operator spaces. 

We will refer to these operator space structures on A*, A**, A*** and so on, as the 

"natural" ones. 

Now assume that A is a von Neumann algebra with predual A*. Then, the inclusion 
A* C (A*)** = A* allows to equip the predual A* with the o.s.s. induced by the one 
just defined on the dual A*, so we obtain an operator space, denoted by A£s, having 
A* as its underlying Banach space. Here a natural question arises: if we now consider 
the dual operator space to the one just defined, namely (A**)*, do we recover the 
same operator space structure on A? Fortunately, the answer is affirmative ([B2], 
Theorem 2.9): we have (A°8)* = A completely isometrically. 

This allows to define an operator space structure on A*, which we will again call the 
natural one. 

For all these fundamental results due to Blecher, Effros, Paulsen and Ruan, which 
we will use freely in the sequel, we refer the reader to [BP], [ER2], [Bl] , [B2]. 

The notion of direct sum of C*-algebras or of operator spaces is defined in the 

obvious way. Let (Ei)i^i be a family of operator spaces. Assume E{ C B(H{). Let 

H = be the Hilbertian direct sum. We will denote by (BieiEi the operator 

space included in B (H) formed of all operators on H of the form X — @i£lXi with 

X{ G Ei and supiG/||a:i|| < oo. It is easy to check that ||x|| = sup iG /More 

generally let X G M n ( ® » e / ^ ) and let (Xi)iei be the family naturally associated to 

X, with Xi G Mn(Ei), then it is easy to check that 

PllMn(ei€j£0 SUp | |X;||Mn(£0. 
iei 
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10 CHAPTER 0. BACKGROUND AND NOTATION 

When the family is reduced to two operator spaces E,F, we should denote the pre
ceding direct sum by E 0 F, but it will be worthwhile, as explained below and in §2, 
to denote it by E 0OO F to emphasize the specific choice of norm (and o.s.s.) on the 
algebraic direct sum. 

This notion of direct sum is the natural one when the spaces Ei are C*-algebras. 
However, in Banach space theory, there are many other possible direct sums. For 
instance, given two Banach spaces EQ, E\ one defines EQ 0p E\ as EQ 0 E\ equipped 
with the norm ||(#o,£i)| | = ( I k o l l ^ + l k l l ^ ) 1 ^ - W h e n F 0 , F i are given with an o.s.s. 
it is possible to also equip E0 0P E\ with a natural o.s.s. (see §2). For the moment, 
we will describe this only for p = 1. 

Let V be the family of all possible pairs u = (uo,ui) of completely contractive 
mappings UQ : E0 -» B(HU), u\: E\ -> B(HU) (Hu Hilbert). We define an embedding 

J: £ o 0 i £ i 
uev 

B(HU) C B 
Kuev 

)HU) 

by setting J(xo 0xi ) = 0 [uo(xo) + ui(xi)]. It can be checked that J is an isometric 
uev 

embedding, and since 0 B(HU) is equipped with a natural o.s.s. (as a C*-direct 
uev 

sum) we obtain a natural o.s.s. on EQ 0 I E\. 

It is easy to verify that this o.s.s. is characterized by the following universal property: 
for any operator space E, for any complete contractions UQ: E0 ->> E and u\: E\ -> 
E, the mapping (xo,x±) ->> t/o(^o) + ^i(^i) is a complete contraction from E0 0i E\ 
to E. 

It is rather easy to check that we have completely isometric identities 

(E0 0 Exy = EQ 0 I JE; and (E0 0i Ei)* = 0 E{. 

We have restricted ourselves to the sum of two spaces, but everything we said extends 
to ^i-direct sums of an arbitrary family (E{)iei of operator spaces. We will denote 
by £i({Ei | i £ I}) the resulting space. 

Let jii E{ —> £i({Ei}) be the natural completely isometric inclusion map. It is easy 
to check that the following property characterizes the operator space £i({Ei}) (given 
with the inclusions (ji)), up to complete isometry: for any family (г¿¿)гG/ with Ui G 
cb(Ei,B(H)) such that ||wf||C6 < 1 for all i, there is a unique completely contractive 
U: £i({Ei}) -> B(H) such that Uji = u{ for all i. 

Moreover, we have completely isometrically 

OiEIEi* = (l1({Ei}))* . 

More generally, if we are given a family of positive "weights" /x = (/i^e/* we can form 

the Banach space 4 ( / i ; {Ei \ i G / } ) (or briefly £i(/x; {Ei})) of all families x = (x{) 

such that Yliei ^«11 *̂11 < ° ° 5 equipped with the norm x J2ieI We denote by 

V the class of all systems u — (ui)iei with ui G cb(Ei,B(Hu)) such that ||ui||c& < 

for all and we introduce the embedding J: £I(/JL; {Ei}) —> (&ue-pB(Hu) defined by 
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CHAPTER 0. BACKGROUND AND NOTATION 11 

J(x) — 0 u e ? E i e / ui(xi)]- The resulting operator space structure will be referred to 

as the natural one on {Ei \ i G / } ) . 

Note that we can define the "multiple" of an operator space E by a positive scalar 

\i. We will denote by n • E the resulting operator space. This is the same space but 

equipped with the operator space structure associated to the following sequence of 

norms 

Va = (ai:i) G Mn(E) \\a\\n = fi\\a\\Mn{E). 

The space ¡1 • E is trivially completely isometric to E. 

It is then easy to check that we have a completely isometric identity 

*iOi; {Ei\ie I}) = li({m.Ei | i G / } ) . 

The present volume can be viewed as a sequel to [PI]. While [PI] is mainly 

devoted to the operator Hilbert space, this paper deals with the "operator Lp-spaces" 

(and their vector valued versions) which can be defined using interpolation. Let us 

briefly recall a few basic facts from [PI] that we will use: 

For any index set 7, there is a Hilbert space H (separable if I is at most countable) 

and an operator space OH(I) included in B(H) such that 

(i) OH (I) is isometric to £2(1) as a Banach space, 

(ii) the canonical identification between OH (I) and OH (I)* (corresponding to the 

canonical identification between £2(I) and £2(1)*) is a complete isometry. 

Moreover, the space OH(I) is the unique operator space (up to complete isometry) 

possessing these properties (i) and (ii). Furthermore we have 

(iii) Let {6i)iei be any orthonormal basis of OH (I). Then for any Hilbert space K 

and any finite sequence (a*) in B(K) we have 

<i£l 
Oi 0 ai 

B(H<8)K) E ai 0 ai 
tei 

1 / 2 

B(K®K) 

Following [PI], we will denote by OH the space OH(N) and by OHn the space OH(I) 

corresponding to I = { 1 , 2 , . . . , n} . 

In [PI], we introduced complex interpolation for operator spaces. Let (E0,Ei) be 

a compatible couple of Banach spaces in the sense of interpolation theory (cf. [BL], 

[Ca]). Assume Eo,Ei each equipped with an operator space structure (in the form 

of norms on Mn(E0) and Mn(Ei) for all n). Let E9 = [EQ.E^Q and Ee = (EQ,EI)6. 

Then, we can define an operator space structure on Ee (resp. E9) by setting 

(0.3) Mn(Ee) = (Mn(E0)iMn(E1))e (resp. Mn(E9) - (Mn(£*,),Mn(£i))') . 

In [PI] we observed that these norms verify Ruan's axioms and hence they define an 

operator space structure on Ee (resp. Ee). 

In particular, it is well known that 

£P-(£oo,£i)e and Sp = (SocnS1)e 
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12 CHAPTER 0. BACKGROUND AND NOTATION 

with 6 — 1/p. Note that Si and t\ are preduals of von Neumann algebras, hence can 

be equipped with their natural operator space structure as described above. Thus, 

we can now use (0.3) to equip £p and Sp with an operator space structure, which we 

again call the natural one. 

More generally, given a von Neumann algebra M equipped with a normal faithful 

semi-finite trace the predual of M can be viewed as the non-commutative L\-space 

associated to the trace <£, denoted by Li(ip), and we may consider the pair (M, L\(</?)) 

as compatible in the sense of interpolation theory. The Banach space Lp(tp) is then 

usually defined for 1 < p < oo as the interpolation space (M, Li(<£))# with 6 = 1/p. 

Using (0.3), here again we may now view the space Lp((p) as an operator space 

equipped with an operator space structure which we call the natural one. 

We will sometimes invoke the following elementary fact. 

Lemma 0.1. — Let (Ao,Ai) be a compatible couple of complex Banach spaces. Let 
C C AQ be a closed subspace. Assume that there is a net (TA) such that 

(i) ||Ta|Uo->A0 < 1, I I ^ I U ^ < 1, 
(ii) Ta(A0) C C 

(hi) Vx e Ai Wx — TafàWAì -> 0. Then (C,Ai)e — (A0,Ai)o isometrically for any 
0 < 6 < 1. 

Proof. — Let AQ — (Ao,Ai)e for 0 < 6 < 1. Let us denote by || \\Q the norm in 
the space Ae when 0 < 6 < 1. Note that \\y\\e < | M l J ~ * | M l i for all y in AQ. In 
particular, we have \\x — Ta(x)\\o -> 0 for any x in AQ. Applying this to the pair 
(C,Ai)\ we find that, for all x in C fl Ai, we have \\x — Ta(a:)| |((7,Ai)e —> 0 and (by 
interpolation) 11^ (^ )11 ( 0 ^ ^ ^ < ||a:||^. This implies that, for all x in C fl A\ we have 
l k l l (c ,Ai )e < \\x\\o- Note that the converse inequality is trivial. Hence to conclude, it 
suffices to know that C fl A\ is dense both in (C , A\)o and in A$. It is a classical fact 
that AQ n A\ is dense in AQ (see [BL], [Ca]), hence |JTa(A0 fl A\) is dense in AQ and 

a 

a fortiori C n Ai is dense in AQ. On the other hand C fl A\ is dense in (C,Ai)e by 
the same classical fact. This shows that (C, AI)Q = AQ isometrically. • 

For example, the preceding statement implies that, for any Radon measure \x on 

a locally compact space fì, we have isometrically (Co(n),Li(//))# = (Loo(/x),Li(jj))e 

for any 0 < 6 < 1. (Here Co (fi) denotes the Banach space of all complex valued 

continuous functions on f] which tend to zero at infinity.) Obviously, if we equip all 

the spaces involved with their "natural" operator space structure as described above, 

then this equality becomes a completely isometric one. 

Let E be an arbitrary operator space. Assume that there is a bounded linear map 

v: OH{I)^E 

injective and with dense range so that the map 

vv*: E* E 
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(here we identify OH(I) and OH(I)*) also is a bounded injective map with dense 

range. This injection allows us to consider (E*, E) as a compatible couple of operator 

spaces included into E, and to view OH(I) « OH(I)* as also included naturally into 

E. With these conventions we have 

(0.4) OH(I) = (E*,E)1/2 

completely isometrically. See [Wa] for an extension. 

For example, we can view the couple (i?, C) as compatible for interpolation using the 

transposition x -> lx as the inclusion map of R into C (and, of course, we use the 

identity to embed C into itself). Then, (0.4) yields (using standard identifications) a 

completely isometric identity 

(J2,C)1/2 = Off. 

We refer to [PI] for more details. Note that some of these results have been extended 

to the real interpolation method in [X]. 

Ultraproducts are a tool often used in the sequel. We refer to [Hei] for background 

on ultraproducts of Banach spaces and to [PI] for the operator space case. 

We only recall the main definitions below. 

Let U be a nontrivial ultrafilter on a set / . Let (Ei)iej be a family of Banach 

spaces. We denote by £ the space of all families x = (xi)iei with xi G X\ such that 

supi€/ \\xi\\ < oo. We equip this space with the norm ||x|| = supi€/ \\xi\\. Let riu C £ 

be the subspace formed of all families such that lim^ ||#»|| = 0 . The quotient £/nu is 

a Banach space called the ultraproduct of the family (Ei)ieI with respect to U. We 

denote it by JlieiEi/U. 

For every element x in £/nu admitting x G £ as its representative modulo nu, we have 

||A|| = ton INI. 

Hence, the ultraproduct UieiEi/U appears as "the limit" of the spaces (E{)iei along 

U. 

Now assume that each space E{ is equipped with an operator space structure. It is very 

easy to extend the notion of ultraproduct to the operator space setting. We simply 

equip UieiXi/U with the matricial structure obtained by giving to Mn(UiejXi/U) 

the norm of the space HiejMn(Xi)/U. It is easy to check that this is a complete 

Loo-matricial structure (=an operator space structure). 

We will use as our starting point the operator space version of the projective 

tensor product, introduced in [BP], [ER2]. The more explicit description of [ER2] 

is as follows. 

Consider an element u in the linear tensor product E ® F. Clearly u admits a 

representation (actually many such representations) of the form 

(0.5) u 
ijk£<n 

aikxij O yklBjl 
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14 CHAPTER 0. BACKGROUND AND NOTATION 

where n is an integer and where x G Mn(E), y G Mn(F) and a,/?G Mn. Then the 

operator space/projective tensor norm I M I ^ A ^ is defined as 

(0.6) N | £ ® A F = inf{||a||5j|N|Afw(£?)||y||j|fn(F)ll^l|5j} 

where the innmum runs over all possible such representations as in (0.5). 

We denote by E 0A F the completion of E 0 F with respect to this norm. 

More generally, this space can be equipped with the operator space structure cor

responding to the norm defined (for each n) on Mn(E 0A F) as follows: consider 

u — (mj) G Mn(E 0 F) and assume 

u = a - (x 0 y) - /3 

where the dot denotes the matrix product, and where x G Mt(E), y G Mm(F) and a 

(resp. ¡3) is a matrix of size n x (£m) (resp. (£m) x n). Note that x 0 y is considered 

here as an element of the space Mem(E 0 F). Then (following [ER2]) we can define 

I M I M „ ( £ ® A F ) = inf{||a||n,/m|k||M£(£?)||î/||AfM(F)l|^||/m,n}-

Then (cf. [ER2]) these norms define an operator space structure in E®AF. Moreover, 

we have (E®AF)* = cb(E, F*) completely isometrically. We refer the reader to [BP], 

[ER2] for more information. 

We will use repeatedly the Haagerup tensor product. The Haagerup tensor norm 

was introduced by Effros and Kishimoto in [EK], who, in view of its previous use 

by Haagerup in [H3], called it this way. They only considered the resulting Banach 

spaces, but the operator space structure of the Haagerup tensor product was intro

duced in [PS], extending the fundamental work of Christensen-Sinclair on multilinear 

mappings in the C*-algebra case. We briefly recall the main definitions. 

Given an operator space E, we denote by MPiq(E) the space of all matrices with 

p lines, q columns and with entries in E. We equip it with the obvious norm (for 

instance, by adding zeros, we can turn it into a square matrix of which we take the 

norm). 

Let Ei,E2 be operator spaces. Let x\ G MPiTn(Ei), x2 G Mm?g(E2). We will denote 

by xi 0 x2 the matrix x in Mp,q(Ex ®E2) defined by 

V i = l,...,p = x(ij) 
m 

k=l 

xi(i,k) <8>x2(fc,i) 

Note that Mn(E) is of course the same as Mn?n(E). Then for any x in Mn(Ei 0 E2) 

we define 

(0.7) ||x||n = inf {||xi||Mnim№l)||x2||MTOin№)} 

where the infimum runs over all m and possible decompositions of # as a "product" 

x = X\ 0 x2 

with 
xi G Mn,m(£i), x2 G Mm,n(£2). 
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CHAPTER 0. BACKGROUND AND NOTATION 15 

It can be checked that this sequence of norms satisfies the axioms (0.1) and (0.2) 
of Ruan's theorem. Hence after completion we obtain an operator space denoted by 
Ei ®h E2 and called the Haagerup tensor product. 

By an entirely similar process we can define the Haagerup tensor product of an TV-
tuple Ei,..., EN of operator spaces. Once again for any x in Mn(Ei 0 E2 0 • • • 0 EN) 
we define 

(0.8) ||x||n = i n f { | k l | | M „ i m i ( S i ) l k 2 | | M m i , m a № ) WXN\\MRNN_LIN(EN) 

X = Xi 0 X2 0 ' ' ' 0 XN}-

Again this satisfies Ruan's axioms so that we obtain an operator space denoted by 

Ei ®hE2®--®hEN. 

The very definition of the norm (0.8) clearly shows that this tensor product is asso
ciative, i.e. for instance we have 

(Ei ®h E2) ®h E3 = Ei ®h (E2 <8>h E3) = Ei 0 / , E2 0/* E3. 

However, it is important to underline that it is not commutative (i.e. E\ 0 ^ E2 can 
be very different from E2 <S>h Ei). 

It is immediate from the definition that E\ 0 ^ E2 enjoys the classical "tensorial" 
properties required of a decent tensor product, i.e. for any operator spaces JFi, F2 and 
any c.b. maps Uii Ei —>• Fi (i = 1,2) the mapping ui 0 U2 extends to a c.b. map 
from Ei ®hE2 into Fi 0 / ^ 2 with \\u\ 0U2| |C& < ||̂ i||c6||̂ 2||c6- Moreover, this remains 
valid with N factors instead of 2. 

The main properties of the Haagerup tensor product are its "self-duality" and the fact 
that, in addition to being associative, it is both injective and projective. We refer the 
reader to fPSl, [ER41, [BS1 for details on all these facts. 
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CHAPTER 1 

NON-COMMUTATIVE VECTOR VALUED Z^-SPACES 
(DISCRETE CASE) 

Let E be an operator space. We will define the space SP[E] for 1 < p < oo. We start 
with the known cases p = 1 and p = oo. For p = oo, recall that we denote by 5<x> 
(resp. Soo(K)) the space of all compact operators on £2 (resp. on K) equipped with 
the usual operator norm. Clearly So© (resp. Soo(K)) is an operator space. 

When p = 0 0 , we define Soo[E] = Soo <8>min # (resp. S o o [ # ; = Soo(K) <g)min 25), as 
operator spaces. 

When p = 1, we define S\[E] (resp. Si[K;E]) as the " projective operator space 
tensor product" of S i (resp. Si(K)) with 2£, which (following [ER5] ) we will denote 
by S i <g>A E (resp. Si(K) ®A £ ) . This notion was introduced in [ER2] and [BP]. In 
[ER2] (resp. [Bl]) , these spaces are denoted by Si (g)^ E and Si(K) (g)M E (resp. by 

E a n d S i (if) ®max£). 
Here 5i (resp. SI(JKT)) is viewed as the dual of Soo (resp. Soo C O ) with its dual 
operator space structure, as defined in [ER2], equivalently this is the standard dual, 
as introduced and studied in [BP], [B2]. In our special case, it is easy to check that 
the definition of [ER2] (or that of [BP]) can be rephrased as follows. 

Let us denote by MQO(E) the space of all matrices (aijKjeN with entries in E. Assume 
E C B(H). We view M o o ( # ) as a subspace of J5(£2 02 H) and we equip it with 
the induced operator space structure. Consider u e Si <g> E as a linear subspace 
of Moo(E). Then let (uij) be the associated element of M^E). We let \\\u\\\ = 
inf{||a||52||v||5oo(£;)||6||52} where the infimum runs over all the representations of u of 
the form 

u = (a®IE)(v)(b®lE) 

with a, b G S 2 and v G Soo(E). Then S i ®A E coincides isometrically with the 
completion of S i ® E with respect to this norm. This description of the norm in 
S i (g>A E (or S i (g)^ E in the notation of [ER2]) corresponds to the fact, proved in 
[ER4], that this space can be identified with the space R®h E ®h C. In particular, 
it is known (see [BS] for more in this direction) that 

M00(E*) = (R®hE®h CY 
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completely isometrically. We will define Si [E] to be the space Si <8>A E equipped with 

the operator space structure corresponding to the identification between R®hE®hC 

and Si <g>A E (= Si ®M E as defined in [ER2]). By definition, we may write 

(l.i) S i [ £ l nR®hE®hC 

completely isometrically, so that we have as expected 

(1.1)* M^E*) = (S1[E})* 

completely isometrically. 

Similarly, in the case p = oo, it is known (cf. [BP]) that Mn(E) = Cn®hE ®h Rn 

or more generally Soo ®min E = C ®h E ®h R so that we can write 

(1.2) Soo[E] &C®hE®h R, 

completely isometrically. 

In particular (1.1) (resp. (1.2)) allows to identify Si (resp. Soo) with R®hC (resp. 

C <8>h R), via the correspondence -> en <g) eji (resp. eij en ® eij). 

Clearly, we have a contractive injection 

Si[E] > Soo[£] C M o o ( £ ) . 

This allows to consider the pair (Soo[E],Si[E]) as a compatible couple of operator 

spaces, to which we can apply the complex interpolation method, following [PI]. 

More precisely, we introduce the following definition 

(1.3) Sp[E] = (S00[E],S1[E])o 

where 6 = 1/p. 

By section 2 in [PI], this defines an operator space structure on SP[E]. Note that 
when dim(E) = 1, we obviously recover the natural structure on Sp as defined in the 
introduction. We will now exploit (1.1) and (1.2) to derive a similar description of 
SP[E] using the Haagerup tensor product. 

Recall that in [PI], the spaces R and C are viewed as a compatible couple (in the 

sense of interpolation) by identifying elements in R and C if they define the same 

vector in £2. With this convention, we can interpolate between R and C (see [PI] 

section 8). We will denote 

R(e) = (R,C)B = (C,R)1-0, 

and we set R(0) = R, R(l) = C. (Recall that Rop « C, hence this notation is coherent 

with the one in the remark before Theorem 3.4 in [PI].) We recall that R* & C and 

C* « R so that we have (by Th. 2.2, p. 23 in [PI], see also p. 83-87 in [PI]) 

R{0y « (R*,C*)e = (C,R)e « (R,C)i-9 

and these are all complete isometries. Furthermore we have 

Theorem 1.1. — Let 1 < p < 0 0 and 6 = 1/p. We have a completely isometric 
isomorphism 

SP[E] « R(l -0)®hE ®h R(0). 

ASTÉRISQUE 247 



CHAPTER 1 . DISCRETE CASE 19 

Proof. — By Th. 2.3, p. 24 in [PI], by (1.1), (1.2) and our definition (1.3) we have 
a complete isometry 

SP[E] = R(l - 6) ®h (E ®h R, E ®h C)0 

hence by Theorem 2.3 in [PI] again 

= R(l-0) ®h (E®h (R,C)$) 

and since the Haagerup tensor product is associative (cf. [BP]), we obtain Theo
rem 1.1. • 

Remark. — Clearly the preceding definition (1.3) can be imitated when £2 is replaced 
by an arbitrary Hilbert space K. In that case we will denote by 

SP[K;E] 

the resulting operator space defined as in (1.3). When K = £2 we will denote by 
S£[E] the corresponding operator space. Note in particular that S^[E] = Mn(E) 
and Sp [E] is equal to Mn(E) but equipped with a different norm and a different 
operator space structure if 1 < p < oo and n > 1. 

Corollary 1.2. — If u: E F is a c.b. map between operator spaces, then Isp ®u 
extends to a c.b. map u: SP[E] -+ SP[F] with \\u\\cb = IM|c&- Moreover, if u is a 
complete isometry from E into F then u is a complete isometry of SP[E] into SP[F]. 

Proof — The first part is clear either by interpolation, or by Theorem 1.1. The 
second part follows from the fact that the Haagerup tensor product is injective in the 
category of operator spaces (cf. [PS], [BP], [Bl]) . • 

Corollary 1.3. — Consider x in SP[E]. Assume that x is a block-diagonal matrix 
with blocks xn in SP[E]. Then we have 

\ \ X \ \ S P [ E ) (En*»iiim)1/P-
In particular, if x is a diagonal matrix with entries xn in E we have 

№\sP[E] ( £ l « ) 1 / P . 

Moreover, let P: Sp —> Sp be the usual projection onto the diagonal matrices (defined 

by P(eij) = if i = j and = 0 otherwise). Then P ® I E is a complete contraction 

on SP[E]. 

Proof — The case p = oo is clear, p = 1 follows by duality and the general case 

follows by interpolation. • 

1 1 — 9 0 
Corollary 1.4. — / / 1 < po, pi < oo and — = 1 then we have completely 

Pe Po Pi 
isometrically 

(1.4) [E] = (SP0[E],SPl[E])e. 
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More generally, if (Eo,Ei) is a compatible couple of operator spaces and if Ee = 
(EQ,EI)Q (in the sense of section 2 in [PI]) then we have completely isometrically 

(1.5) Sp$lEo] = (Spo[Eo]jSpl[Ei])e. 

Proof — The identity (1.4) can be viewed as a consequence of the classical reiteration 
theorem (cf [BL], [Ca]). Note that (1.5) implies (1.4). To check (1.5) we use Th. 
1.1, p. 12 in [PI] and Th. 2.3, p. 24 in [PI], together with the associativity of the 
Haagerup tensor product (cf [BP]). Indeed let 9Q = 1/po, 8\ = 1/pi, by reiteration 
we have R(l -9) = (R(l - 0O), # ( 1 - Oi))e and R(9) = (R(90), R(91))e, hence we can 
write by Theorem 1.1 

S P , [Ee] = R(l - 9) ®h (Ee ®h R(9)) 

hence by Theorem 2.3 in [PI] applied twice 

= R(l - 9) ®h (E0 ®h R(00), Ei ®fc R(91))0 

= (R(l - Oo) ®h (E0 ®h R(e0)),R(l - 0i) ®fc (Ei ®fc R(91)))0 

and by Theorem 1.1 again 

= (Spot^oL-SpjEiDfl. 

We must clarify the identifications that we are using. First the completely isometric 
embedding: 

C®hE®hR—>S00®Ec M^E) 

is the map J which maps 

en ® x ® eij to e^ ® x. 

This maps allows to identify C ®h E ®^ R with the image of J. Now to interpolate, 
we wish to also "identify" R®h E <8>h C with a subset of MOQ(E). For that purpose 
we use the map 

k: R®hE®hC —>Moo(E) 

defined b\ 

k(eu ® x 0 eji) = e^ ® x. 

This is compatible with the "identification" of en and en (resp. eji and eij) needed 

to define the interpolation space (R,C)e-

This amounts to the following identification of R(l - 9) <8>hE<8)h R(9) with a subset of 

Moo(E): Let (&) be the orthonormal basis of R(l — 9) (corresponding to en in C and 

en in i?) and let (rjj) be the analogous orthonormal basis of R(8). Then the mapping 

Jp: R(\-9)®hE®hR(0)^Moo(E) 

which maps £i®x®r]j to eij®x is the "natural" inclusion mapping used in Theorem 1.1 

to identify R(l -9)®hE ®h R(9) with the subset SP[E] of M^E). 
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Notation. — For any x in Moo(E) and any a in Moo let us denote by a• x (resp. x• a) 

the matrix Droduct. i.e. 

(a • x)ij 

k 

aikxkj resp. (x • a)ij 

k 

, Xik&kj 

We also denote a-x - b = a - (x -b) (equivalently = (a • x) • 6) if b G M ^ . 

We can now "compute" the norm in the space SP[E], as follows. 

Theorem 1.5. — Let 1 < p < oo. Let u e SP[E] (resp. u G S£[-EU and Ze£ 
(t^) G Moo(E) (resp. (uij) G Mn(E)) be the corresponding matrix with Uij G E. 
Then Utilise (resp. \\u\\Sn[E]) is equal to 

inf{| |a||sJM|M^l%2J 
where the infimum runs over all representations of the form 

(uij) = av -b 

with a, b G S2p and v G Soo[E] C M^E) (resp. with a, b G 5^, and i> G Mn(E)). 

Proof — Note that if p = 1, this is essentially the definition we chose for Si[E]. 

To check the general case, it is easy to reduce to the case when only finitely many 
entries (uij) are nonzero. Then the definition of the Haagerup tensor product and 
Theorem 1.1 give that | |M||S [#] is the infimum of 

n 

I V 
ai (8) en 

R(l-ô)®minR 

\(vij)\ÌMn(E) 

n 

1 

bj (8) en 
R(0)OminC 

where the infimum runs over all representations of u of the form 

u • 
n 

i,j=1 
ai ®Vij (g)6j, 

when u is viewed as an element of R(l — 6) <8>min E ®min R{0). Then we note that 

R(l ~ 0) <g>min R (Rmin, R,C min R)i-0 

Cmini?, R <8>min R)e = S2P 

and similarly R(6) <8>min C = S2P isometrically. 

Indeed, this follows from the definition of R(l — 6) (resp. R{8)), from the fact that R 

(resp. C) is an injective operator space and finally from the cases 8 = 0 and 0 = 1. 

In these cases, we have isometrically R ®min R& S2 and C <8>min C « 5 2 on one hand, 

and C®m[nR » Soo and R®minC » Soo on tne other (cf. [BP], [ER4]). The general 

case 0 < 0 < 1 follows by interpolation. See Remark 2.11, p. 37 in [PI] and Th. 8.4, 

p. 83 in [PI] for more details. 
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n 

This implies that Ylai^eu = IM|s2p where a is the matrix which 
1 R(l-0)®minR 

admits a \ , . . . , an as its columns. Similarly we have 

bj (8> eji 
R(0)®minC 

||b||S2p 

where b is the matrix admitting & i , . . . , bn as its lines. Finally recalling the correspon

dence between u and Jp(u), as explained before Theorem 1.5, let = 

and 67 = V \ bi(£)r]£. Then we have 

fai) «7p a* (8) (8) bj) 

ijkl 

\ai{k)bj(l)ekt ®Vij 

ijki 

' ai(k)bj(£)ekieijej£ (8) 

ik 
ai(k)eki 

ij 
ijOvij 

jl 
ejlbj(l) 

Hence since a = £]ai(A;)efci, 6 = J2ej*bj(£) we obtain the announced result. 

Let us record the following simple facts. 

Lemma 1.6. — Let 1 < p < oo. 

(i) For all x in SP[E] and all a, b in we have 

\\a-x-b\\Sp[E\ < IHIMOOINISP IJSJINIMOO-

(ii) More generally if a G S2g, b G S2Q and if- = - + - < l then we have 
t p q 

\\a-x-b\\St[E) < \\a\\s2q\\x\\sP[m\\bWs2q' 

(in) Let Pn be a sequence of mutually orthogonal projections in decomposing the 
identity. Let q = 2p/p + 1 and let xn = Pn • x (resp. xn = x • Pn). Then 

(1.6) , WXn\\2Sp[E] 

1/2p 
\\A\SP[E\ IWIsp[£] 

1/9 

Proof — (i) and (ii) are clear either by interpolation or as a consequence of Theo

rem 1.5. Similarly the left side of (1.6) can be proved by interpolation after checking 

separately the cases p = 1 and p = oo. (Alternatively, it is easy to deduce the left 

side of (1.6) from Theorem 1.5 and the elementary inequality 

Va G S2p hPn\\tP) 
l/2p ||a||S2p , 

which itself can be checked by interpolation between p = 1 and p = oo.) 
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Finally, to check the right side of (1.6) we first rewrite it as follows: for any yn in 

SP[E] let Xn — Vn •Pn (resp. Pn-Vn) andx = Y,xn> Note that ||xn||sp[£] < Il2/n||sp[#]. 

Then ||x||Sl[£;] < £ I kn||si[i?] < E llj/n| |5i[^ bY the triangle inequality and by a well 

known estimate 

I k l l S c o M 
||xn||2Sa[E] 1/2 

l\\yn\\2Soo{E] 
1/2 

Hence by interpolation applied to the mapping (yn)n - » YlVn ' Pn (resp. X)Pn • yn) 

we obtain the right side of (1.6). • 

We will need later the following very useful fact. 

Lemma 1.7. — Let F by any operator space, n > 1 and let (yij) G Mn(F). Then for 
all 1 < p < oo 

(1.7) ll(î/ij)llMn(F) = sup{||o• • b\\Sn[F], a,be Bszp}. 

Consequently, a map u: E F is c.b. iffsupn \\Is^ ® u : S£[E] 5p[F]|| < oo, and 
we have 

(1.7)' ||u||c6 = sup||/Sn <g> u\\s^[E]^s?[F]. 
n 

Proof. — Since M„(F)* = S?(F*) we have 

ll(»«)ll^(F)=8Up{K»>0ll l lel lsr[F.]<l} 

hence by Theorem 1.5 

= sup{\(y,a- z-b)\ la^beBs« z G BMn{F*)}. 

This yields ^note {y, z) 
ij 

[yij,Zji) hence (y, a • z • b) = (b • y • a, z) ) 

\\(yij)\ÌMn(F) =sup{||6-j/-a||5i»[F] \a,beBs5}. 

This yields (1.7) for p = 1. The general case is easy to deduce from Lemma 1.6 

(ii), and the fact that any a, b in Bs» can be written a = a 'V and 6 = 6'b" with 

a',6' G t and a",6" G Bs%p. Indeed, using the last identity, we have 

\\{yij)\\Mn{F) < sup{||6" • y • a"\\sn[FÌ I a", V € B « } , 

and the converse inequality follows from Lemma 1.6 (ii). This proves (1.7). The 

second assertion is an obvious consequence of (1.7). • 

Remark. — Let (A0lAi) be a compatible couple of complex Banach spaces. It is 

well known (cf. [BL], [Ca]) that A0C\Ai is dense in (A0,Ai)e. Hence, it follows from 

(1.3) that Si[E] is dense in SP[E], or more generally that |J Mn(E) is dense in SP[E]. 

n 

Corollary 1.8. — Let 1 < p < oo, - + = 1. Then 
p pf 

SP[E]* =SP>[E*] 

completely isometrically. 
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Proof. — We first check this for finite dimensional Sp-spaces. Let Rn(6) be the ri
dimensionai version of R(6) (equivalently, let Rn(0) = (i?n, Cn)o). Then Theorem 1.1 
vields 

S;[E\ = Rn(l -0)®HE ®h Rn(0). 

Therefore by the self duality of the Haagerup tensor product (cf. [ER4], [Bl]) 

S;\E)* Rn(\-ey®h E* ®hRn(ey 

completely isometrically. 

Now the standard identification (Sp)* = S™, corresponds to the completely isometric 

identifications Rn(l - 0)* = Rn(0), Rn(0)* = Rn(l - 0) and hence (Rn(l - 6) ®h 

Rn(0))* = Rn(0) ®h Rn(l — 0). These identifications lead to write 

s;[E]* Rn(0) ®h E* ®h Rn{\ - 9) 

completely isometrically, and hence by Theorem 1.1 

•S;,[E*]. 

To complete the proof, it clearly suffices to show that the subspace of SP[E]* formed 
by all matrices (&j)*,j€Nj £»j G E* with only finitely many nonzero entries is dense in 
SP[E]*. (Note that this subspace is clearly dense in SP'[E*] by the remark preceding 
Corollary 1.8.) We will now justify that this is indeed the case. 

For any £ in SP[E]* and a, b in we denote by a • £ and £ • b the elements of SP[E]* 
defined as usual by 

(a • £)0r) = £(a? • a) and (£ • b)(x) = £(& • x). 

Moreover we denote a • £ • 6 = (a • £) • 6 = a • (£ • &). Then to conclude it suffices to check 
that, if Pn is the orthogonal projection onto the span of the first n basis vectors in 
£2, for all £ in SP[E]* we have 

PnÇ' Pn-> £ in SP[E\* when n oo. 

By successive approximations, it suffices to show that Pn • £ —» £ and £ • Pn £ in 
2p 1 1 

Sp[E]*. But now by dualizing (1.6) we obtain (note that if q = - , - + — = 1) 
p + 1 q 2p' 

(1.8) i i * . • elisi*. + lid - pn) • a%[EY < Il€ll£№. 
On the other hand it is easy to see that 

llf llsp[üT = sup ||P» • Z\\sp[E\* = Jim^ ||P„ • t\\sp[E\* 

hence by (1.8) ||£ - Pn • £||sp[£]. - » 0 and by a similar argument we have ||£ - £ • 

Pn\\Sp[E]* -> 0. • 

We now turn to an extension of Fubini's theorem to our setting. Let E be 

an operator space. Recall that when if is an arbitrary Hilbert space, we define 

Soo [AT; E] = Soo(K) <g)min E (viewed as a subspace of B(K) ®min E) and Si[K; E] = 
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S!(K)®AE in the sense of [ER5] or [ER4]. Equivalently, if we denote Kc = B(C, K), 
Kr = B(K*, C) and also (K*)r = B(K, C) then we have completely isometrically 

S1[K;E] = Kr®hE®h(K*)c and S^K; E] = Kc ®h E ®h (K*)r. 

We define the operator space SP[K; E] as above by setting 

SP[K]E] = (SOO[K-ÌE]ÌS1[K;E])0 

with 0 = 1/p. Clearly all the preceding results extend without any difficulty to this 

setting. Now let H be another Hilbert space. It is known (cf [ER4]) that completely 

isometrically 

Hr ®h Kr = (H (8)2 K)r and Kc <g>* Hc = (K ®2 H)c 

and also 

(K*)c®h(H*)c = ((K®2H)*)c and (K*)r®h(H*)r = ((K®2Hy)r 

so that we have completely isometrically 

S1[H;S1[K]E]] = S1[H®2 K;E] 

SoolH; SoolK; E]) = S^H 0 2 K\ E). 

This allows in particular to "exchange the order of integration", i.e. permute the roles 

of H and K. This operation induces again a complete isometry on the preceding 

spaces. Hence by interpolation, we obtain 

Theorem 1.9. — Let 1 < p < oo. Let H,K be arbitrary Hilbert spaces and let E be 
an operator space. We have completely isometrically 

SP[H; SP[K; E]] - SP[H ®2 K; E] ~ SP[K; SP[H; E]]. 

Proof. — Using Corollary 1.4, this follows by interpolation from the preceding re

marks on the cases p = 1 and p = oo. • 

More generally, we have 

Corollary 1.10. — In the same situation as in Theorem 1.9, ifl<p<q<oo we 
have a complète contraction 

Sp[H;SJK)}->Sq[K;SJH)}. 

Proof — This is easy to prove by interpolation between the cases q = p (given by 

Theorem 1.9) and the case q = oo (which itself can be checked by interpolation). It 

then suffices to prove that S\[H; Soo(K)] - » SQO[K] SI(H)] is a complete contraction. 

To see this, simply recall that by [BP], [ER6] the canonical map from the projective 

tensor product of two operator spaces into their minimal tensor product is a complete 

contraction. • 

Remark 1.11. — In the particular case E — C, our definition (1.3) reduces to 

S 2 = (Soo 1 S i ) i / 2 - Hence by [PI, Th. 1.1, p. 12], 52 is completely isometric to 

OH(N x N). 
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Remark. — Let E be an operator space and let L, K be Hilbert spaces. Let 1 < p < 

oo. Then Lemma 1.6 (i) can clearly be extended as follows. For any u in SP[K,E] 

and for any bounded linear operators a : K -> L and b : L ->• K, we have 

(1.9) 11« * U • b\\Sp[L,E] < INI |M|5p[i<:,2?] \\b\\. 

It will be useful to record here the following two facts. 

Lemma 1.12. — Consider orthogonal projections P n : £2 —> ¿ 2 with Pi < P2 < • • • < 
Pn < • * • with UPn(£2) = ^ 2 - Let u be an element of MQO(E) such that sup \\Pn • u • 

n 

Pn\\sP[E] < oo- rhen u G Sp[-B] ond Pn - u - Pn u in SP[E]. (Note in particular 
that, as we already saw, ifV denotes the subspace of SP[E] formed of all the matrices 
(xij) with only finitely many nonzero entries in E, then V is dense in SP[E].) 

Proof — Clearly by Lemma 1.6 (i) we have 

\\Pn • U • Pn\\sp[E] < \\Pn+l ' U • Pn+l\\sp[E] 

for all n. Assume sup \\Pn • u - Pn\\sp[E] =• ̂ - Let e > 0. Choose N such that 
n 

(1.10) \\PN-u-PN\\X[B]>l-e2". 

Then for all n,m > N we have by (1.10) 

I I * . • « • Pm\\Z[E] > WPN • « • PN\\2SPP[E] > 1 - S 2 P . 

In particular by (1.6) we have for all m > n > N 

\\Pn - U ' Pn\\sp[E] + W(Pm Pn) ' U ' Pn\\sp[E] — H^M * U ' PnWsp[E] 

<\\Pm-U'Pm\\%[m<l 

hence by (1.10) ||(Pm - Pn) • u • Pn|||p[£;i < £2p for all n > N. Similarly we find 

for m>n>N ||Pm • ti • (Pm - Pn)|g[i?] < e2p. 

Hence ||Pm -U' Pm - Pn'U - Pn\\sp[E] < 2£, and Pn • u • Pn is a Cauchy sequence in 

SP[E], therefore Pn u - Pn converges in SP[E] to a limit which has to be u. • 

Lemma 1.13. — Let H be a Hilbert space. Let Xi1 yi G B(H) (i — 1 , . . . , N). Assume 

X^ X{ < 1 and éViVi < 1. 

Then for all x in Si (H) 

]\\XiXyi\\Sl(H) < INUi(H) 
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Proof. — Consider x in the unit ball of S\(H). We can write x = x'x" with x1\x" in 
the unit ball of 82(H). Then, by Cauchy-Schwarz we have 

^ l l^j/ iHi ||a*a?V,y<||i >Л11*"у<||2 

; l ib i l i ) 
x l / 2 

; l ib i l i ) 
tr yx'*x*XiXj tr ( 

x''yiyi*x''))1/2 

; \\х'ы\х'Ъ-

The next result will be quite useful in chapter 5. It expresses the concavity of 
a certain functional, which seems closely related (at least if p = 2) to the Wigner-
Yanase-Dyson/Lieb inequalities [L] (See also [PW]) . 

Lemma 1.14. — Let H be a Hilbert space. Let p > 1. Consider ai,.. . ,a/v and 
6 1 , . . . , Ьм in S2P(H) with ai >0,b{> 0. Then for all x in B(H) and for all А» > 0 
with У2 — 1 we have 

(1.11) )А*||а*ж6*||£ 
Xkbk2p)1/2p Xkbk2p)1/2p 

\p 

\p 

More generally, for any matrix X = (xij) in SP(£2)®B(H), with entries Xij in B(H), 
we have 

к 
^k\\(akXijbk)\\pSp(l2^H) 

Xkbk2p)1/2p xij Xkbk2p) 1/2p) IP 

Sp{t2®H) 

Proof — The second part is easy to deduce from the first one: we can replace £2 by 

l£ and then apply (1.11) with I®ak e Sp(£? <g> H) and I®bk G Sp(£$ <g) H) instead 

of cik and ft*. Therefore it suffices to prove (1.11). 

We first assume that a*, bi are all of finite rank so that there is a finite rank orthogonal 

projection P on H satisfying Pai = a*P = â , Pbi = biP — bi for all i. Equivalently 

we may as well assume that H = £^, that a», bi are all in Sgp for some integer n > 1, 

and that x is in B(£%) = Mn. Fix e > 0. Let 

s A;a2p + el and t \ib]p + el. 

Clearly (since e > 0 is arbitrary), it suffices to show that 

(1.12) VxeMn 
i 

XihiS-^xr1'2^ < 

This can be checked by interpolation as follows. Let £P(\;Sp) be the space of all 

sequences (#i)i<iv with Xi G S% equipped with the norm (IC^tll^tllj)1^- Let ipi = 
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a2p and ipi = b2p. Consider z G C with 0 < Re(z) < 1. Let p(z) = 1/Re(z). Let 

r ( * ) : —^p(*)(^;5p(z)) 

be the linear operator which maps x to the sequence (ip*' s~z^2xt~z^2ip^ ) * < J V - Ob
serve that z T(z) is an analytic function. We claim that T(z) is a contraction for 
Re(z) = 0 and Re(z) = 1. Indeed, if Re(z) = 0 then p(z) = oo and this is clear. 
Moreover, if Re(z) = 1 then p(z) = 1 and Lemma 1.13 implies that T(z) is a contrac
tion from Sf to £i(X;Si). By the Stein interpolation principle for analytic families 
of operators (cf. e.g. §10.3, p. 119 in [Ca]), it follows that T(z) is a contraction for 
all z with 0 < Re z < 1. 

In particular if 1 < p < oo and z = 1/p we obtain (1.12) and hence (1.11) at 
least in the finite dimensional case. We now extend (1.11) to the general case. We 
may clearly assume for notational simplicity that H = £2. Consider ai,bi G S2p with 
Q>i > 0, bi > 0. For any e > 0, we can find (by a simple truncation) a*,/?* Hermitian 
of finite rank such that 0 < a* < a», 0 < < 6», a ^ t = 6iA = fabi and 

— a* I hp < £, — Albp < £• Let x and Af be fixed as in Lemma 1.14. Since the 
map (a, b) —> axb is continuous from S2p x 52» to Sp we have 

(1.13) > IK*A | | £ - ' Ai||a,x6i||p when e -»• 0. 

By the first part of the proof, we have 

\i/p 
Ail lo iasAHj) >2p)1/2p* 9„\ X/2P 

p 

But S ^ a f P ^ Z ^ a * P (recall a* and a* commute), hence (c/. [Ped], p. 8) 

(EAi«2p)1/p < (EAia2p)1/p. Similarly ( £ Ai/3?p)1/p < ( E ^ 2 " ) 1 7 " . Hence we 

can write ( E Aia2p)1/2p = « ( E Aia2p)1/2p and ( £ Ai/?2p)1/2p = ( £ A ^ ) 1 7 ^ for 
some with ||u|| < 1, \\v\\ < 1. As a consequence we have 

:A,a2p)1/2% 
Ai/3,2p) 

P 

- , 2p \1 / ,2p Xibi2p)1/2p 

p 

Therefore using (1.13) we conclude that (1.11) holds in the infinite dimensional case. 

Remark. — Let X , Y be Banach spaces, let || ||A be the projective norm and let X®Y 

be the projective tensor product. Consider an element u = Y^l xi ® Vi in X <8> F . As 

is well known, the projective norm || ||A can be written in many equivalent ways, such 

as for instance (the infimum being over all possible representation of u) 

IMU = inf ;i|xi||max||2/i|| 

or more generally for any 1 < p < oo 

IMU inf I N I " ) >llp')1/P 

It is interesting to observe that a similar formula holds for the operator space version 

of the projective tensor product, as follows. 
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Proposition 1.15. — Let E, F be operator spaces. Consider u in E 0 F of the form 

(1.14) u 
i,j<n 

Xij ® yij 

with x € Mn(E), y 6 Mn(F). Then we can write for any 1 < p < oo 

Proof — Consider u satisfying (1.14) with ||x||sn[tf] < 1, \\y\\sn,[F] < 1- Then we can 

write x = a -x• /3, y = 'j-y-d with a,/3 (resp. 7,S) in the open unit ball of S%p (resp. 

S£p/) and with x (resp. y) in the open unit ball of Mn(E) (resp. Mn(F)). Then by a 

simple computation 

u 

ij 
xij <8> yij = 

iqrs 

CarfirXeq ® yrs(PtS)q8 

(where la is the transposed of a, i.e. (*a)^ = a^) hence since 

i r a i l k < lN|s2"J|7ll52V < 1 

and similarly H/^Hsj < 1, we conclude by (0.6) that I M I ^ A J T < 1. 

Conversely, if ||iA||js®Ajr < 1, by (0.6) we can find for some n a representation 

u -
l,g,r,s<n 

CLlrXlq <g> yr8bqs 

with x,y and (a*r), (bqs) in the unit ball respectively of Mn(E), Mn(F) and 5^. If 

we now factorize a (resp. 6) in the form a = faj (resp. b = /3*5) with (resp. 7, £) 

in the unit ball of 5 ^ (resp. S^/) , then we n̂ĉ  conversely x, 2/ as in the first part 

of the proof with ||x||s«[#] < 1, | M | S » [ F ] < 1- By homogeneity, this completes the 

proof. • 
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CHAPTER 2 

THE OPERATOR SPACE STRUCTURE OF THE 
COMMUTATIVE ^-SPACES 

In this section, we wish to explicitly describe the operator space structure (o.s.s. i: 

short) of the usual ( = commutative) Lp-spaces. This is somewhat implicit in th 

preceding section 1 (and in [PI]). 

Let (Î7, A, p) be a measure space. We will denote by Lp(p) the Lp-space of comple: 

valued functions. If X is a complex Banach space, we will denote by Lp(/i;X) th 

Lp-space of X-valued functions in Bochner's sense. It is well known that 

Lp(/i) = (LooOi),LiOi))0 and Lp(p;X) = (Loo(^X),Ll(^X))0 

with 6 = 1/p. This is an isometric identity, i.e. it is only valid in the category of 

Banach spaces. We will introduce a specific operator space structure on Lp(p) which 

we will call the natural operator space structure on Lp(p). 

Firstly, if A is a C*-algebra, it is clearly equipped with a privileged operator space 

structure (associated to any C*-embedding of A into B(H)). We will call this struc

ture the natural one on A. In particular, if p = oo, this selects an operator space 

structure on L00(fi) which we will call the natural one. 

If p = 1, again the choice is clear, the natural structure is defined as the one induced 

on Li(fi) by the dual space L ^ ( / / ) * , equipped with its dual operator space structure. 

Explicitly, this means that the norm of Mn(Li (/x)) is by definition the norm induced by 

c6(Loo( / i ) ,Mn). (Note that M n ( L i ( / / ) ) can be identified with the a(L00(fi),Li(p))-
continuous linear maps from LOO(AO to Mn.) By a known result (see [B2]), this 

yields an operator space structure on L i ( / i ) such that L i ( / i ) * = Loo (¿0 completely 

isometrically. For the general case, we use interpolation. We consider the operator 

space structure on Lp(p) which corresponds to the structure of (Loo( / i ) ,Li ( / i ) )^ as 

defined in [PI]. This means that the norm in Mn(Lp(p)) is by definition the norm of 

the space (Af„(Loo(/*)), M n ( L I (/*)))* with 6 = 

We will call this structure the natural operator space structure on Lp(/x). Similarly, 

if E C B(H) is an operator space then Lco()tx;-B) embeds isometrically into the C*-

algebra Lo^/z; B(H)), and we will call natural the operator space structure induced by 

the natural one on Loo(/x; B(H)). If p = 1, by [ER8] we have an isometry L\ (//; E) = 
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L1\ (/i) <g)A E hence we can equip L\ (//; E) with the operator space structure of L1 (//) ® A 

E. We will call this the natural structure on L1(/x; E). 

Finally, if 1 < p < oo we again use interpolation and define (following [PI]) the 
natural o.s.s. on Lp(p,;E) as the one corresponding to (L00(/j,;E),Li(p,;E))o with 
8 = 1/p. In the particular case where (ft,^4,/i) is N equipped with the counting 
measure, the spaces Lp(p) and Lp(/i; E) are denoted by tp and £P{E). The preceding 
definitions apply of course to this case, so that we have defined the natural o.s.s. on 
lp or on £P(E). 

Moreover, consider the subspace CQ(E) C £QO(E) of all sequences tending to zero. 

We can equip it with the structure induced by the natural one on £oo(E). Equivalently 

this is the o.s.s. of the space Co <S>mm E. More generally for any locally compact (resp. 

compact) set K, let Co(K) (resp. C(K)) be the C*-algebra of all complex valued 

continuous functions on K which tend to zero at infinity. We denote CQ(K]E) = 

Co(K)®M\NE (resp. C(K] E) — C(K)®miNE) and we equip it with the corresponding 

o.s.s. We will say that these o.s.s. on co(JS), Co(K;E) and C(K]E) are the natural 
ones. Note that by Lemma 0.1, for any Radon measure ¡1 on K, we have (completely 

isometrically) (Co(K;E),L1(p;E))0 = Lp(fi;E) with 8 = 1/p. 

The next result allows to "compute" these natural structures more explicitly. 

Proposition 2.1. — Let 1 < p < 0 0 . Let E be an operator space. 

(i) Let a = (aij) e Mn ® Lp(p,; E). We have 

ll(aij)||Mn(Lp(^)) = sup{||a • (a) • P W S ^ L ^ E ) ] I a,/? G BSnp}. 

(ii) The spaces LP(/JL]Sp) and SP[Lp(p)] are completely isometric. More generally, 
Lp(p>; SP[E]) and SP[Lp(p; E)] are completely isometric. 

(iii) In particular, L2(//) is completely isometric to OH (I), where I is the cardinal 
of an orthonormal basis of L2 (/x). 

Proof 

(i) is but an immediate application of Lemma 1.7. 

(ii) It clearly suffices to prove this with 5™ in the place of Sp. Using the isomet

ric identity Lp(p;Sf) = (L1(/i;5r),L00(/i;S'al)))^ (9 = 1/p) and using Corol

lary 1.4, we are reduced by interpolation to the cases p = 1 and p = 00 . 

Since these cases are clear by our definitions (for p = 1, see [ER8]) this shows 

that Lp(ii;Sp) and S^[Lp(p)] are isometric. The same argument applies for 

LP(/JL]Sp[E]) and Sp[Lp(fi;E)]. Using Lemma 1.7 and (i) we then easily obtain 

that this is a complete isometry. 

(iii) This follows either from (i) by a direct calculation or by Corollary 2.4 in [PI]. 

Remark. — The proof of (ii) is more transparent if one first proves that for any 

compatible couple of operator spaces (EQ,EI) with E$ = (Eo,Ei)e (0 < 0 < 1) one 
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has a completely isometric identity 

(2.1) Lp(wEo) = (Lpo(/i;Eo),LPl(/x;Ei))0 

where 1 < p, p0, p\ < oo (assuming that p0, pi are not both infinite), 
1 _ 1-9 0 

P Po Pi' 
Indeed, using (1.5) and (2.1) it is easy to derive (ii) in the preceding statement. To 

prove (2.1), one way is to reduce it by elementary approximations to the complete 

isometry 

(2.2) lp(Eo) = (lPO(E0)9tp1(Ei))o. 

Then using Corollary 1.3 one can check that, for any operator space E , £P(E) is 

completely isometric to the subspace of SP[E] formed of all the diagonal matrices and 

moreover the usual projection onto this subspace is a complete contraction. Then 

(2.2) is a simple consequence of (1.5). 

Notation. — Let E C Lp(p) be a closed subspace and let X be a Banach space. We 

will denote by E®PX the closure of E<g>X in Lp(p\ X). If X is an operator space, we 

equip E®PX with the operator space structure induced by the natural o.s. structure 

on Lp(fi] X). We will again refer to this structure on E <g)p X as the natural o.s.s. on 

E®PX. 

The following is an immediate consequence of Proposition 2.1. (ii). 

Corollary 2.2. — Let E C Lp(p) be a closed subspace. Then E (g)p Sp = SP[E] 
completely isometrically. More generally, for any operator space X we have E <8>p 

SP[X] = SP[E 0P X] completely isometrically. 

Proposition 2.3. — Consider two measure spaces (ft, p) and (fi', p!) and the associated 
Lp-spaces Lp(p) and Lp(p!). Let E C Lp(p) and F C Lp(p') be closed subspaces. We 
equip E and F with the operator space structures induced by the natural ones on Lp(p) 
and Lp(p'). Letu: E F be a linear map. Then u is c.b. iff for each n > 1 the map 
u 0 Is* : E®pSp F®pSp is bounded and we have sup \\u (8) Isn || < oo. Moreover, 

P n>l P 

(2.3) \\u\\ch = SUp <g) ISn |b®pSj->F®pSy • 
n>l 

Proof. — By (1.7)' and Corollary 2.2 we obviously have (2.3). 

For emphasis, we spell out a particular case: 

Proposition 2.4. — A linear mapu: Lp(p) -> Lp(p) is completely bounded (on Lp(p) 
equipped with its natural o.s.s.) iff the mapping u 0 Isp is bounded on Lp(/x;5p). 
Moreover, we have 

IM |C6(LP(M),M/Ì)) 
||u O I sp||Lp(u;Sp)->Lp(u;sp) . 

Furthermore, u is a complete isometry (resp. isomorphism) iffu<8)Isp is an isometry 
(resp. isomorphism). 
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Remark 2.5. — Assume now E C Sp and F C Sp. Let E ®p X be the closure of 
i£ <g) X in 5P[X], when X is an operator space. Then clearly (2.3) remains true with 
the same proof. Moreover by Theorem 1.9, Corollary 2.2 also extends with the same 
proof. 

To illustrate these remarks, let E be the subspace of B(£2) 0oo B{£2) which is the 
closed linear span of the vectors Si = en 0 en, i G N. This space is denoted by R fl C 

in [PI] and its operator space dual E* is denoted there by R 4- C. As Banach spaces 
E and E* are clearly isometric to £2. 

Now let Tip (resp. Qp) be the subspace of Lp([0, l],dt) spanned by the classical 
Rademacher functions (r«) (resp. by a sequence {gi) of i.i.d. standard Gaussian 
random variables). 

Then Hi and Gi are each completely isomorphic to E*. This is but a reformulation of 
the main result of [LuP]. More generally, when 1 < p < oo, using Lemma 1.7 and the 
results of [LuP], one can describe the natural operator space structures of the spaces 
TZP and Qp. The cases 1 < p < 2 and 2 < p < oo have to be treated separately. See 
§8.3 and 8.4 for a detailed presentation of these examples. In particular, this shows 
(see §8.4) that the orthogonal projection from L2 onto TZ2 is completely bounded 
on Lp for all 1 < p < oo. Similarly the fact that the Hilbert transform on the 
circle is bounded on LP(SP) means that it defines a completely bounded map on Lp. 

Equivalently, the usual (orthogonal) projection is a c.b. map from Lp onto the Hardy 
space Hp (of the circle) for any 1 < p < oo. See §8.1 for more on this. 

It will be useful in chapter 5 to introduce the notion of direct sum in the sense of 
£p of a family {Ei \ i e 1} of operator spaces. Let p = {pi \ i £ / } be a family of 
positive numbers and let 1 < p < oo. We will denote by £p(p,', {Ei}) the space of all 
families x = (xi)iei with X j € Ei such that ^ / / i | | # i | | p < ° ° 5 and we equip it with the 
norm 

INII 
\iei 

>IWIP 
1/p 

If p = oo, we will denote (for convenience) again by £oo(p] {Ei}) the space of bounded 

families x = (xi)i£i equipped with the norm \\x\\ = sup 
iei 

If pi = 1 for all i in J, we will denote the space £p(p; {Ei}) simply by £p({Ei}). We 

will also consider the subspace co({Ei}) C £<x>({Ei}) formed of all x = (xi)iei such 

that \\xi\\ -> 0 when i -> oo in the discrete topology on J. Clearly £oo({Ei}), and a 

fortiori co({Ei}), are operator spaces in an obvious way: if Ei C B(Hi) (completely 

isometric embedding) then we simply use the block-diagonal isometric embedding 

£oo({Ei}) C B I 0 Hi ) and we equip £oo({Ei}) with the operator space structure 
\iei ) 

induced by B I 0 Hi). Equivalently, we have isometrically 
Kiel ) 

V n > 1 Mn(4o({£;})) = £oo({Mn(Ei)}). 
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When the family {Ei} is reduced to two operator spaces E, F , the space £p({Ei}) will 

be denoted simply by 

E ©p F. 

When p = oo, the operator space EtBooF reduces to the direct sum denoted previously 

by E 0 F in chapter 0. 

The spaces £p{p\ {Ei}) can be equipped with a specific operator space structure, 

which we will call again their natural o.s.s., and which we now briefly describe. (This 

is entirely analogous to the preceding discussion.) 

For p = 1, we use duality: since the dual of £i{p\ {Ei}) is isometric to ¿00(/¿5 {E*}) 

we have £i(p; {Ei}) C £oo{w {E*})* (isometric embedding) and we equip £i(p; {Ei}) 

with the o.s.s. induced by (£oo(/J>; {E*}))* (the latter space being equipped with its 

dual o.s.s.). 

For the general case 1 < p < 00 we use complex interpolation: we note that 

£\{p] {Ei}) and £oo(/x; {Ei}) form a compatible couple of operator spaces continuously 

injected into the topological vector space Yl Ei and we define 

(2.4) 
£P(p;{Ei}) = ( € 0 0 ( ^ 1 ; { E i } ) ) e 

with e = i/p. 

We now summarize the main properties of these direct sums for 1 < p < 00 . We 

leave the proofs to the reader. They are all easy adaptations of the corresponding 

arguments in section 1. 

(2.5) If - + = 1, we have completely isometrically 
p p' 

/ p ( , i ; W r = V ( M ; { s ; } ) . 

(2.6)' Let Fi C Ei be a family of closed subspaces of Ei. Then £p{p\ {Fi}) embeds com
pletely isometrically into £p(p;{Ei}). Moreover, £p(p;{Ei/Fi}) is completely 
isometric to £p(p; {Ei})/£p(p; {Fi}). 

(2.6)" If {Gi I i e 1} is another family of operator spaces and if Ui: Ei -> Gi are c.b. 
maps with sup \\ui\\ < 00 , then the direct sum u = 0 Ui (which maps (xi)iei 

iei iei 
to (ui(xi))iei) is c.b. from £p(p; {E{}) to £p(p; {Gi}) with ||ie||c& = sup ||tij||C6. 

iei 
(2.7) Let 1 < po,pi < 00 , assume that po, pi are not both infinite, and let 

{{É?,E})\iel} 

be a family of compatible couples of interpolation spaces. Then £po (//; {Ef}) and 

£pi(p; {E}}) form a compatible couple in the obvious way. Let E\ — (Ef,Ej)e 

for 0 < 6 < 1. Then we have a completely isometric identity 

(£P0(p; {E°}),£P1 (/x; {Ej}))0 = {fif }) 

1 1 - 0 0 

where - = 1 . 
P Po Pi 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 1998 



36 CHAPTER 2. COMMUTATIVE LP-SPACES 

(2.8) If \jeJ} is another family of positive numbers, let ii®v denote the family 

{piVj | i e J, j e J } . For each j in J, assume given a family {EJ \ i e 1} of 

operator spaces. We have then a completely isometric identity 

M»; {tp(K {E{\ie / } ) } ) = £p(fi ® P; {Ei I S i x J}). 

(2.9) For any Hilbert space K we have an isometry (actually a complete isometry) 

(2.10) SP[K; tp(n; {Ei})} = £p(n; {SP[K; Ei]}). 

In particular, if K = £%, then the isometric identity (2.10) allows to compute 

by Lemma 1.7 the operator space structure of the space ^>(/x; {E{}). 
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CHAPTER 3 

NON-COMMUTATIVE VECTOR VALUED LP-SPACES 
(CONTINUOUS CASE) 

Consider now a von Neumann algebra M equipped with a faithful normal semi-finite 
trace (p. Let M* be the predual of M. It will be convenient to use the notation 

Li(<p) = Af.. 

Recall (see e.g. [Ta], p. 321) that Li(cp) can be described more concretely as the 
completion of the linear space of all elements x in M such that <p(\x\) < oo with 
respect to the norm ||a;||i = </>(M)-

Let E be an operator space. We define 

L1(f;E)=L1(f) O^E 

where (g>A denotes the operator space version of the projective tensor product in the 
sense of [ER2] and [BP]. 

If M is finite and injective, we have by [ER6] a c.b. inclusion 

M<g)min£->Li(^;£), 

therefore we can consider ( M <g)min E,L\{ip\E)) as a compatible couple. To justify 
this, note that by [ER7] a finite algebra M is injective iff the canonical inclusion 
v: M —• M* = Li((p) is integral in the sense of [ER6], i.e. v is a point-norm limit 
of mappings V{ : M -> M* which are matricially nuclear in the sense of [ER6], with 
matricially nuclear norm majorized by a fixed constant C. This implies that for any 
finite dimensional subspace F C M , the restriction v\p is matricially nuclear with 
matricially nuclear norm < C. Therefore for any t in F ® E C M ® E we have 

\\(v^lE)(mLlM^E<C\\t\\min. 

In other words, V®IE defines a bounded map v from the completion M (g>min E into 
L\ (if) (g>A E. It is then rather easy (left to the reader) to check that v is one to one. 
With some additional effort it can be checked that v is actually c.b. 

If M is semi-finite and injective, let J be the set of all finite nonzero projections in 
M . For each a in J, let ip„ be the restriction of ip to 0M0. The map ja : x -> axa 
defines a c.b. map from Li(ip) ®A E (resp. M <S>m[n E) to Li(ipa) (g>A E (resp. 
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((rMa)<g)minE). Then considering J(x) = (j<r(x))<reJ we obtain continuous injections 

of both L\((p) <8>A E and M <g>min E into the topological vector space Y[aeJ{L\{ip(T) <8>A 

E). This allows us to consider ( M (8)min E,Li((p) ®A E) as a compatible couple for 

interpolation, and we can formulate the following. 

Definition 3.1. — Let <p be a semi-finite normal faithful trace on an injective von 

Neumann algebra M and let E be an operator space. If 1 < p < oo, we define 

(3.1) Lp(<p; E) = (M ®min E, Li(v; #))* 

where 0 = 1/p. If p = oo, we denote L^ofaì E) — M ®min 

We do not attempt to define LOQ^E). We will work instead with L^faE) which 
behaves equally well with respect to interpolation. 

Note that when dim(E) = 1, we obviously recover the natural structure on Lp(ip) as 

defined in the introduction. 

Remark 3.2. — By a standard reasoning, one can prove that the linear tensor 

product Lp(ip) 0 E is dense in Lp(<p; E) for 1 < p < oo. (Recall that A0 fl Ai is dense 

in (AO,AI)Q if 0 < 0 < 1, for any compatible couple (A0, A\) of Banach spaces.) 

We will now show that, ifM is hyperfinite, this definition has all the nice properties 

developed in section 1 in the discrete case. 

Unless specified otherwise, we assume in this section that 1 < p < oo. 

First we consider the finite dimensional case. 

Lemma 3.3. — Let M be a finite dimensional von Neumann algebra equipped with a 
finite faithful trace cp. Then (as is well known) there is a decomposition of the unit as 
a sum I = p» where I is a finite set, each pi is a central projection in M, and each 

algebra PiMpi (with unit pi) is isomorphic to a matrix algebra Mni for some ni>l. 
Let pi = (f(pi). Then the space Lp((p;E) is completely isometric to £p(p] { ^ [ J ^ ] } ) . 

Proof. — By well known facts, this is true if p = oo and p = 1, hence, by interpolation 

using (3.1) and (2.4), it holds for any 1 < p < oo. • 

Theorem 3.4. — Let M be a hyperfinite von Neumann algebra, i.e. we have M = 
UMa (weak-* closure) where Ma is a net of finite dimensional *-subalgebras directed 
by inclusion. Let if be a faithful, normal semi-finite trace on M. Let (pa be its 
restriction to Ma. We assume that (pa is finite for all a, so that Ma C Lp(tp). Then, 
for each a, Lp((pa;E) can be identified completely isometrically with the subspace 
Ma 0 E C Lp(ip;E) and the union U Lp((pa; E) is dense in Lp(ip;E). Moreover, for 

a 

each a, there is a completely contractive projection Qa from Lp(ip\ E) onto Lp((pa;E), 
so that we have Qa = QaQp whenever a < (3, and for any x in Lp(<p\ E), Qa(x) tends 
to x, when a tends to infinity. 
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Proof. — We have simultaneously a natural completely contractive inclusion map 
Ja: Ma -¥ M and Ja: Li(ipa) Li(ip). On the other hand, we have a normal 
projection (actually a "conditional expectation", see the next remark) Pa: M -> Ma 

which is simultaneously a complete contraction from M to Ma and from Li(<p) to 
Li(<pa), cf. [Ta], p. 332. Therefore, by interpolation we have a diagram 

Lp(<pa]E) 
Ka 

Lp(ip;E) 
Qa 

Lp(<Pa',E) 

where the maps KA = JQ 0 IE,Q<X — Pa® IE are complete contractions and the 
composition QctKa is the identity on Lp(ipa]E). In particular, this guarantees that 
Ka is a completely isometric embedding of Lp((pa;E) into Lp(ip]E) and its image is 
Ma ® E, whence the first assertion. Moreover, it is well known that |J Ma is dense 

in Lp((p), hence by Remark 3.2 (J Lp((pa;E) is dense in Lp(ip;E). It is clear that 

Qa(x) tends to x for any x in |J Lp(ipa\E), hence for any x in £p(<^; E) by density. 

This concludes the proof. • 

Remark. — Let pa be the self-adjoint projection which is the unit element in Ma. 

When ip is infinite, we do not have pa = 1 M in the preceding proof, hence Pa: M -> 

Ma cannot preserve the unit. In this case, the projection Pa can be written as 

Pa = PaPa' where Pa'(x) = paxpa and where P'a is the usual (=unit preserving) 

conditional expectation from paMpa onto Ma (which both admit pa as their unit). 

Although this is a slight abuse, we still refer to Pa as a conditional expectation in 

this case. 

Remark. — In the situation of Theorem 3.4, let C = UMa (norm closure). By 

Lemma 0.1, if 1 < p < oo, we can identify completely isometrically Lp(ip;E) with 

(C 0min E, L i f o E))e for 0 = 1/p. 

Moreover, again by Lemma 0.1, if E is a von Neumann algebra, and if M 0 E de
notes the von Neumann tensor product (which by [ER2] can be identified with 
the dual of Li(</?; i£*)), then we can identify completely isometrically Lp{^p\E) with 
( M 0 E , L i t e ; E ) ) 0 for 0 = 1/p. 

Remark. — Note that for any hyperfinite von Neumann algebra equipped with 
a faithful normal semi-finite trace, there is a directed net (Ma)aeA satisfying the 
properties of Theorem 3.4. Hence, it is now easy to extend to the hyperfinite case 
most of the properties of SP[E] to the case of Lp(ip; E). 

More explicitly we have, if M is hyperfinite the following properties: 

(3.1) If u: E -¥ F is a c.b. map between operator spaces, then ILP(<P) ® U extends to 

a c.b. map u from Lp(ip]E) into Lp(ip;F) with ||5||c& < ||M||C&. 

(3.2) If u is a complete isometry (resp. a completely isomorphic embedding), then u 

also is. 

(3.3) If u is surjective and such that the canonical map E/Ker(u) F is a complete 

isometry (resp. a complete isomorphism), then u is surjective and the associated 
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(3.4) 

map Lp((p]E)/Ker(u) Lp((p;F) is a complete isometry (resp. a complete 

isomorphism). 

In particular, for any closed subspace S C E, Lp((p;S) can be identified (com

pletely isometrically) with a closed subspace of Lp(w E) and we have 

Lp(v>; E/S) « Lp{<p; E)/Lp(w S) 

completely isometrically. 

(3.5) Assume 0 < 6 < 1, 1 < p0> Pi < oo, - =1-0/p+01 . Let (E0,Ei) be a 
P Po Pi 

compatible couple of operator spaces and let E$ = (Eo,Ei)e. Then there is a 
completely isometric identity 

(LPo(ip;Eo)iLPl(wE1))0 =Lp(<p;E0). 

Moreover, when p0 = oo and pi < oo, this becomes 

(L^((p;Eh),LPl(<p;E1))o=Lp(<p;Eo), 

and when po = pi = oo, it becomes 

(L000(<f;Eo),L°00(ip;E1))e = L^E,). 

(3.6) Let (N, ip) be another hyperfinite von Neumann algebra with a faithful normal 
semi-finite (in short f.n.s.) trace ip. Then the von Neumann tensor product 
M0iV admits <p<g>ip as a f.n.s. trace and clearly is hyperfinite. For any operator 
space E, we have completely isometric isomorphisms 

LPte; Lp(ip; E)) « Lp(<p ®îp]E)n Lp(ip; Lp(<p] E)). 

(3.6)' Let (TV, ip) be an arbitrary von Neumann algebra with a faithful normal semi-
finite (in short f.n.s.) trace ip. Then, we have a completely isometric identity 

Lp(cp; Lp{ip)) « Lp(ip®ip). 

To check (3.6)', recall that Lp(ip ®ip) = (Loo(<£ 0 i/)),Li((p 0 ip))e with 6 = 

Furthermore, by a simple application of Lemma 0.1 using the hyperfiniteness of M , 
we find Lp(<p0ip) = (M0minN,Li((p®ip))o, which can be rewritten as Lp((p®ip) = 

(L^te;J^),Lite;£?i)0 with E0 = L<x>W0 and £ i = L i (</>). Since Ee = Lp(^), we 
can deduce (3.6)' from the second part of (3.5). 

We will now extend the formulae proved in section 1 to the nondiscrete case. To 

some extent, the definition of the vector valued non-commutative Lp-spaces makes 

sense for a general semi-finite von Neumann algebra M . This corresponds to the 

spaces Ap(M,(p-,E) which we introduce below. However, we will quickly show that 

only in the hyperfinite case does this definition have the natural properties to be 

expected. 

Let M be an arbitrary semi-finite von Neumann algebra with a f.n.s. trace (p and 

let E be an operator space. Consider y in M 0 E. We can write 

y 
n 

I 
yi 0 ei with yi e M,ei G E. 
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Let a,b G L2p(ip). To shorten the notation we denote simply 

a-y ] ayi <g> ei y-b )yib®ei 

(these are elements of L2p((p) ® E) and 

a-y-b ayib®ei G Lp((p) ®E. 

Let us denote by V C £P(<^) the subspace 

V QMQ 

where the union runs over all projections Q in M such that p(Q) < oo. Note that 

the set of all such projections forms a lattice (by e.g. [Ta], V.1.6) so that this union 

is directed by inclusion. Clearly, by the semi-finiteness of p, V is dense in Lp{ip). 

Consider an element x in V ® E. Clearly x can be written as x = a • y • b with 

a,beV and y G M ®E. We define 

IMIAP(£) inf{||a||L2p(v?)||6||L2p(¥?)||2/||M(8)MINJE;} 

where the infimum runs over all possible such representations. 

Lemma 3.5. — For 1 < p < oo, || ||AP(JE;) is a norm on V ® E. 

Proof. — Consider x\,x2 in V ® E. Let e > 0. We can write x\ = a\ - y\ - b\, 

x2 = 0,2 - 2/2 • 62 with 

(3.7) l lailUapte) = INU2p(¥>) = I k i l l i p 2 ^ ) ' Ha2ll^2pW = INU2P(*>) = I I ^ I I A ^ ) 

and 

(3.8) llyiÜMgwE < 1 + e, 1Ы|м®т!„я < 1 + e. 
Moreover, we can assume that ai, 6 1 , a2, b2 belong to QMQ for some projection Q in 
M with (p(Q) < 00. Then we define 

a = (aial + a2a2 + eQ)1/2 b = (b*1b1+b*2b2+eQ)1/2 

and (forj = 1,2) 
Cj = a 1CLJ , dj = 6j6 1 

where the inverses a 1 and b 1 are meant in the finite von Neumann algebra QMQ 
with unit Q. Note that 

(3.9) c\c\ + c2c2 < I and d\di + cÇefe ^ • 

We have 

(3.10) xi + x2 = a -Y • b 

where Y = a • 1/1 • dx + c2 • y2 • d2. Let c = (Q1 c02 ) and d = (dd\ ° ) in M 2 ( M ) . We 
then observe that in M2(M) ® E we have 

( o 2 ) 
c.(y1 0 0 y2) .d. 
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Hence by the characteristic property of operator spaces (see (0.1) and (0.2)) we have 

n u Z \\Y\\M®minE < \\C\\M2(M) max{||2/i||min,||2/2||min}||d||M2(M); 

hence by (3.8) and (3.9) 

< 1 + e. 

Finally we have by (3.10) 

(3.11) \\xi + X2\\A,(E) < \\a\\L^(v)\\Y\\min\\b\\L2pM. 

Moreover by the triangle inequality in Lp(<p) 

\HL2pM = \\aia\+a2a*2+eQ\\^W) 

( I M Î I U , ( „ ) + \\a2a*2\\LpM + e ^ Q ) 1 ^ 

( I l « i | l i 2p (v , ) + I I « 2 | | L P ( V ) + ^ ( Q ) 1 / P ) 1 / 2 

hence by (3.7) 

;(lki||Ap(£;) + l | x 2 | | A p № ) + ^ ( Q ) 1 / p ) 1 / 2 . 

A similar upper bound holds for H ^ U a , , ^ ) - Therefore we deduce from (3.11) 

I b i +*2| |AP(Ì*) < (l + e ) ( l k i | | A P № ) + \\X2\\AP{E) + ^ ( Q ) 1 / P ) 

and since e > 0 is arbitrary, we obtain 

I b i +X2\\AP(E) < \\Xl\UP(E) + lb2|Up(£?). 

Finally the fact that | | X | | A P ( . E ) = 0 x = 0 follows from the next lemma. 

Lemma 3.6. For any x in V ® E we have 

(3.12) I N I Lp(ip)®E 
||x||^p(E) < ||x|| Lp(f)Ô E 

V A 
where Lp((p)®E (resp. Lp((p)<g)E) is the injective (resp. projective) tensor product 

in the Banach space sense, corresponding to the smallest (largest) cross norm. 

Proof. — Let x = Y1 ayib ® ei with yi G M <g> E, a, 6 G V. For any £ in the unit ball 

of E*, we have clearly 

ayib E(ei) 

Lp(f) l|o|U2p(V)l|6|Uap(V) 

llaIU2p(^)l|6|U2p((p) 

giE(ei) 
M 

yi®ei 
M®minE 

Therefore taking the supremum over all £'s, we obtain the left side of (3.12). To 

prove the right side, note that if x G V 0 E it is easy to check that the norm of x in 

Lp(tp)<èE coincides with the projective norm of V 0 E i.e. we have 

H X I I L P ( < ? ) § £ :inf 

n 

1 
N U D I M I 
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n 
where the infimum runs over all representation of the form x = ]T Vi 0 ei with Vi G V, 

1 
ei G E. The rest of the proof is then clear. We leave the details to the reader. • 

We can now define the space 

Ap(M,y>;£) 

as the completion of V 0 E for the norm || ||Ap(#)- For simplicity, we will sometimes 

abbreviate this by Ap (a,E) or by AP(E). It is rather easy to check that the space 

Ap(ip] E) satisfies the properties (3.1) and (3.2). However, in general it does not satisfy 

(3.3) and (3.4), which implies that in general it cannot satisfy the duality theorem of 

the kind proved in the next section in the hyperfinite case. 

The next lemma is elementary. 

Lemma3.7. — Let (Ma) and M be as in Theorem 3.4. Let Pa: M -¥ Ma be the 
conditional expectation (as in the proof of Theorem 3.4)- Then for all y in M and all 
b in LoJcp) we have 

11(3/ - Pay)b\\L2PM - > 0 

when a —> oo along the directed net. 

Proof. — Let bp — Ppb. Clearly bp -> b in L2p(^) when (3 -> oo. Fix e > 0 and /3 

such that \\b — &/?|U2p(¥>) ^ e' Then by the conditional expectation property we have 

for a > 8 

(y - Pay)b =(y- Pay)(b - bp) + [ybp - Pa(ybp)]. 

Note that Pa(ybp) -> ybp in L2P(<p) when a oo, hence 

lim \\(y-Pay)b\\L2p((pi<2e\\y\\M, 

and since e > 0 is arbitrary, we obtain the announced result. 

Theorem 3.8. — Let 1 < p < oo and let E be any operator space. Then, if M is 
hyperfinite, we have an isometric identity 

Ap(<P',E) = Lp(<p;E). 

Proof. — We use the notation of Theorem 3.4. Note that (J Ma C V. Using Theo
rem 3.4, Theorem 1.5 and Lemma 3.3, it is easy to check that for any x in ( |J Ma) ®E 

we have 

(3.13) IMIAP(V>;£) < \ \ A \ L P ( ^ E ) -

By Lemma 3.6 (and the similar property for Lp(ip; E)), since (J Ma is dense in Lp(ip), 

to conclude it suffices to prove the converse to (3.13), which we now proceed to do. 

Assume that x £ (|J Ma) 0 E and ||#| |A (#) < 1, so that x = a - y - b with a, b G V, 
y G M ®E such that 

IMU2p(¥>) < \\b\\L2pM < 1, \\y\\M®minE < 1. 

Let Pa: M Ma be the conditional expectation. Let Pab. Clearly 

aa -> aand&a &inL2p(^). Letya — (Pa®lE)y- Finally let xa = a^-ya-ba. Clearly 
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by Lemma 3.3 and Theorem 1.5 ||#a|Up(y>a;£) < 1, hence a fortiori ||a;a I Up (¥>;£?) < 1 
by Theorem 3.4. 

We have 

x - xa = (a - aa) • y • b + aa • (y - ya) • b + aa • ya • (6 - 6a). 

Clearly (a — aa) -y-b and aa-ya'(b — ba) tend to zero in Lp(ip)®E, and by Lemma 3.7, 

the same is true for aa - (y — ya) • b. Therefore \\x — xa\\Lp^^E ~* 0 when a - » oo. 

Clearly we have |b||Lp(w^) < lkl|Lp(v)g^ for any z in (\JMa) 0 E, hence we have 

\\x - xa\\L fy.E) -> 0 when a -> oo. 

Finally, we conclude that 

||x||Lp(f;E) : lka|Up(fp;JS?) + 11« ~ « a IUp(v>;J5) 

hence 

l k l U p ( ^ ) < i. 

By homogeneity, this proves the converse to (3.13). 

Therefore, the completion of (\jMa) 0 E under the two norms appearing in (3.13) 

can be isometrically identified. • 

It will be convenient to record here the following simple consequence of (3.6). 

Proposition 3.9. — Let E = OH(I) for some set I. Let (M, ip) be as in definition 
3.1. Then, for any bounded map v: I/2(^) —• L2(<p), the map v 0 IE extends to a 
bounded map on L2((f]E) with the same norm as v. 

Proof. — We may identify (by [PI]) E with £2(1), completely isometrically. Then, 

(3.6) gives us an isometric isomorphism 

L2(ip;E)=£2({Ei,ieI}) 

where the family appearing on the right is simply defined by Ei = L2(ip) for all i 

in J. Using the norm of the space £2({Ei,i G / } ) , the content of Proposition 3.9 is 

obvious. • 
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CHAPTER 4 

DUALITY, NON-COMMUTATIVE RNP AND UNIFORM 
CONVEXITY 

Before we discuss the duality, we need to introduce martingales in our setting. Let 
(M, (p) be any finite and hyperfinite von Neumann algebra equipped with a faithful 
normal trace (p with <p(l) = 1. Let (Mn) be an increasing sequence of von Neumann 
subalgebras and let EMn : M -> Mn denote the conditional expectation operator 
(see [Ta], p. 332). Let tpn = <p\Mn- We can identify L\{ipn) with a closed subspace of 
Li(tp) and EMn defines a completely contractive projection from L\{ip) onto Li(yn). 

Let 1 < p < oo and let E be an arbitrary operator space. As explained in the proof of 
Theorem 3.4, we can identify Lp(ipn; E) with the closure of Lp(ipn) (g> E in Lp($\ E). 
Moreover, the conditional expectation defines a complete contraction from Lp(ip\E) 
onto Lp((pn] E) which we will still denote by EMn. 

Then a sequence (xn) in Li((p; E) is called a martingale if, for some sequence (Mn) 
as above, we have xn G L\(ipn\E) and xn = EMn(xn+i) for all n = 0,1, — 

Let Moo be the von Neumann algebra generated by the union of the Mn's. It can 
be shown by routine arguments (as in Theorem 3.4) that, for any x in Li((p;E), the 
sequence defined by xn = EMn (x) is a martingale which converges in norm in L\ (ip; E) 
to EMoo(x) when n tends to infinity. Moreover, when x G Lp((p;E) (p < oo), then 
the convergence holds in Lp(ip;E). 

When M is commutative, so that we are back to the classical probability situation, 
it is well known (see e.g. [DU]) that, for any 1 < p < oo, a Banach space E has the 
Radon Nikodym property (in short RNP) iff every martingale (xn) which is bounded 
in Lp((p] E), actually converges in Lp((p; E). 

We will now examine this topic in the non-commutative case. We first turn to the 
duality. Let (Ma) be a net of finite dimensional *-subalgebras directed by inclusion, 

p 
with the same notation as in Theorem 3.4. Let 1 < p < oo and let p' = - . Let 

p-1 
E be an arbitrary operator space. Applying Theorem 3.4 to Lp>(ip]E*), we find a 
completely contractive projection 

Qa : Lp, (<p; E* ) —-> Lp, (tpa ; E* ) 

associated to the conditional expectation from Li(ip) onto L\((pa). 
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By (2.5) we know that 

(4.1) Lp,(ipa-E*) = Lp(<pa;E)* 

completely isometrically. 

Consider now £ in LP'((p;E*). Using (4.1), we regard Qa(£) as an element of 

Lp{(pa',E)*. Consider now x in (J Lp((pa] E) C Lp((p;E). We have x G Lp(<pa;E) for 
a 

some a and the value of (£?«(£), #) is independent of the choice of a (since (Ma) is 
directed by inclusion). Therefore we can unambiguously define (for any such a) 

<t,x) = (Qa(t),x). 

We have 

K & * ) | < IIOa(OIUp/(Va;^)lkllLp(Vtt;£?) < ||flUp, I M I L P ( W £ ! ) 

hence by density £ defines a linear form £ in Lp{ip]E)* with I ^ U p ^ E ) * ^ llfllv 
Actually by (4.1) we have IllJUp̂ ;̂ )* = Hf I I L , , , ^ * ) for all £ in Lp,(y?a; E*), hence by 

density this remains true for all £ in Lp>(ip\E*). Moreover, since (4.1) is a complete 

isometry, we can now state 

Theorem 4.1. — The correspondence £ —» £ is a completely isometric embedding from 
Lpi(tp]E*) into Lp((p;E)*. 

If M is commutative and if E* has the Radon Nikodym property (in short RNP), 

then it is well known that Lp(ip;E)* = Lp>((p;E*). See [DU] for more information 

on the RNP. 

It is natural to wonder whether this identity remains valid in the non-commutative 
case. Quite interestingly, it turns out that the answer is no, even in the reflexive case, 
actually even in the case when E is isometrically Hilbertian, as the following example 
shows. 

Example 4.2. — Consider the operator space E obtained by embedding £2 isomet

rically into the commutative C*-algebra C(T) with T = B£2. Following [Pa2], we 

denote this operator space by min(£2). Let M be the hyperfinite II\ factor equipped 

with its normalized trace r. The space (Ai,r) can be described as an infinite tensor 

product of M2 as follows. 

Here M2 means the algebra of all 2 x 2 matrices equipped with its normalized trace t. 

For each k = 1 , 2 , . . . we set (Ak,tk) = (M2,£). Then we have (in the von Neumann 

sense) 

(M,T) 

00 

k=l 

Ak,tk). 

Let Mn C M be the subalgebra corresponding to Ai ® • • • ® An. By a classical 

construction, there is a sequence (V^) in M with Vn G Mn for all n and such that 

(4.2) V n > 0 £ M " ( V n + 1 ) = 0 
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satisfying the canonical anticommutation relations (CAR) as follows: Vi, j = 1 , 2 , . . . 

(4.3) 
ViV; + VfVi = Sul 

ViVj + ViVj = 0. 

For an explicit construction with the "Pauli spin matrices", see page 795 in [KRj. As 

shown by a simple computation, for any finite sequence (on) of complex numbers, we 

have (see e.g. [BR], p. 15) 

(4.4) CLiVi 
|ai|2)1/2 

Let (ei) be the canonical basis of £2 and let dn be the element of M <g>min(̂ 2) defined 

by 

dn = Vn<8> en. 

Then for any N and any zn in C with \zn\ — 1, we have 

(4.5) 

N 

I 71=1 
Zndn 

A^minmin^) 

< 1 , 

and on the other hand 

(4.6) ||dn|Ui(r;min(/2)) = ll^nllLi(r) > V 2 ' 

To prove (4.5), note that (by definition of min(^2)) the left side of (4.5) is the same 

as || znVn ® en||v (where || ||v is the norm of the injective Banach space tensor 

product M®£2) or equivalently this is the same as the usual norm of the operator 

T/v: £2 -> M taking (an) to znOLnVn> and by (4.4) we have \\TN\\ < 1. This 

proves (4.5). 

To verify (4.6), note that (4.3) implies r(V*Vn+VnV^) = r(I) = 1, hence H V ^ L a ^ r ) 

= 2"1/2. Then we have 

2"1/2 = ||Vw||La(r) < (IIKIU.^IIKH^Cr))1/2 < (\\Vn\\LL(T))1/2, 

whence (4.6). 

By (4.5) and (4.6), the sequence xn = dn (with say XQ = 0) is bounded in 
L P ( T ; min(£2)) for all 1 < p < 00 (and by (4.2), it is a martingale) but it does not 
converge in L P ( T ] min(^2)) for any p. Moreover, it is easy to deduce from (4.5) and 
(4.6) that for all finite sequences of scalars (an) we have for all 1 < p < 00 

(4.7) 1 1 1 - s u p | a „ | ^ (xndn 
LP(T;min(£2)) 

< sup |an|. 

In particular, we have proved 

Proposition 4.3. — Let (M,T) be the hyperfinite Hi factor as above. The Banach 
space LP(T] min(^2)) contains a subspace isomorphic to Co for all 1 < p < 0 0 . In 
particular it is not reflexive. 

The preceding fact suggests to study the non-commutative version of the RNP, 
which can be introduced as follows. 
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Definition 4.4. — Let (M, ip) be as above and let (Mn) be an increasing sequence of 

subalgebras. Let 1 < p < oo (resp. p = oo). We will say that an operator space E has 

the ORNPp with respect to (Mn) if every martingale adapted to (Mn) and bounded 

in Lp(ip]E) converges in Lp(ip;E) (resp. in Li(ip;E)). We will say that E has the 

ORNP if it has the ORNPp for all 1 < p < oo. 

It is probably true that the ORNPp does not depend on p but we have not been 

able to verify this at the time of this writing. In another direction, it is probably true 

that if E satisfies the ORNPp with respect to the hyperfinite II\ factor M and its 

natural subalgebras (Mn) as above, then it satisfies the ORNPp in general, but we 

did not verify this in detail at this time. 

Notation. — Let (M, ip) be a hyperfinite finite von Neumann algebra as above with 

a normalized faithful normal trace cp. 

In the sequel we will say that such a pair (M, (p) is a non-commutative probability 

space (in short n.c.p. space). 

The trace cp defines a linear form L\ ((p) -> C which extends to a completely contractive 

mapping L\ (</?; E) —>> E. We will denote this mapping again by (p so that for any x in 

Li(ip; E), tp(x) is an element of E analogous to "the integral of x with respect to 

Let N C M be a subalgebra. We will denote by EN the conditional expectation 

operator from L i ( M , <p; E) onto L\(N, ip\N] E). 

There is also a natural non-commutative analog of uniform convexity which we now 
describe. We will say that an operator space E is uniformly 05-convex if for each 
e > 0 there is a number 5(e) > 0 with the following property: For any n.c.p. space 
(M,ip) and for any x in M <8>min E with ||x||min < 1 such that \\x — ^P(X)\\IJ1^<P]E) > £•> 

we have 

|M*)||< !-«$(£). 
If E — OH (I) for some J, then by Proposition 3.9 we have for all x in L2(^; E) 

(4.8) | | ^ ( X ) | | 2 + \ \ X - V(X)\\12(IP;E) < IMlL(V;tf), 
hence OH (I) is uniformly 05-convex. More generally, for any subalgebra N C M , if 

E = OH (I) we have (by Proposition 3.9 again) for all x in L2(<^; E) 

(4.9) P^*HL<,;*> + II* - EN*Wl^E) < IM IL ( W S ) , 
from which it is easy to deduce that E = OH(I) satisfies the ORNP2 (see Proposi

tion 4.5 below for more details). 

On the other hand, if E is an arbitrary operator space, and 1 < q < oo we have 

for all x in L„(u\E) 

(4.10) s u p d l ^ x i l ^ ^ ) ^ - 1 ! ^ - ^ ! ! ^ ^ ) } < \\x\\Lq{ip.E). 

In particular, this holds if E = OH (I). By interpolation it follows that if E = OH (I) 

and if 1 < q < oo the following inequality holds: 

(4.11) \\ENx\\lq{v;E) + «,||* - ENx\\lq{v.E) < \\x\\lq(v,E) 
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where r = max(g,g') and where 6q = 22 r. In particular, this shows (see Proposition 

4.5 below) that OH{I) has the ORNPq for all 1 < q < oo. 

Consider now an operator space of the form E = (Ao, Ai)# with 0 < 8 < 1 with A0 
arbitrary and with A\ completely isometric to OH (I) for some / . We can "interpolate" 
between (4.11) for E = A\ and (4.10) with E = The result is as follows. Let 
r — max(2/0,g,g'). Then, for any 1 < q < oo there is a number S = 5(r,q) > 0 such 
that for any x in Lq(ip] E) and any N C M we have 

(4.12) + «II* - ENx\\lq(ipiB) < \\x\\lq(viE). 
If (4.12) holds with r = q for some 5 > 0 we will say that E is g-uniformly 05-convex. 

Clearly this implies that E is uniformly 05-convex. The preceding discussion shows 

in particular that any non-commutative Lp-space (equipped with its natural operator 

space structure) is uniformly 05-convex. 

It will be useful to record the following simple fact. 

Proposition 4.5. — Fix 8 > 0, r > 0 and 1 < q < oo. Let E be an operator space. 
Assume that E satisfies (4.12) for any n.c.p. space M and any subalgebra N C M. 
Then E has the ORNPq. 

Proof. — We repeat a classical argument. Let (Mn) be an increasing sequence of 

subalgebras and let (xn) be a martingale as in Definition 4.4. Since n -> ||xn||£/q(v?;£;) 

is bounded and nondecreasing it converges to a limit c. Let e > 0. Choose no such 

that \\xn\\rL > cr - e for all n > n0. Then we have by (4.12) for all n,m with 

n > m > no 

\\*m\\rLqfaEi) + S\\x* ~ Xm\\lq(^E) < \\Xn\\lq(^E) 

hence 

\\xn - xm\\Lq(v;E) < (s/S)1/r. 

Therefore (xn) converges in Lq(<p]E) by the Cauchy criterion. 

By the preceding discussion, we have 

Corollary 4.6. — For 1 < p < oo, any non-commutative Lp~space (equipped with its 
natural operator space structure) has the ORNPq for all 1 < q < oo. 

Finally, we can complete the discussion of the duality, in analogy with the commu
tative case (see [DU]). 

Theorem 4.7. — Let (M,(p) be any n.c.p. space. Let E be an operator space. If 
E* has the ORNPp> with 1 < p < oo and p' = p/p - 1, then we have a completely 
isometric identity 

Lp(ip;Ey =Lp,(<p;E*). 

Proof. — We simply repeat the well known argument for the commutative case. Let 

(Ma) be a directed net of finite dimensional subalgebras of M with union weakly dense 

in M . Then any £ in Lp(ip;E)* defines by restriction an element £a in Lpr((pa]E*) C 

Lp>((p;E*). Moreover, sup||£a||L , { ^ E * ) < W ^ W L ^ E ) * - We claim that the resulting 
OL P 
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net (£a) converges in Lp'(ip; E*). Otherwise there would exist a countable increasing 

subnet an such that (£an) diverges and this would contradict the assumption that 

E* has the ORNPv>. Let £ = lim £a. Then | e L^((p\E*). Clearly the element 

a—»00 

of Lp((p;E)* associated to £ by the proof of Theorem 4.1 coincides with the original 

functional £. Hence this proves that the inclusion in Theorem 4.1 is actually surjective. 

• 
In Banach space valued martingale theory, the notion of £/MZ}-space (UMD stands 

for "unconditional martingale differences") plays an important r6le. A Banach space B 

is called UMD if, for each 1 < p < oo, there is a constant C such that, any martingale 

(/n) in LP(B) = Lp(Sl,A,P;B) (on an arbitrary probability space) satisfies 

ViV Ven = ± l 
fo+ N 

-a <-"n \Jn - fn-l) 
LP(B) 

: C||/iv|UP(J3). 

Actually, if this holds for some 1 < p < oo, then it holds for all 1 < p < oo as above. 

See [Bu2] for more information and references on this. This notion was inspired by 

the classical work of Burkholder and Gundy for scalar martingales (see [Bui]). 

Recently, a non-commutative version of the Burkholder-Gundy inequalities was ob

tained in [PX2] . The results of [PX2] naturally suggest the following definitions and 

a number of related questions. 

Definition 4.8. — With the same notation as in Definition 4.4, we will say that an 

operator space E is UMDP with respect to (M„) if there is a constant C such that 

any martingale (fn) in Lp(ip;E), adapted to (M„) , satisfies 

(4.13) VAT > l Ven = ± 1 fo+ 
'1 

£n(fn fn—1, 
LP{<p;E) 

C\\fN\\Lp(<p;E)-

When this holds for every (M,<p) and every filtration, we will say that E is UMDP. 

By the main result of [PX2] , (4.13) holds if E = C or more generally, if E is itself 

a non-commutative Lp-space, for example if E = Sp. 

However, very few examples are known at this point and a lot needs to be done. 

Here are a few natural questions which come to mind (some of them might be quite 

easy): 

4.9. Is (4.13) satisfied when E = OH and K p ^ 2 < oo? 

4.10. Same question with E = Sq for 1 < q ^ p < oo? 

4.11. If E is UMDp for some 1 < p < oo, is it UMDP for all 1 < p < oo? 

4.12. If an operator space is UMDP with respect to the standard filtration appearing 

in Example 4.2, is it UMDP? 

4.13. A necessary condition for E to be UMDP is that SP[E] be UMD as a Banach 

space. Is this condition sufficient? 
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CHAPTER 5 

COMPLETELY p-SUMMING MAPS 

Let 1 < p < oo. Let E, F be operator spaces and let u: E -» F be a linear map. We 
will say that u is "completely p-summing" if the mapping 

U = ISp®u 

is bounded from Sp ®min E into SP[F]. We denote by 

= \\Uhp®minE->Sp[F]' 

We will denote by U° (E, F) the space of all completely p-summing maps and we equip 
it with the norm 7r£ for which it becomes a Banach space. 

To give immediately an example, we will see below in Proposition 5.6 that if a, b 
are in S2P then the map M: B(£2) Sp, defined by M(x) = axb, is completely 
p-summing. A fortiori, any restriction of this map also is completely p-summing. We 
will see that the resulting mapping is the prototype of a completely p-summing map. 

Clearly the class of "completely p-summing maps" is an "ideal" in Pietsch's sense. 
By this we mean that if E±, Fi, E, F are operator spaces if v: Ei ->> E, w: F -> F\ 
are c.b. maps and if u: E F is completely p-summing, then the composition wuv 
is completely ©-summing and 

(5.1) TT^WUV) < | |W|U V$(U) \\v\\cb. 

This is clear from the definition and from Corollary 1.2. 

Let E, F be operator spaces and let u: E -¥ F be a linear map. Then 

(5.2) <(u) = s u p K ( u T ) | T : ST -+E, n > 1, ||T||c6 < 1}. 

Indeed, clearly n°(uT) < 7Tp(u)||T||C6 by the ideal property (5.1). Conversely, we have 
ir°(u) = sup{||(/5n (g) iA)(0)||5n[F]} where the supremum runs over all n and all 0 in 
the unit ball of S% ®min E. For such a 6 let T: (Sp)* -> E be the associated linear 
map. Then (!$» 0 u)(9) = ( / 5» (8) wT)(i) where i e S% ® (Sp)* corresponds to the 
identity map on SL1. Hence 

* » < sup{7r;(UT) I ||T||c6 < 1} , 
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which completes the proof of (5.2). 

The main result is the following extension of the "Pietsch factorization" for com
pletely p-summing maps. 

Theorem 5.1. — Assume E C B(H). Let u: E -> F be a completely p-summing 

map (1 < p < oo) and let C = 7r£(u). Then there is an ultrafilter U over an index set 

I and families (aa)a€j, (&«)<*£/ in the unit ball of S2P(H) such that for all n and all 

(xij) in Mn(E) we have 

(5.3) ll(u(^j))||s?[F] < Clim||(aa Xij Mlsp(^<g)i/) 

and 

(5.4) \\(^(xij))\\Mn(F) < Clim||(aa Xij ba)\\Mn{SpiH))' 

Conversely, if an operator u satisfies (5.4) then it is completely p-summing with 

7 T » < C. 

For the proof we will use the following well known fact 

Lemma 5.2. — Let S be a set and let T C £oo(S) be a convex cone of real valued 

functions on S such that 

AfEF sup f(s) > 0. 
ses 

Then there is a net (\a) of finitely supported probability measures on S such that 

V / E ^ lim / fd\a > 0. 

Proof. — We will identify £oo(S) with the space C(S) of all continuous functions on 

the Stone-Cech compactification S of S. Then in C(S) the set T is disjoint from the 

set {ip € C(S) | max tp < 0 } . Hence by the Hahn-Banach theorem (we separate a 

convex set and a convex open set) there is a probability measure A on S such that 

A( / ) > 0 V / eJ7. Since A is the limit for the topology o^iS)*, £oo(S)) of a net 

of finitely supported probability measures on S we obtain the announced result. • 

We will also use 

Theorem 5.3. — Let E be any operator space, with E C B(H). Consider x = (x^) 

in Sp <8>min E viewed as an element of MQO(E). Then we have 

(5.5) IMISpOmini? = sup{||(ax<i6)||sp(^(8Ä)} 

where the supremum runs over all a > 0, b > 0 in the unit ball of S2P(H).More 

generally, let F be another operator space then for all x in SP[F] (8>min E we have 

\\x\\sp[F]®minE = SUp{| |(/5p[F] (8) a) X (Isp[F] ®b)\\sp[l2®H;F]} 

where the suvremum aaain runs over all a> 0, b > 0 in the unit ball of Son(H). 
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Proof. — It clearly suffices to prove this for E = B(H). Furthermore, taking the 

appropriate supremum as usual, it even suffices if we wish to assume E — Mn. Then 

the result is an obvious consequence of Lemma 1.7 and Theorem 1.9. Note that, 

by the polar factorization of a and 6, we can restrict the supremum to Hermitian 

non-negative operators. • 

Let (Ea)a€i be a family of operator spaces, let U be an ultrafilter on / and let 

(Ea)u be the Banach space which is the ultraproduct of (Ea) with respect to U 

(cf. e.g. [Hei]). In [PI] we observed that (Ea)u can be equipped naturally with an 

operator space structure by setting Mn((Ea)u) = (Mn(Ea))u- Equivalently, we have 

an isometric identity 

F <g)min (Ea)u = (F <8>min Ea)u> valid if F = Mn. 

However, the reader should be warned that this identity fails to be isometric in general, 

for instance when F = OHn or S% (see [P6]). This explains certain precautions that 

we take below. This phenomenon is closely related to the absence of "local reflexivity" 

for a general operator space (cf. [EH]). 

Lemma 5.4. — Let (Ea)aei be a family of operator spaces and let U be a nontrivial 
ultrafilter on I. Let E be the corresponding ultraproduct. Let n > 1 be a fixed integer. 
Consider a matrix (xij) in Mn(E). Let (x?j)aei be a representative of x^, with 
xf, £ Ea. Then we have 

ll(*ii)lls»[Ê| = ^ll(*50lls»[i*«]-

Therefore, we have a completely isometric identity 

s;[Ê] = (s;[Ea])u. 

Proof. — Assume that lim IK^OIUyf^a] < 1- Then we can write (xfj) = aa • (t/g) • ba 

with da^ba e Sov and (yfA e Mn(Ea) such that 

lim||aa||2p||(2/g.)llMn(£;a)l|6a||2P < 1-

By homogeneity, we may assume that | |aa| |2p = H&alhp = 1. Let a = limaa, b = 

lim6a (these limits exist by the compactness of the unit ball of S^) . Then clearly 

(x^) = a-(yij)'b where yij denotes the element of E associated to (2/g)a€j. Therefore 

we conclude 

ll(*0")lls»[fi] < IWl2p||(Wi)||Mw(fi)||6||2p 

:im||(ff5)llMm№)<l. 

Conversely, if ||(xti)||s?[jg] < 1, we can write (xij) = o-(jfo)-b with ||a||sjp = ||6||syp = 

1 and \\(yij)\\M,E) < 1- Let (Vij)<*ei be a representative of y^. 
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Define zfj by the matricial identity (zfj) = a • (yg) • b. Then represents x^. 

Hence we have lim - = 0 for all i,,; and we conclude 

lim||(xg.)||5«[^] =lim| |(4.) l l5?[£a] < 1. 

By homogeneity this completes the proof of the first part. The last assertion is then 
easy to deduce from Lemma 1.7. • 

Proof of Theorem 5.1. — Let S = {(a,b) G BS2p(H) x Bs2p(H)\ a > 0, 6 > 0} . 
Consider the set T of all functions on S of the form 

V(a,&)eS f(a,b) = C* 
m 

||(axmijb)||pSp(l2OH) _ ||(u(dmij))||pSp[F] 

where (xm) is a finite sequence with xm G 5P 0 E for each m (so that x ^ } e E). 

Observe that by (5.5) and by Corollary 1.3, we have sup f(s) > 0. Hence by 
ses 

Lemma 5.2 there is an ultrafilter U on a set (Aa) of finitely supported probability 
measures on S such that 

V / G f lim 
u 

f(s)d\a(s) > 0. 

Now consider a finitely supported probability measure A on S, say 

A 

N 

k=l 

N 
with A* > 0, ^2 A* = 1. Then we can write by Lemma 1.14 

1 

k 

AfclKafeX^-bfc)!!^^^ < \\{axi3^)\\pSp{i2^H) 

where a and b are Hermitian, non-negative in the unit ball of S2P(H). Hence applying 

this to each Aa, we obtain nets (aa), (ba) in the unit ball of S2P(H) for which (5.3) 

holds. We can now check (5.4) easily using Lemma 1.7. Indeed, we deduce from (5.3) 

and (1.7) V a , 6 G Bs%p 

| |tf(a-(zij)-&)||s?[F] Clim ||(a • (aaXijba) • &)||sp(^<g>#) 

: Clim\\(aaxijba)\\Mn(<sp(H)) 

hence by Lemma 1.7 taking the supremum over all a, b in the unit ball of 5JP (and 

observing U(a • (xij) • b) = a • (u(xij)) • b) we obtain (5.4). 

Conversely assume u satisfies (5.4). Let Sa = SP(H) and let Sp be the ultraproduct 

of (Sa)aei associated to U. Let Ep C 5P be the closure in Sp of the subspace spanned 

in Sp by the elements of Sp associated to families of the form (aaxba)aej with x in E. 

Then by (5.4) there is a (uniquely defined) map u: Ep -> F with ||2||c& < C which 

takes the element of Ep associated to (aaxba)aei to u(x). (See Remark 5.7 below for 

more details.) By Corollary 1.2, we have \\Is^ ^ ^ \ \ S ; [ E P ] ^ S ^ [ F ] < 1 SO that using the 
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second part of Corollary 1.2 and Lemma 5.4 (and recalling Theorem 1.9), we obtain 

(5.3). From (5.3) it is easy to deduce that n°(u) < C. See Remark 5.7 below for more 

details on this point. • 

Corollary 5.5. — Let u: E -» F be a completely p-summing map (1 < p < oo) and 
let U: Sp ®min E SP[F] be the corresponding map. Then 

\\U\\cb = \\U\\ = n°p(u). 

In particular, we have 
||u||cb <II°p(u) . 

Proof. — Since l%®zh « ¿ 2 , we have a map v: Sp(^2 ®2^2)®min-E -> Sp[t^®2^\F] 

associated to u with \\v\\ = \\U\\ = 7r°(u). Now let (xij) £ Mn(Sp <8>min E) with 
e Sp <g>min E. We have by Lemma 1.7 

\\{U{xij))\\Mn{Sp[F]) 

sup{||o- (U(xij) -ftHs^iF]] I a,be 52"p, ||a||s» < 1, | |%»p < 1} . 

Hence this is 

: ||v|| sup{||a • (x^) • b\\sp(q<s>t2)®minE} 

where the supremum is the same as above. Hence by Theorem 5.3 this is 

|M|sup{||(a<g) Jsp ®a')(xij)(b®ISp ® &')IUP(^®2*2®2#)} 

where the supremum runs over all a, 6, a', 6' in the unit ball of S^p and S2P{H) respec

tively. By Theorem 5.3 again this is 

IH111 (xij )\\sp <g>mi„ ( M„ ® min £?) l|v||||(^i)llMn(Sp®mi„£?). 

Hence we conclude \\U\\cb < \\v\\ — \\U\\ — 7r°(u). Since the inequalities \\U\\ < \\U\\cb 

and \\u\\cb < \\U\\cb are obvious, this concludes the proof. • 

Remark. — In [BP], [ER2], a natural operator space structure is defined on the 

space cb(E,F). The preceding corollary allows to equip the space U°(E, F) with the 

operator space structure corresponding to cb(Sp ®min E, SP[F]). 

Proposition 5.6. — Let K be any Hilbert space. Consider a, b in S2P(K) and let 
M(a,b): B(K) SP(K) be the operator defined by M(a,b)x = axb for all x in 
B(K). Then 

(5.6) l|M(a,6)|U < T £ ( M M ) ) < \\a\\s2piK)\\b\\s2p(K). 

Proof. — By Theorem 5.3 if a, b are in the unit ball of S2P(K), then M(a, b) is 

a contraction from Sp <g)min B(K) into Sp((,2 ® K). But by Theorem 1.9, Sp(£2 <8> 

K) = Sp[Sp(K)]. Hence we obtain -K°p(M(a,b)) < 1. The inequality (5.6) follows by 

Corollary 5.5 and by homogeneity. • 
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Remark 5.7. — We will now reinterpret Theorem 5.1 as a factorization theorem. Let 

us denote briefly by B the ultraproduct of (Ba)aei with Ba = B(H) for all a in / . 

As above, we let Sp = (Sa)u where Sa = SP(H) for all a in / . Let M: B -> Sp be 

the operator associated to the family (Ma)a€j where Ma: Ba -> Sa is defined by 

Ma(x) = aaxba. Let i: E -» B be the map which takes x E E to the element of 

B corresponding to (xa)aei with xa = x for all a. Clearly i is a complete isometry. 

Let £"00 — Similarly let Ep = Mi(E) where the closure is in Sp. Applying (5.4) 

first with n = 1, we can define a map u: Mi(E) F by setting 

u(Mî(x)) = ti(x). 

By (5.4), lï is unambiguously defined and 

| |S(Mt»)| |F < C\\Mt(x)\\§p for all x in E. 

Hence u can be extended to the closure Ep of Mi(E) in 5P, and this extension- still 

denoted by u - satisfies < C. Actually, applying (5.4) in general, we find 

\\u\\cb < C. 

This gives a factorization diagram as follows: 

B 
M 

Sp 

EQO 
M 

Ep 

î u 

E 
u 

F 

where M. : £JŒ —>• EP is the restriction of M to E^. We now claim that 

(5.7) II°p(Mî) < 1. 

Equivalently, this claim means that for all n and all (xij) in S™ 0min E we have 

(5.8) IIO*tf)IUy[J5y < ll(^i)ll5j®mi»JS?-

Now by Lemma 5.4 (and Corollary 1.2) we have 

\\(xij)\\s;[Ep] Km\\(aaXijba)\\s;[sp(il)] 

but by (5.5) we have 

\\(aaXijba)\\sn[sp(H)] < ll(^j)||sj®min£(jj) = W(xij)\\s2®minE 

hence we obtain (5.8). This proves our claim (5.7). 

We summarize the content of the preceding remark in the next statement. 

Corollary 5.8. — If u: E —> F is a completely p-summing map, then there is a 

subspace X of an ultraproduct of spaces of the form SP(H) for which u admits a 

factorization u = AB through X with B: E -> X, A: X -> F such that 

\\A\\cb\\B\U<\\A\\cb7r0p(B)<7r°p(u). 
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Proof. — The factorization follows from the preceding discussion. We let X = Ep, 
B = Mi and A = u. Note \\A\\cb < ^(u) . Moreover, by (5.7) and Corollary 5.5, we 
have \\B\\CB < <(B) < 1. • 

In the case E C MN (or E = MN), we note the following simpler variant of 
Theorem 5.1. 

Theorem 5.9. — Assume E C MN for some integer N > 1. Let F be an arbitrary 
operator space and let u: E -> F be completely p-summing with C = TT£(M). Then 
there are a. b Hermitian non-negative in the unit ball of BSN such that for all n and 
for all (xij) in ® E we have 

(5.9) ll(u(zij))||s?[F] < CWiaxijfyWsntsN). 

Proof. — By Theorem 1.1, we have (5.3) but since the set S = BSN XBSN is compact, 

(aa) and (ba) norm-converge along U to elements a and b in S^, so that (5.9) follows. 

Remark 5.10. — In the situation of Theorem 5.9 we have a factorization of u of the 
form 

MN M 
S? 

E 
M Ep-u->F 

where the arrows are defined as follows: for any x G MN we have Mx = axb, Ep coin
cides with M(E) C Sp and finally M is the restriction of M. Then, by Lemma 1.7, 
(5.9) implies that u is c.b. with ||S||C& < C. 

Note that if E = MN, we can replace a, b respectively by (1 + e)~l(a + el) and 
by (1 + e)~x{b + el) with e > 0 arbitrarily small. We then obtain Ep = Sp and 
INIc& < C(l + £)• This is the operator space version of the p-integral factorization of 
u. 

Remark 5.11. — M. Junge (personal communication) observed that one can develop 
a variant of p-summing operator which is intermediate between the Banach space case 
and the completely p-summing one of this paper. Junge's original motivation was to 
generalize to any 1 < p < oo the notion of (2, oft)-summing operator introduced in 
[PI]. This idea has interesting applications to the factorization theory. For instance 
it yields characterizations of maps which factor through a commutative Lp-space, 
say Lp(n,/x), equipped with the operator space structure defined by interpolation, as 
explained in section 2 above. 

More generally, let n > 1 be a fixed integer. One can then characterize the operators 
which factor through an operator space of the form 

Lp(Q,fi;S;) 
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for some measure space (fi,/i). Note that, since n is fixed, this class of spaces is 

stable by ultraproduct. To handle this kind of factorization, Junge observed that the 

following notion is the "right" one. (Actually he originally considered only the case 

n = 1.) Let i£, F be operator spaces and let u: E F be a linear map. Recall that 

n > 1 is fixed. We will say that u is £p(5p )-summing if u induces a bounded linear 

map from tp{S%) <8>mi„ E into £P(S^[F]). We denote 

^n)(ti) = ll^(w)l|. 

Let C — 7rpn\u). Then, by the same proof as in Theorem 5.1, it is easy to check that 

there are J, aa,&a and U as in Theorem 5.1 such that (for the specific integer n) u 

satisfies (5.4). Conversely (again by the same proof) if u satisfies (5.4) with respect 

to n then 7r£n)(u) < C. 

Equivalently this can be reformulated as a factorization: a map u: E F is ZP{S™)-

summing with irpn^ (u) < C iff u admits a factorization of the form 

E 
V Ep U 

F 

with 7Tp(v) < 1 and 

\\ÏÏ\\Mn(Ep)-+Mn(F) < C. 

When n = 1 and p = 2, this notion reduces to the (2, oft)-summing operators and 

II2(1) (u) n2toh(u). 

We refer the reader to a forthcoming paper of M. Junge for more details. 

We now compare the notions of completely p-summing and absolutely p-summing. 

Proposition5.12. — Let be any probability space and J: Z/OO(AO ~ * Lpiv) 

be the inclusion map. Let X C L00(fjl) be a subspace, let Xp be its closure in Lp(fi) 
and let j : X —> Xp be the restriction of J. Then j is completely p-summing and 

n°p(j) <1. 

Proof. — By the preceding results we have contractive inclusions 

£oo(/i) ®min s; - > Loo(/x; s;) -> Lp(JJL; S;) -> S;[Lp(ri]. 

It follows that 7Tp(J) < 1 hence a fortiori < 1. 

Remark 5.13. — Let J5, F be operator spaces. Assume that F is equipped with the so-

called minimal operator space structure in the sense of [BP], i.e. the structure induced 

by any isometric embedding of F into a commutative C*-algebra. Then it is clear 

that for any operator space G and any map v: G F we have ||t;|| = IM|C&- Then 

if a linear map u: E F is absolutely p-summing in Pietsch's original sense [Pi], 

it is completely p-summing. (The converse is obviously false in general.) Indeed, by 

Pietsch's factorization theorem [Pi] there are (ÎÎ, ^ ) , 5 , Sp and j as in Proposition 5.12 

for which there is a factorization of u of the form E-^S-^SP—^F with ||îï|| = TTP(U) 
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and = 1. Clearly ||i||c& < and ||S||C& < by our assumption on F, hence by 
Proposition 5.12 u is completely p-summing and we have 

II°p (u) ; l N U ^ ( j ) | N U < 7 r p ( u ) . 

If F is an arbitrary operator space, then we can only conclude that u is £p(Sp)-

summing with 7 ^ ( 1 / ) < TTP(U) in the sense of Remark 5.11 above. 

The following Lemma will be useful in the sequel. 

Lemma 5.14. — Let K be an arbitrary Hilbert space. Let 1 < p < oo. Consider 
u G SP(K) 0min E. Let m : SP(K)* -> E and u2: E* -> SP(K) be the associated 
linear maps. Then 

(i) Ifui is completely p-summing, then u G SP[K\E] and \\u\\sp[K\E} < ^ ( ^ l ) -
(ii) Ifu G SP[K;E] then u2 is completely p-summing and np(u2) < \\u\\sp[K\E\-

Proof. — Using Lemma 1.12, it is easy to reduce to the case when K is finite dimen

sional, so that we may assume K = 1% and SP(K) = S£. Consider then u G S£[E\. 

Let i be the element of S™ ® (SH)* corresponding to the identity map on S£. We have 

||(ISnp O u1) (i)||Snp[E] rf(ui)\\i\\sï®min(Sï)* 

hence since (Is% 0 w i ) ( i ) can be identified with this implies |M|sn[£ ] < 7r£(iii), 

whence the first part. 

To prove the second part, assume IMIsj^ < 1. Then by Theorem 1.5 there are x in 

the unit ball of Mn(E) a and b in the unit ball of S2p such that u = a • x • &, hence 

u2 = M(a,b)v where v: E* -» Mn is the map associated to x in the natural way. 

Therefore by (5.1) we have 7r£(u2) < 7r°(M(a,b))\\v\\cb < 1. This proves the second 

part. • 

Remark. — For a recent application of the notion of completely p-summing map to 
"split inclusions" of (von Neumann) factors, see [Fil]-[Fi2] (more precisely, what is 
used there is a notion of completely p-nuclear map). 
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OPERATORS FACTORING THROUGH OH 

We recall that we say that an operator u: E -> F factors through OH if for some 
index set / we have a (completely bounded) factorization of u through the operator 
Hilbert space OH (I) which is introduced and studied in [PI]. Moreover, we denote 
by joh(u) the infimum of ||a||c&||fr||c& over all / and all factorizations of u of the form 
u = ab with c.b. maps b: E OH (I) and a: OH (I) -> F. 

Note that by Corollary 2.4 in [PI] we know that if H is isometric to £2(1) then 
82(H) is completely isometric to OH (I x I). Moreover, since the class of operator 
spaces of the form OH (I) is stable by ultraproduct, by Remark 5.7 we have 

Proposition 6.1. — Every completely 2-summing map u: E -> F factors through 
OH and satisfies 7oh(u) < ^(u). More precisely, assume E C B(H). Then there is 
a set J and maps V: B(H) -> OH(J) and T: OH(J) F with n%(V) < 1 and 
\\T\\cb < n%(u) such that 

u = TViE. 

In particular, u admits an extension v: B(H) -» F satisfying ^(v) = ^ ( u ) . 

Proof. — With the notation of Remark 5.7, let P: S2 E2 be the orthogonal 
projection. Define T: S2 F as T = uP. Since 5 2 is completely isometric to 
OH(J) for some J, it is homogeneous in the sense of [PI], so that ||P|| = ||P||C&-
Hence \\T\lcb < ||5||c& < ^(u), and we clearly have u = TMi. This settles the first 
assertion. Now, let j: B(H) -> B be the map which takes x G B(H) to the element 
of B corresponding to (xa)aei with xa = x for all a. Clearly, j is a complete isometry. 
Let V: B(H) -> S2 be the composition V = Mj. Then, by (5.7) applied in the case 
E = B(H), we have n$(V) < 1. Note that J \ E = h hence TV\E = TMi = u. Clearly, 
we can replace S2 by OH(J) in the factorizations if we wish and we obtain (taking 
v = TV) the second part of Proposition 6.1. • 

In [PI], we introduced the class of (2, oft)-summing maps as follows. An op
erator u: E -¥ F is called (2, oft)-summing if there is a constant C such that 

file:////T/lcb


62 CHAPTER 6. OPERATORS FACTORING THROUGH OH 

V n V x\,..., xn E F we have 
x 1/2 

> ( * * ) l l 2 ) c 
1/2 

Xi®Xi 

We denote by 7T2,0/i(^) the smallest constant C for which this holds. It turns out that 
if F = OH this notion and the notion of "completely 2-summing" map coincide: 

Proposition 6.2. — Let u: E -» F be a linear map between operator spaces. If u is 
completely 2-summing then u is (2, oh)-summing and 7r2^0h(u) < n2(u). Moreover, if 
F — OH(I) for some set I then the converse also holds and we have 

K2,oh(u>) = 7r£(u). 

Proof. — Let xi,...,xn £ E. Let Xij = X{ if i = j and xij = 0 if iI ^ j. We have by 
Corollary 1.3 

I K * i ) l l 2 ) \\(u(Xij))\\s^[F] •*Z(u)\\(Xij)\\sS®minE 

7 T 2 » 
1/2 

X{ 0 X{ , 

hence ir2,0h(u) < n2(u) an(̂  tne first assertion follows. Conversely, let us assume 
F = OH (I). By Corollary 6.8 in [PI], every (2, o/i)-summing map u: E -> F admits 
a factorization of the form u = uMi with M,i as above and with < 7r2y0h(u)' 
But now if F = OH (I), since 52 is itself completely isometric to OH(J) for some set 
J, it follows that for u: S2 -> F we have \\u\\cb = < 7r2,0/ i (^) . Hence, we conclude 
that u is a completely 2-summing map and we have 

T T J W < NU 7T|(Mt) < 7T2i0h{u)7r^Mi) 

hence by (5.7) 

< K2,oh(v>). 

In particular, we have obviously 

Proposition 6.3. — Let /, J be arbitrary sets. Let u: OH (I) —• OH(J) be a linear 
map. Then the Hilbert-Schmidt norm of u, denoted by \ \ U \ \ H S satisfies 

\ \ U \ \ H S = ^ 2 ( U ) = ^2i0h{u). 

Proposition 6.4. — Let I be any set, let F be any operator space and letv: OH (I) ->> 
F be a linear map. Then v is a completely 2-summing map iffv admits a factorization 
v = AB with B: OH {I) OH, A: OH -> F such that B is Hilbert-Schmidt and 
A is c.b. Moreover we have 

7 T 2 > ) = i n f { | № S P | U } 

where the infimum runs over all possible factorizations. 
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Proof. — First assume that v = AB as above. Then by (5.1) 

T T 2 » < *°2{B)\\A\\cb 

hence by Proposition 6.3 we have TT2(V) < \\B\\Hs\\A\\cb- Conversely, assume that v is 
completely 2-summing. Then by Proposition 6.1, v admits a factorization of the form 
OH(I)-^S2-^F, with ||A||c6 < 7r%(v) and TT%(B) < 1. But since S2 is completely 
isometric to OH(J) for some set J, we again have by Proposition 6.3 ||#||frs = n2 (B), 
and since a Hilbert-Schmidt map has separable range, we can replace OH(J) by OH 
in the factorization. • 

Using Propositions 6.2 and 6.4, we can reformulate Theorem 7.7 in [PI] in a fashion 
entirely analogous to a result of Kwapien [Kwl] in the Banach space setting. 

Theorem 6.5. — Let E, F be operator spaces and let C be a constant. The following 
properties of a linear map u: E -> F are equivalent: 

(i) u e Toh(E7F) and loh{u) < C. 
(ii) For any completely 2-summing map v: F ->> OH, the map (vu)* is completely 

2-summina and 
тгКМ*) Cn°2(v). 

(iii) For any n and any v: F —> OHn we have 

7 T 2 ° ( M * ) < Cn°2(v). 

(Hi1) For any n and any v: F -> S2 we have 

7 T 2 ° ( M * ) < C 7 T 2 » . 

(iv) For any operator space G and any completely 2-summing map v: F -> G, the 
map (vu)* is completely 2-summing and 

II°2((cu)*) CII°2(v) . 

Proof. — The equivalence of (i) and (ii) is clear from Theorem 7.7 in [PI] and the 
preceding Corollaries, (ii) & (iii) is easy, (ii) (iv) follows from the factorization in 
Proposition 6.1 and (iv) (ii) is trivial. 

Finally the equivalence (iii) (iii)' is obvious since S2 is completely isometric to 
OHn2. • 

Lemma 6.6. — Let X = OH (I) for some set I. Let K be an arbitrary Hilbert space. 
Then 

S2[K]X] = S2(K) ®hx 

completely isometrically. 
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Proof. — Assume K = £2 for simplicity of notation. By Theorem 1.1 (case 0 = 1/2) 
we have 

S 2 [ K ; X] = OH®hX ®h OH. 
Now if X = OH(I), by Corollary 2.12 in [PI] we have 

OH ®fc X®hOHx, OH(N xJxN) 
0H№ xNxI) 

hence again by Corollary 2.12 in [PI] 

OH(N x N) (8)/» OH(I) 

hence 

S2 ®h X. 

Lemma 6.7. — Let u: E -> F be a linear map between operator spaces. Then 

7ofc(ti) = sup{7o/l(Tu) \T: F-> Mn, ||T||c6 < 1, n G N } . 

Proof. — Clearly this supremum is at most j0h(u)- To show the equality, let j: F -> 
B(H) be a completely isometric embedding. Clearly joh{u) = loh{ju). Hence we may 
as well assume that F = B(H). But then there is a family of matrix spaces (Mn.)»Gj 
and an ultraproduct of (Mni)*ej which contains ^B(i^) completely isometrically. Let 
T{: B(H) -> Mn. be the corresponding mappings with ||T»||C6 < 1 so that the associ
ated operator (T{)u: B(H) -¥ (Mni)u is a complete isometry. Then we have by the 
stability of the class of spaces OH (I) by ultraproduct 

loh{u) ; U r n 7 o / i ( l i t i ) . 

This yields Lemma 6.7. 

It will be useful to record here the following finite dimensional version of Theo
rem 5.1. 

Theorem 6.8. — Let N > 1. For any operator space F and any u: M N -> F there 
are a, b in the unit ball of S± such that u admits a factorization as follows 

MN 
M 

^2 
T F , 

i.e. u = TM where T: S2 - » F satisfies ||T||C& < n2(u) and where 

Mix) = axb. 

Conversely, any operator admitting such a factorization satisfies ir2(u) < ||T||C&. 

Proof. — This follows immediately from Theorem 5.9 and Remark 5.10. • 

Theorem 6.9. — Let u: E -» F be as in Theorem 6.5. The properties considered in 
Theorem 6.5 are equivalent to each of the following 
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(v) For any bounded linear map A: S2 —• S2, the operator A ® u extends to a c.b. 
map from S2[E] to S2[F], with c.b. norm < C\\A\\. 

(vi) For any n and any A: S2 -> S2 we have 

\\A®u\\cb(S2[E],S%[F]) : C\\A\\. 

(vii) For any n and any A: S2 -» S2 we have 

\\A®u\\s2[E]^S2[F] C\\A\\. 

(viii) For any n and any A: S2 -> S2 we have 

A<8>u*\ S2[F*]-+S2[E*] C\\A\\. 

Proof. — (i) (v): To show this it clearly suffices by Corollary 1.2 to show that, if 

X = OH (I) for some set J, then A®Ix defines a complete contraction on S2[X] when 

||A|| < 1. This is an immediate consequence of Lemma 6.6 and of the homogeneity 

of S2 = OH(N x N). (This also follows from Proposition 3.9. Alternate proofs 

can be given using Theorem 1.9, or (2.10) for p = 2 and E{ one dimensional, and 

Corollary 1.2.) Then (v) => (vi) (vii) are trivial and (vii) (viii) is easy by 

duality using Corollary 1.8. It remains to show (viii) => (i). 

By Lemma 6.7, we can assume that F = MN for some N and it suffices to show that 

(iii)' holds in that particular case. Let v: F S2 be such that n2(v) = 1. We claim 

that (iii)' holds, i.e. that 

(6.1) 
* ! ( M * ) 

C 7 T 2 » = a 

To check that, since F = MN we may assume by Theorem 6.8 that v = TM as in 

Theorem 6.8 with ||T||C& < 1. Since the presence of T clearly does not affect (6.1) we 

may as well assume that v takes values into S2 and that v is of the form v(x) = axb 

where a,b are in the unit ball of . In other words (see Theorem 1.5) v: F -t 

is associated to an element v in S^[F*] with ||v||5Ar[F*] < 1. Now to check that 

(vu)* : S^* -¥ E* satisfies (6.1) note that by definition of the norm n^-) we have 

(6.2) <{{vuY) sup{||(/s2« ® M*)(/3)lls?[ß«]} 

where the supremum runs over all n > 0 and all (3 in the unit ball of 52 <2>min S^*-

Clearly such a j3 can be viewed as a linear map B: —• S% with < 1. Then 

we have 

(Iss ® (vu)*)ß (B®u*)v 

so that by our assumption (viii) we have (we may clearly assume n = N if we wish 

by adding zeros) 

\(ISS ® (vu)*)ß\\Sn[E.] : Cll^ll \\V\\S»[F*] C. 

By (6.2) we conclude that (6.1) holds and this completes the proof of (viii) (i) and 

hence of Theorem 6.9. • 
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Remark. — The preceding result implies that for all u: E -> F we have 

(6.3) <yoh(u) = sup{P ® u\\cb(S2[E]is2[F]) \A: S2 -> S2 \\A\\ < 1}. 

This allows to equip T0h(E,F) with a natural operator space structure, by defining 

for all (uij) in Mn(Toh(E,F)) 

\\(Uij)\\Mn(roh(E,F)) 

sup{||A <g> (uij)\\cb(s2[E\9MniS2im \A: S2 -> S2 \\A\\ < 1}. 

Equivalently, by (6.3) we can view T0h(E,F) as subspace of 0 E A where J = 
AGI 

{A: S2^S2\ \\A\\ < 1} and EA = cb(S2[E],S2[F]). 

The embedding J: TOH(E,F) -> 0 E A is defined by J(u) = (A <g> U ) A G J . Since the 
A G / 

spaces have a natural operator space structure (cf. [BP], [ER2] ) the same is true 

for 0 EA and a fortiori for the image of T0h(E, F) under J. 

Remark 6.10. — We recall that when E, F are Banach spaces, we denote by T2(E, F) 

the space of all operators u: E —» F which can be factorized through a Hilbert space, 

i.e. there is a Hilbert space H and a factorization of u of the form E—yH-^F. We 

denote below 

IM|ra(tf,F) inf{||a|| ||b||} 

where the infimum runs over all such factorizations. 

In fKwll, Kwapien proved that we have 

IM|r2(S,F) c 

iff for all N and all operators t : £2 —y £2 we have 

II*® u\\tN(E)^œ(F) C\\t\\. 

We will now prove the operator space analog of his result. 

Theorem 6.11. — Let u: E -» F be an operator between two operator spaces. Then 
the properties considered in Theorems 6.5 and 6.9 are all equivalent to 

(ix) For any N and any t: £2 £2 we have 

II*® U\\voh(i^(E)^{F)) C\\t\\. 

(x) For any N and any t: £2 -> to we have 

II*® u\\cb(i^(E)^(F)) C\\t\\. 

(xi) For any measure space (fi,/x) and any bounded operator t: L2(/J) -> L2(fj) we 
have 

II*® ̂ ||c6(L2(,x;^),L2(/x;F)) C\\t\\. 

(xii) For any n, we have 

Wh? ® u||r2(Sy[E],S?[F]) C. 
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(xiii) For any n and any A: So -¥ So we have 

\\A®u\\r2{s2[E],S2[F]) C\\A\\. 

Proof. — By Proposition 2.1 (iii), t2(OH(I)) and L2(fi]OH(I)) are completely iso

metric to OH(J) for some set J. Therefore it is easy to show that (i) (ix), and 

(ix) =>• (x) is obvious. Similarly we have (i) (xi) and (xi) =>• (x) is trivial. We will 

now show (x) (xii). 

Assume (x). Fix an integer n. By Proposition 2.1 we have a complete isometry 

S2[e?(E)] « tg(S2[E\). Hence for all t: t$ -> Ig if (x) holds we have by Corol-

larv 1.2 

|*®/55 ®U>\\t»(S2[E])->£»(S2[F]) C\\t\\. 

Therefore by Kwapien's result (see Remark 6.10) 

I/55 ®ti||ra(sj[iqfsj[F]) a 

This proves (x) (xii). 

Now assume (xii). Then for any e > 0 we have a factorization through some Hilbert 

space H as follows 

/ s»®t i : S?[E]AflAs2n[F] 

withllalKCa+e), Hbll < 1. 
Equivalently, we have maps a,ij : E -> H such that for all x = (xij) in S2[E] we have 

(6.4) ll(u(*tj))IUj[F] , aij (Xij ) 
i f " 

C(l + e)\\x\\sm. 

Now consider arbitrary choices of signs e\ = ± 1 , e" = ± 1 and permutations o-!, 02 of 

{ 1 , . . . , n } . Replacing (xij) by 

(eieix'i(0'2(i)) 

and averaging (6.4) (after squaring it) over ej, e'j, 01,02 with respect to the uniform 

measure, we obtain 

(6.5) \\{u(xij))\\s2[F] 
1/n2 

ijki 
I I M * « ) I I 2 

1/2 

:C(l + e)\\x\\Sn[E]. 

Let K = tf(H). Let a: E -> K be the map defined by 

a(#) 
1 

n 
Gij(x))ij<n. 

Then (6.5) can be rewritten as 

(6.6) ll(u(*«))llsj[in ' 
kl 

\\a(xke)f 

1/2 

:C(l + e)\\x\\S2[E]. 
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Let U: S% be the standard isometry. Then, by (6.6) we have a map /3: K F 

such that Is? <8> u admits a factorization of the following form 

ISn2 O u: Sn2[E] 
UOa ln2 2(K) U-1OB 

S?[Fl, 

with \\U <g> a|| < C ( l + e) and HI/"1 <g> /?|| < 1. 

Then consider any A: S% -> S%. We have 

A<g)u = (U'1 0 ß^UAU-1 0 I*)(E7 0 a) 

hence 

Axw||r2(S»[ĵ ,S»[F]) CXi+eJIIEMCr1®/* Q2(Ä')-»./2*2(Ä") 

C ( l + e)|L4||. 

Since £ > 0 is arbitrary this proves that (xii) (xiii). Clearly (xiii) => (vii) hence by 

Theorem 6.9 we also have (xiii) => (i) and this completes the proof. • 

It is well known that Hilbert spaces are characterized among Banach spaces by the 

parallelogram inequality: 

Vx,2/ e E ll* + ff||2 + ||*-tf||2 
2 

INI2 + IMI2. 

In other words, given a Banach space E, let 

T: l\{E)^l\{E) 

be the operator defined by 

T(x,y)--
x + y 

v/2 

x - y 
V2 

Then E is isometric to a Hilbert space iff | |T|| < 1. 

In the category of operator spaces, we have an analogous result: 

Theorem 6.12. — Let E be an operator space. Then ||T||C& < 1 iff there is a set I 
such that E is completely isometric to OH (I). 

Proof. — If E = OH (I), then the map u = I E satisfies property (x) in Theorem 6.11 

with C = 1. Hence we have ||T||C& < 1. To prove the converse, let v: t% ->> £% be the 

( x ~\~ \i x — %i \ 

map taking (x,y) to y ^_ , ^_ J (rotation by 7r/4) S O that T = v 0 I E - Recall 

that, by Proposition 2.1, we have isometrically 
S?[4(E)} --

Hence if ||T||c6 < 1, we have (by Corollary 1.2) 

Psj ® T\\cb(SS[ll(E)],S^[il(E)]) 1, 

therefore 

\\V 0 Isz[E]\\ll{Sl£[E))^tl(SZ{E}) 1. 
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But this means that the normed space S2[E] satisfies the parallelogram inequality, 

hence that it is isometric to a Hilbert space. It follows that u = IE satisfies the 

property (xii) in Theorem 6.11 with C = 1, whence joh(lE) < 15 or equivalently E is 

isometric to OH (I) for some set J. • 

As an application, we obtain a new approach to the results of section 9 in [PI]. 

Theorem 6.13. — For any n-dimensional operator space E we have 

(6.7) II2°(IE) n1/2 

Therefore, there is an isomorphism u: E -> OHn such that \\u\\cb\\u 1\\cb < y/n, and 
if E C B(H) there is a projection P: B(H) E such that \\P\\cb < n1/2. 

Proof. — The proof is identical in structure to Kwapien's well known argument for 

the analogous result in the normed space case (cf. e.g. p.15-17 in [P2]). 

By (5.2) we have 

7r2°( /^) = sup{7r2°(r)|T: S;^E i m u < I} -

Now since S | is completely isometric to OH, (cf. Remark 1.11) it follows that any 

T: S% -t E with ||T||c6 < 1 factors a sT = TXT2 withTx: OHn -> E,T2: S% -> OHn 

such that IITilU < 1, ||T2|U < 1. Hence by (5.1) we have 

II2°(IE) s u p K ( T ) I T OHn -> E | | T | U < 1 } . 

By (5.1) again this yields TT^IE) < it%(IoHn)> by Proposition 6.3 we get ^2{IoHn) 

Conversely, by Proposition 6.1 we have a factorization of IE of the form 

E-
u 

OHn 
Û 

E with ||S||c6 < T T K J B ) 

and n2{u) < 1. Indeed, using a suitable orthogonal projection we can factor through 

an n-dimensional subspace of E2. Thus u = it-1, hence IoHn — uu so that we have 

by Proposition 6.3 
n1/2 

- n%(IoHn) II°2(uu) II°2(u)||u||cb II2°(IE) 

This concludes the proof of (6.7). 

We have, by Corollary 5.5, ||u||c& < n2{u) < 1 and ||ii-1||c& = ||5||c& < y/n. Hence 

IMIc&H^-1 ||c& < y/n. Moreover, by Proposition 6.1, u admits an extension v: B(H) —> 

OHn with 7r£(v) = - K 2 { U ) < 1, hence (by Corollary 5.5) |M|C& < 1. Then P = u~xv is 

a projection from B(H) onto E with ||P||C& < ||w_1||c&IM|c& < y/n. • 
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CHAPTER 7 

COMPLETELY BOUNDED FACTORIZATION 
THROUGH Lp, Sp AND ULTRAPRODUCTS 

7.1 . Factoring through LP. Perturbations and ultraproducts of operator 

spaces 

In this chapter, we will extend to the operator space setting, a collection of results 

due to Kwapien [Kw2], characterizing the mappings between Banach spaces which 

factor through LP or through one of its subspaces or through a subspace of one of its 

quotients. 

We start by a brief review of this theory. Let 1 < p < oo. We will say that a 
Banach space B is an Lp-space, if it is isometric to Lp(fi,E,/x) for some measure 
space (£) ,£, / / ) . We will say that B is an 5Lp-space (resp. an QLp-spa,ce) if B is 
isometric to a subspace (resp. a quotient) of an Z/p-space. Moreover, we will say that 
B is an SQLp-spa,ce if B is isometric to a subspace of a quotient of an Lp-space. 
(Note that a subspace of a quotient is automatically also a quotient of a subspace, 
so the QSXp-spaces are the same as the 5QLp-spaces and there is no need to iterate 
further.) Note that the class of SQLp-spaces seems to appear naturally in analysis 
(cf. [Her]). Perhaps the most striking result in [Kw2] is the following one. 

Theorem 7.1.1 ([Kw2]). — A Banach space B is isomorphic to an SQLp-space iff 
one of the following equivalent properties hold: 

(i) Any bounded operator T: £p —> £p extends naturally to a bounded operator on 
eP(B). 

(ii) There is a constant C such that, for any measure space (ft, £ , / i ) , for any bounded 
operator T: Lp(/j) Lp(fi), the operator T (8> / : LP(/J,;B) -> LP(/J,;B) is 
bounded with norm < C\\T\\. 

(iii) There is a constant C such that, for any n and any T: PI Pi we have 

\\T ® IB\\I*(B)-+IÎ(B) < C\\T\\t«^tn. 

Moreover, the smallest constant C appearing in (ii) or (iii) is equal to the min
imal Banach-Mazur distance of B to an SQLp-space. 
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Kwapien also characterized more generally the linear mappings u: Bi -> B2 which 
can be factored through an Lp-space (or a subspace or a subspace of a quotient of 
one). Actually there is a technical difficulty which appears here and we must consider 
factorizations going into the bidual of B2. That is to say: we denote by i: B2 -» B%* 
the canonical inclusion and we consider all the commuting diagrams below: 

B 
u1 u2 

B1 u 
>B2 

i 
>B? 

Then we let 

7 L » = inf{||li1|| ||ti2||} 

where the infimum runs over all factorizations of this form where B is an Lp-space. We 
will denote by JSLP (U) the infimum when B runs over all SXp-spaces, and by JSQLP (U) 
the infimum when B runs over all possible SQLp-spa,ces. Note that obviously 

lSQLp(u) < JSLp(u) < 7Lp(w). 

The basic result in [Kw2] is the following one. 

Theorem 7.1.2 ([Kw2]). — Let 1 < p < oo. Let u: Bi -» B2 be a continuous linear 
map between Banach spaces and let C be a constant. The following are equivalent. 

(i) 7 L » < C . 
(ii) For any finite dimensional Banach space Y and for any composition B2-^Y^Bi 

with v\ p'-summing and v2 p-summing the composition v2v\u satisfies 

|tr(v2viti)| < C-Kp'iv^iTpivZ). 

From this result it is easy to derive (by routine arguments) characterizations of 
maps factoring through an SLP or through an SQLp-space. Indeed, if j : B2 —> ¿00 (I) 
is an isometric embedding (/ being a suitable set) then JSLP(U) = JLP(JU) and if 
q: £i(I) -> B\ is a metric surjection then JSQLP(U) — jLp(juq). 

The general method, used by Kwapien, is the duality theory for ideals of Banach 
space operators developed by Pietsch following Grothendieck's fundamental work [G] 
on tensor products. Roughly the modern viewpoint can be briefly described like this: 

Firstly one observes that one can reduce to the case when both B\ and B2 are finite 
dimensional. More precisely, for any u: B\ B2 we have 

1LP{U) = sup{jLp(qu\s)} 

where the supremum runs over all finite dimensional subspaces S of B\ and all finite 
dimensional quotient spaces Q of B2, with q: B2 —> Q denoting the quotient map. 

This first point depends on the fact that for 1 < p < 00 , the class of Lp-spaces is 
stable under ultraproducts. (This point does not seem to have a perfect analog in the 
operator space setting, see below.) 
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Secondly, when B±, B2 are both finite dimensional then factorization through Lp is 

the same as factorization through £p or through for some n. This point is extended 

to the operator space setting in Lemma 7.1.5 below. But now the connection with 

p-summing operators appears: indeed for instance it is easy to see that if we use the 

trace duality 

(u, v) = tr(im) 

(where u: B\ —> B2 and v: B2 -» B\ are linear maps) then the dual norm to 7 / ^ (U) 

coincides with the absolutely summing norm of v, denoted by 7Ti(v). More generally, 

as Kwapien showed, if we define (for 1 < p < oo and lip 4- lip' = 1) 

Y*Lp(v) sup{| tr(tm)| \u: Bi -> B2 JLP(U) < 1} 

then we have (here by convention stands for the operator norm) 

(7.1.1) 1LP(V) = i n f { v ( " O ^ P K ) } 

where the infimum runs over all possible factorizations of v of the form 

B2 
VI, Y V2 

^ l : 

Y being; an arbitrary Banach space. 

Thus we can describe the dual norm YLP m terms of p-summing operators, and by 

the bipolar theorem (recall B\, B2 are finite dimensional in the present discussion) we 

obtain a new description of JLP by identifying it with (72p)*- In other words, we can 

write 

(7.1.2) 1 L P { U ) =SUp{|tr(tw) v: B2-^B1 7 2 » < 1 } 

and this is now a significant result because, by (7.1.1) we have a specific description 

of 72 • The preceding identities (7.1.1) and (7.1.2) imply essentially all of Kwapien's 

results stated above. In the next section, we will follow essentially the same program, 

and discuss the difficulties as they appear. 

We end this section with several simple facts from the Banach space folklore which 
can be easily transferred to the operator space setting. We start by a well known fact 
(the proof is the same as for ordinary norms of operators). 

Lemma 7.1.3. — Let v. E —> F be a complete isomorphism between operator spaces. 
Then clearly any map w: E -> F with \\v — w\\cb < H^-1!!^1 *5 <*9ain Q> complete 
isomorphism and if we let A = \\v — tf;||C6||v_1||C6 we have 

l k - 1 | | c 6 < I K 1 | U ( l - A ) - 1 and l l ^ - v ^ l U ^ H ^ I U l - A ) - 1 . 

Recall that the c6-distance between two n-dimensional operator spaces Ei, E2 is 

defined as follows 

dcb(EuE2) ^infUI^ILtlIw;-1!!^}, 

where the infimum runs over all possible isomorphisms w: E\ —• E2. 
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Lemma 7.1.4. — Fix 0 < e < 1. Let E be an operator space. Consider a biorthogonal 
system (xi,x*) (i = 1,2, . . . ,n) with Xi G E, x* G E* and let yi,... ,yn e E be such 
that 

lk*ll \\xi-Vi\Ke. 
Then there is a complete isomorphism w: E -> E such that w(x{) — yi and 

\\w\\cb < 1 + e \\w-l\\ch<{l-e)-\ 

In particular, if E\ = span(#i,.. . ,xn) and E2 = span(2/i,..., yn), we have 

dcb(EuE2)<(l + e)(l-e)-1. 

Proof. — Recall that any rank one linear map v: E -> E satisfies = |M|C&. 
Let 5: E -> E be the map defined by setting S(x) = ^2x*(x)(yi — #;) for all x in 

E. Then ||J||c6 < Y, IK II hi -Xi\\ < e. Let w = I + S. Note that w(xi) = y{ for 

alH = 1 , 2 , . . . , n, \\w\\cb < 1 -h ||<5||c6 < 1 + £ and by the preceding lemma we have 

I k - 1 | l c 6<(i-^)-1. • 

Lemma 7.1.5. — Consider an operator space E and a family of subspaces Ea C E 
directed by inclusion and such that UEa — E. Then for any e > 0 and any finite 
dimensional subspace S C E, there exists a and S C Ea such that dcb(S, S) < 1 + e. 
Let u: Fx -> F2 be a linear map between two operator spaces. Assume that u admits 

the following factorization Fi-^E-^F2 with c.b. maps a, 6 such that a is of finite 

rank. Then for each e > 0 there exists a and a factorization F\-^Ea-^F2 with 

||2||c6||6||c6 < ( 1 + e)||a||C6||&|U, and a of finite rank. 

Proof. — For the first part let x\,..., xn be a linear basis of S and let x\ be the 

dual basis extended (by Hahn-Banach) to elements of E*. Fix e' > 0. Choose a large 

enough and t/i,. ..,yneEa such that \\xi\\ < e'- Let 5 = span(2/i,... ,yn). 

Then, by the preceding lemma, there is a complete isomorphism w: E —> E with 

IMUIk^ lU < ( l+e 'X1-^)"1 such that w;(5) = S C Ea. In particular, dcb(S,S) < 

(1 + £f)(l — £,)~1 so it suffices to adjust e' to obtain the first assertion. 

Now consider a factorization Fi—>E-^F2 and let S — a(Fi). Note that S is finite 

dimensional by assumption. Applying the preceding to this 5 , we find a and a 

complete isomorphism w: E -> E with ||w||C6||^~1||c6 < 1 + £ such that w(S) C Ea. 

Thus, if we take a = wa: Fi -+ Ea and b = bw^a, we obtain the announced 

factorization. • 

Convention. — Whenever we are discussing an ultraproduct Yl Ei/U of a family 

of Banach spaces or operator spaces, it will be convenient to identify abusively a 

bounded family (#i)ie/ with X{ G E{ for all i in J with the corresponding equivalence 

class modulo U which it determines in f ] Ei/U. Thus when we speak of (xi)i^i as 
iei 

an element of Yl Ei/U, we really are referring to the equivalence class it determines. 
iei 

This abuse is consistent with one routinely done in standard measure theory. 
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Remark 7.1.6. — Let (Ea)aei and (Fa)aei be families with Ea = E and FOT = F for 

all i in the index set / equipped with an ultrafilter U. Let E and F be the associated 

ultraproducts ( = ultrapowers). Let cfE' E —> E be the canonical (completely isomet

ric) inclusion and let ^ F - F —t F** be the canonical (completely contractive) map 

obtained by compactness of (BF**,V(F**,F*)), and defined by ^((xa)) = limxa. 

Then, let T: E -> F be a bounded linear map with associated "ultraproduct map" 

T: E -> F. It is an easy exercise to check that 

ij)FTipE iFT: E-+F**. 

More generally, we have 

(7.1.3) il>FT = T**i>E. 

Note in passing that iFT = T**iF-

Let (Ea)a£i be a net of subspaces of E directed by inclusion and such that (J Ea = 

E. We can then still define ip: \jEa -> Y\Ea/U by setting (p(x) = (ipa(x))a where 
a 

we set <pa(x) — x if x G Ea and = 0 (say) otherwise. By density, (p extends to a 
(completely isometric) map tp: E f ] Ea/U. Moreover, we again have a canonical 

complete contraction Yl -> E** defined by x/j((xa)) = limxa (the limit is 
aei u 

relative to a(E**,E*)). 

Remark 7.1.7. — In particular, if 1 < p < oo, the identity of the space Sp fac

tors (completely contractively) through an ultraproduct of the family {Sp \ n > 1} . 

Conversely, the identity of the space Sp obviously factors (completely contractively) 

through Sp. 

Remark 7.1.8. — It will be convenient in the sequel to use the fact that an ultra-
product of ultraproducts is again an ultraproduct. Let us briefly recall why this is 
true. Let J i , J2 be two sets equipped with respective ultrafilters U\ and Then the 
set 1\ x I2 can be equipped with a "product ultrafilter" W — U\ xU2 defined simply 
as follows: W is the collection of all subsets A C h x I2 with the property that 

{i G h\{j e I2\(iJ) G A} eu2} eux. 

Using the fact that an ultrafilter U on a set J is characterized as a filter such that, 

for any arbitrary subset A C / , either A or its complement I — A must belong to 

W, it is easy to verify that W = U\ x U2 is indeed an ultrafilter when U\ and U2 are 

ultrafilters. Moreover, if we are given a doubly indexed family {Eij \ i G h,j G / 2 } 

of Banach spaces (resp. operator spaces), then it is easy to check that we have 

.A. .A. \jel2 

Eij/U2 /U1 

(ij)eiixh 

Eij/W 

isometrically (resp. completely isometrically). 
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In particular, this, with the preceding remark, implies that, when 1 < p < oo, it is 
the same for a map to factorize contractively (resp. completely contractively) through 
an ultraproduct of Sp or through an ultraproduct of the family {Sp \ n > 1} . 

7 .2 . Factorization through Sp 

Let E, F be operator spaces. We will say that a linear map u: E -> F factors through 
Sp if u admits a factorization of the form 

E^Sp-^F 

with c.b. maps a, b. Given such a map u, we let 

7sM inf{ | |a |U| |&| |c&} 

where the infimum runs over all possible factorizations as above. 

It is easy to transfer the Banach space arguments to the present setting in order 
to check that jsp is a norm, with which the space Tsp (E, F) is a Banach space. 

Actually, we will need to work first with tensor products rather that with Tsp. 
Consider an element T in the algebraic tensor product E ® F. As usual, T defines a 
weak-* continuous finite rank linear operator T: E* -> F. We define 

"s, CO inf{|HU||6||c6} 

where the infimum runs over all possible factorizations of T of the form 

E*-->Snp 

with the first map a weak-*continuous and n arbitrary. 

Equivalently, a simple perturbation argument (see Lemma 7.1.5) shows that this 
definition is unchanged if we let the infimum run over all possible factorizations of 

the form E*-^SP—>F with a, b of finite rank and a weak-* continuous. 

We will denote by E ®sp F the completion of E 0 F equipped with this norm vsp • 
Note that we have equivalently 

(7.2.1) uSp(T) = inî eijOaij 
Snp 

eij (8) bij sp'xminF 

where the infimum runs over G E, bij G F such that T = ^ au ® Indeed, 

Yleij ® °*i (resP- Y^eij ® ^j) can be identified with a weak-* continuous c.b. map 
a: E* -> 5 ; (resp. b: S^ -» F). 

We will now describe the dual space (E <g>sp F)*> 

Theorem 7.2.1. — Let 1 < p < oo. Let ip: E ® F -> C be a linear form. The 
following are equivalent 

(i) For any T in E ® F, we have the inequality \ip{T)\ < vsp(T), or equivalently 
\\<P\\(E®SpF)* < I-
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(ii) For some operator space G there is a completely p-summing map u: E -> G 
and a completely p'-summing map v: F —> G* with 7Tp(u)np,(v) < 1 such that 

Vx e EVy e F (f(x 0 y) (v(y),u{x)). 

Warning. — In the sequel, it will be convenient to make the convention that a 

completely co-summing map u: E -» F is simply a c.b. map and ir^u) = ||w||C6, 

wherever it appears. 

Proof. — Once the proof of Theorem 5.1 is understood, this can be proved by a 

routine adaptation of the corresponding Banach space result (cf. [Kw2]). Note that, 

in the case p = 2, this is closely related to Theorem 6.11 above. We merely sketch 

the argument. We will use the elementary identity 

(7.2.2) Vx,2/ > 0 
x1/py1/p' 

inf 
t>o [p p' 

Assume (i). Assume moreover E C B(H) and F C B(K). Let S — S x S' where 

S = { ( a , b) e BS2piH) x BS2piH) I a > 0, b > 0} 

and 

S' = {(c,d) e Bs2p,{K) x Bs2pl{K) ! c > 0,d > 0 } . 

We will show that there exists families (aa,6a)a€/ in S, (ca^da)aei in S' and an 
n 

ultrafilter U on the set J such that, for any T = ^ 0 &ij in F 0 F (with n 
ij=l 

arbitrary) we have 

(7.2.3) f aij O bij Ç lim||(aaaiiòa)||5p^2(g)if) lim \\(cabijda)\\sp,(£2®K)' 

Consider a finite sequence 

Tm 
Tim 

ij=l 

a% 0 V% in E 0 F, 

and consider the associated function / defined on S as follows 

/ ((a,6) , (c ,d)) = -

m 

f 

ij 
a™ 0 6^ 

m 

m 
K W I I W D + I ' - 1 

m 

(cbmijd)||p'Sp' (l2OK) . 

Let J7 be the cone of all functions of this form. 

By (5.5), (7.2.1) and (7.2.2) we have s u p / > 0 for any / in T. (Note that lp{Sp] 
s 

can be block-diagonally embedded into Sp to take into account the summation over 

m.) Hence, by Lemma 5.2, there is an ultrafilter W on a set of finitely supported 

probability measures (Aa) on S such that lim J fdAa > 0 for any / in T. Taking 
the images of this probability on the two coordinates of the product S = S x S' we 
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obtain a net of finitely supported probability measures (Aa) (resp. (\'a)) on S (resp. 
n 

S') such that, for any T = aij ® kj in E 0 F, we have 

f aij O bij C p 1 lim 
u 

\\(aaijb) Hlsp(*2<g>tf)dÀ«(a>b) 

+ p/_1lim 
u 

Ucbijd) Hlsp(*2<g>tf)dÀ'«(a>b) 

Then arguing as in the proof of Theorem 5.1 we obtain nets (oa, 6a) in S and (ca, da) 

in 5 ' such that 

f ay 0 6ij <P_1l im| | (a IP 

\sp(e2®H) 
+ p' 1]im\\(cabijda) p 

Finally, using (7.2.2), we obtain the announced result (7.2.3). 

We now use Remark 5.7 for both u and v. 

Let Sp = (Sa)u where Sa = SP(H) for all a and Sp> = (S'a)u where S'a = 5 ^ ( 1 0 

for all a. As in Remark 5.7, there is a natural map E —> Sp which takes x G E to 

(aa£&a)a, and another map F —> Sp> which takes y G F to (ca2/da)a. We denote the 

closures of their ranges respectively by Ep and Fp/. Let us denote respectively by 

Bi: E^EP and B2: F -> Fp> 

the resulting mappings. By Remark 5.7, we know that 

T T £ ( £ I ) < 1 and *£(B2)<1. 

Then (recalling Lemma 5.4) we deduce from (7.2.3) that V (a^) G Mn(E), V (bij) G 

Mn(F) 

(7.2.4) f * 0 6jj ll(£i(o*i))lls»[iy I K W i ^ l l s ; , ^ , ] . 

Therefore, y> defines a linear mapping w: Fp> - » (J£p)* such that 

<p(a<g>&) = (w(J32(6)),Bi(a)> for aeE.be F, 

and moreover, by (7.2.4) (recall Lemma 1.7 and Corollary 1.8) we have 

\M\cb < I-

Let then G = Ep, u — B\ and let v: F -> E* be defined as the composition wB2. 

With these choices, it is now clear that (ii) holds. This shows that (i) (ii). 

Conversely, assume (ii) and consider T = aij ® hj € E 0 F. We have (by 

Corollary 1.8) 

\<P<?)\ 

ij 
](v(bij),u(aij)) ||(v(bij))||Snp'[G*]||((u(aij))||Snp[G] 
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hence by définition of n°(u) and ^Z,{v) 

^ ( t O I K f c i ) S», 0mi„F TTp ( ^ ) 11 ( « i i ) 11<8)min£7 

from which we immediately deduce (i) using (7.2.1). 

Remark. — Let r: E\ -» E2 be a finite rank continuous linear map between operator 

spaces and assume E\ finite dimensional. Let T G E{ 0 JE?2 be the associated tensor. 

Then it is easy to check (using Lemma 7.1.5) that 

7sp(r) "sP(T). 

Corollary 7.2.2. — Let 1 < p < oo. Let E\iE2 be finite dimensional operator spaces. 
The following properties of a linear map r: E\ E2 are equivalent. 

(i) For any e > 0, there is an integer n and a factorization of r of the form 

E1-a->Snp-b->S2 . 

(ii) 

with ||a||c&||&||C6 < 1 + e. (Equivalently, this means that 7 S P ( T ) < 1). 

i For any operator space Y and for any maps u2: E2 ->Y and U\\ Y - » E\ the 
composition U\u2 : E2 —> E\ satisfies 

|tr(itiu2r)| KOP,{U2)*;{U\). 

(iii) Same as (ii) for any finite dimensional space Y. 

Proof. — Let T G E{ 0 E2 be the tensor associated to r. Clearly, we have jsp (T) = 

us(T)<liS 

sup{|^(T) tp G (El 0 E2)* v\\{Eì*spE2)* < 1 } < 1 -

By Theorem 7.2.1, for any (p with E2)* < 1> there are G and maps u: E* -» 

G, v: E2->G* with ^0{U)TV°,(V) < 1 such'that 

(p(T) = tr(ru*v) = ÌT(U*VT). 

Given a pair u, v as above, then let Y = G*, u2 = v and let u\ — u*: G* —> E\. It then 

becomes clear that (ii) => (i). Conversely given m, u2 as in (ii), the preceding theorem 

shows that the linear form ip defined by (p(T) = tr(uiu2r) satisfies IMI^g^^)* < 1. 

Thus, we obtain conversely that (i) => (ii). 

Finally, let u\,u2 be as in (ii). Let Y C Y be the (finite dimensional) range of u2. 

Then, replacing Y by Y, we easily check that (iii) (ii) and the converse is trivial. • 

Remark 7.2.3. — Let us now assume that 1 < p < oo and there are integers Ni and 

N2 and subspaces G\ C MNX and G2 C M N 2 such that E\ — G\ and E2 —G2. Then 

the equivalent conditions in Corollary 7.2.2 are also equivalent to 

(iv) There is an ultrafilter U on N such that r can be factorized as 

E\ —>SP—>E2 

where ||a||eò||&||c6 < 1, and Sp = US^/U. 
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Indeed (1) ( I V ) is obvious. To check the converse, assume (lv). By our special 
assumption on E\ and E2, we know that 

(7.2.5) cb(Eu sp) = E{ 0min sp = iiEi ® s;/u. 

Indeed, since we assume E{ = G\ C MNX this follows from the identity MNX ®minSp = 

HMNX 0min SP/U which is the very definition of SP. Similarly, we have 

(7.2.5)" cb(Sp,E2) = (Sp)* ®min E2 = IIS™ ®min E2/U. 

This can be verified as follows. First we observe that we may assume that E2 = MN 

for some integer N (say N — iV2), since (7.2.5)" is inherited by subspaces of E2. But 

then we have §; <g>min MN = (S^[SP])*. Now by Lemma 5.4, S?[SP] = US^[S^]/U 

and since S^[SP] is super-reflexive, it is known (cf. Cor. 7.2 in [Hei]) that the dual 

of HSi[Sp]IU coincides isometrically with the ultraproduct of the duals, i.e. with 

n(SF[S?])*/U. This gives us 

(Sp)* 0min MN n(s?[sz]y/u 

TLMN(ST)IU 

us;* 0min MN. 

This completes the verification of (7.2.5)". 

Now using (7.2.5)' and (7.2.5)", the condition (iv) implies the existence of nets (an) 

and (bn) with an : Ei -> S™, bn : S£ -» E2 such that lim ||an||c& = \\a\\cb, lim ||&n|U = 

||6||C6 and such that r = limbnan. Then, by an easy perturbation argument, this 

implies (i) in Corollary 7.2.2. 

Let us distinguish the case p = 00 which is of special interest. 

Corollary 7.2.4. — Let c > 0 be a constant. The following properties of a map 
T: EI -> E2 between finite dimensional operator spaces are equivalent. 

(i) For any e > 0, there is an integer n and a factorization of r of the form 

Ei 
a 

>MR< 
b 

— ) 
E2 with | | o | | c6 | | 6 |U<c( l + e). 

(ii) For any u: E2 -> Ei, we have 

| t r ( l4T) | < Cirl(u). 

(iii) For any u: E2 -* E\. we have 

WUTWE^EX < cir°(u). 

Proof. — The preceding statement with p = 00 contains the equivalence (i) (ii) 

(with the above convention n^-) = || • ||c&). The o.s. projective tensor product 

E* (g>A Ei is by construction (see [BP] and [ER2]) the dual and predual of the space 

cb(Ei,Ei). Hence, for any v G E\ ® Ei corresponding to an operator v: Ei -> Ei 

we have 

IMbï®A£l sup{| tr(wv)\ I w: Ei -> Ei \\w\\cb < 1} . 
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Using this, it is easy to show (ii) (iii). 

It is perhaps worthwhile to reformulate Corollary 7.2.2 as a duality theorem. In 
order to do that, we first introduce some more notation. 

Notation. — Let u: E2 —• E\ be a linear map between operator spaces. Assume that 

u can be written as factorized through some operator space Y as E2^*Y -^¥E\ where 

u2 is completely p'-summing and where the adjoint u\ of u\ is completely p-summing. 

We define 

ûy(ti) =inf{7r£(ti2)tfp(tiî)} 

where the infimum runs over all possible such factorizations. Moreover, we will denote 

by ay (E2,E\) the space of all such mappings u equipped with the norm a y . 

Corollary 7.2.5. — Let 1 < p < oo. Let Ei,E2 be two finite dimensional operator 
spaces. Then the dual of the space Tsp(Ei,E2) coincides isometrically with the space 
ap>(E2,Ei), with respect to the trace duality 

(u, T) = tr(ur) ^ueapl(E2,E1) VrerSp(EuE2). 

When p = oo, the dual 0 / T S ^ J E I , E 2 ) can be identified isometrically with the space 
Y\l(E2,Ei). (The case p = 1 can be treated by transposition from the case p = oo.) 

We will now turn to the factorization of operators through quotients of subspaces. 

The following; notation will be convenient. 

Notation. — Given an operator space G we denote by QS(G) the class of all quotients 
of a subspace of G, i.e. Z G QS(G) means that there are subspaces G2 C G\ C G 

such that Z = G\/G2. Note that this class coincides with the class of all subspaces of 
quotients of G (since G\jG2 C G/G2) , so that there is no need to consider the classes 
SQ(G) or SQS(G)... 

Theorem 7.2.6. — Let n,m be integers. Let E\ be a quotient of 5]71 and let E2 be 
a subspace of Mn(= S^). Let 1 < p < oo. The following properties of a linear map 
T '. E\ —y E2 are equivalent. 

(i) For any e > 0, there is an integer N and Z in QS(Sp) for which r admits a 

factorization of the form Ei—>Z-^->E2 with ||a||c&||&||c6 < 1 + £. 

(ii) For any integers n'^m' and any linear map v: Sp71 -> S£ , we have 

\\v®T\\s?[E1]-+Sf[E2] ^ NU' 

(iii) Same as (ii) with m! = m and n1 = n. 

Proof. — First observe that (i) => (ii) is easy. Indeed, take first r = ISN , then the 

result follows from the identity S£[S*f] = Sj*[S%] valid for all n (cf. Corollary 1.10). 

By a routine argument, (ii) remains valid if r = Iz with Z as in (i). But it is then 

easy to show that (ii) holds when r is factorized as indicated in (i). 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 1998 



82 CHAPTER 7. Lp, Sp AND ULTRAPRODUCTS 

Thus it suffices to prove (iii) (i). Assume (iii). Let j: E2 C Mn be the inclusion 

mapping and let q: S™ -> Ei be the quotient map. To show (iii) (i), it clearly 

suffices to prove that (iii) implies 75p(jrg) < 1. The latter is a consequence of Corol

lary 7.2.2. Indeed, consider a composition uiu2 : Mn S™ formed of u2 : Mn y , 

u\ : F —» S™ with F finite dimensional, and satisfying 

n°pl(u2)n0Jut) < 1. 

Then, by Theorem 5.9 (applied twice) we can rewrite this composition uiu2 as follows 

Mn->Snp'->Smp'->Sm1 

where a = M (a, 6), /3 = M(c, d) with a, 6, c, d and v satisfying: 

(7.2.6) l|a|MI&||2p< < 1, l|c||2PN|2p < 1 and | H U < 1 . 

It will be useful to consider a: Mn ->• S£ (resp. ¿8: (SI™)* ->• S™) as an element of 

the unit ball of (S£[M„])' (resp. S ^ S p ] ) . (Indeed, note that S£[M„] = S% ® Mn 

and 5pn[5in] = 5™ <g> 5J™ as vector spaces, and for instance /3 can be identified with 

c y d where y € Mm ® is the tensor associated to the identity map on S^, which 

has c6-norm 1, so that ||j/||min = 1. Using Theorem 1.5, we find ||/3||s>n[sm] 
< 1. By 

duality, a similar argument applies to a.) But then we have 
tr(uiu2jrq) tr( 3*v*a jrq) 

(v®jrq(P),a) 

hence 

I to{uiu2jrq)\ < \\v®jrq\ s™[s?]-+sz[Mn] \\P\\s?[sr]\\<x\\(s»[Mn])* 

hence by (7.2.6) and assuming (iii) we find 

|tr(tliti2T)| \\v ® T\\sp[Ei]->s$[E2] : IM|c6 < 1. 

This shows that jrq satisfies the second condition in Corollary 7.2.2, whence 7sp (jrq] 

< 1, which clearly implies (i). C 

Corollary 7.2.7. — Let T: E\ —• E2 be a linear map between arbitrary operator 
spaces. Let 1 < p < oo. The followinq are equivalent. 

(i) There is an ultraproduct G — YlGi/U with G{ = Sp for all i in I and a 

factorization ofT 

Ex 
a >z b 

E2 

through a quotient of a subspace of G (i.e. we have Z G QS(G)) such that 
\\a\\cb\\b\\cb < 1. 

(i)' Same as (i) with G{ = S^ for some Ui < oo. 
(ii) For any n and any linear map v: S? -ï S% we have 

\\v®T\\sn[El]-+S"[E2] < IMIcd. 

(ii) ' Same as (ii) with Sp instead of S£. 
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Proof. — The equivalence (ii) ^ (ii)' is obvious and (i) <^ (i)' follows immediately 
from Remark 7.1.8. The implication (i) (ii) is easy. Indeed, one first proves (ii) 
when T = Isp (in that case it follows from the identity [Sp] = 5p[5p]) , cf. Corollary 
1.10), then using Lemma 5.4 one deduces that (ii) is also true when T = IQ or when 
T = Iz> It is then easy to show that (i) (ii). We leave the details to the reader. 

Thus it remains only to show that (ii) (i). Assume (ii). We will use the nota
tion introduced in Remark 7.1.6. Since E2 (resp. E\) embeds into B(H) (resp. is 
completely isometric to a quotient of Si (if), cf. [B2]) for some Hilbert space H, 
we can find families of complete contractions qi: -> E\ and ji: E2 -> Mn. 
indexed by some set J equipped with an ultrafilter U such that j = Ylji/U (resp. 
Q — II Qt/M) 1S a complete isometry when restricted to ipE2{E2) (resp. a complete 

iei 
metric surjection when restricted to the inverse image of ifEx (Ei)). By applying The
orem 7.2.6 to the mappings T{ — jiTqi: SJ1' - » Mni we find factorizations n — b\Oi 
through Sp with ||ai||c&||6i||C6 < 1 + e», where Si > 0 and e% -> 0. Let G = J\ Gi/U 

with G{ = Sp for all i. We can then form the completely contractive mappings 

a = n ai/U: I I S?/U -> G and b: G - » U MnjU. 
iei iei iei 

This gives us a completely contractive factorization through G for the mapping 

jfq = bâ. 
But then, recalling that j and q are respectively a complete isometry and a complete 
quotient map when suitably restricted, we obtain by doubly restricting the last fac
torization that T factors completely contractively through a quotient of a subspace 
o fG. • 

Remark. — At this point, we have reached the limit of what we knew roughly at 
the time of the announcement [P5]. Note that, although they were not included in 
the privately circulated preprint, the results of this chapter up to now were clear to 
me as direct consequences of chapter 5, following the Banach space model treated in 
[Kw2]. 

However, I had serious difficulties to characterize the maps T: Ei E2 which factor 
through an ultraproduct of Sp (when viewed as maps into E2*, as usual). Except 
for subspaces of quotients as above, I could not obtain a satisfactory "if and only 
i f statement without any "exactness" assumption on Ei or E2. This (as well as 
being kept busy by other tasks) probably explains why the completion of the present 
manuscript was delayed. 

Since then however, Marius Junge found a way to resolve all the above mentioned 
difficulties and the reader is referred to his habilitationsschrift for more details. After 
reading part of the latter thesis, I finally could see what I had been missing, namely 
Theorem 7.2.10 below (implicit in Junge's work) which greatly clarifies the study of 
the factorization through ultraproducts, by reducing it to the "exact" case, or more 
precisely the case when E* C MNX and E2 c M N 2 . 

It seems convenient for our exposition to introduce the following two definitions. 
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Definition 7.2.8. — Let F be an arbitrary operator space and let I F ' . F -> F** 

be the canonical inclusion map. By an "injective presentation" of F, we will mean 
the following: an ultrafilter U on a set I , a family (Fa)aej of finite dimensional 
matricial operator spaces Fa C Mn<x (with na < oo for each a) , a family of complete 
contractions ja: F -» Fa, and a complete contraction k: UFa/U -> F** such that 
the mapping j: F -> UFa/U associated to the family (ja) satisfies ip = kj, as 
expressed by the following commuting diagram. 

UFJU 

j k 

F -
iF 

F** 

Now let E be another arbitrary operator space. By a "projective presentation" of 
E, we will mean a family (Qß)p^i of finite dimensional operator spaces such that 
Qß is a quotient of S*ß (for some riß < oo) together with a family of complete 
contractions qß: Qß -+ E and a complete contraction r: E -> UQß/U such that 
the map q: UQß/U -> E** associated to (qß) satisfies %E — qr, as expressed by the 
following diagram 

UQa/U 

r q 

E -
JE 

>E** 

Remark 7.2.9. — It is essential to have each ja (and each qa) completely contractive 
and not only j and q. 

Theorem 7.2.10. — Every operator space admits both an injective presentation and 
a projective one. 

To prove this result the following very simple lemma will be useful. 

Lemma 7.2.11. — Any finite dimensional operator space E possesses the following 
two properties. 

(i) There is a sequence of subspaces En C Mn and completely contractive maps 
an: E -¥ En such that for any nontrivial ultrafilterU on N the mapping a: E -¥ 
Yl En/U associated to (an) is a completely isometric isomorphism. 

(ii) There is a sequence (Qn)j where, for each n, Qn is a quotient of Sf and a 
sequence of complete contractions bn: Qn -» E such that the associated map 
b: Y\Qn/U -> E is a completely isometric isomorphism. 
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Proof. — This is entirely elementary, so we merely sketch the argument. As is well 
known, since E is separable, we can assume E C £(¿2) completely isometrically. 
Let then Pn: B(£2) —• Mn be the usual projection (P(e^) = if i,j < n and 
P(eij) — 0 otherwise), let Pn(E) = Fn, and let an: E —> En be the restriction of 
Pn to E. Clearly when n is large enough an becomes a linear isomorphism and it is 
easy to check that a is completely isometric. This yields (i). To prove (ii) we simply 
apply (i) to E* and transpose the resulting diagram. (Note that by Lemma 14 in 
[P6] we have (Y[En/U)* = Y\E*/U completely isometrically since the dimension of 
En is essentially constant.) • 

Remark. — It should be emphasized that in the preceding lemma the maps 

a"1: En/U -» E and b'1 : E -> " Qn/U 

cannot in general be written as associated to a sequence of complete contractions 

(contrary to their inverses which can). Indeed, if it is the case then we have necessarily 

with the notation of [P5] either (ISK(E) = 1 or dsic(E*) - 1. 

Proof of Theorem 7.2.10. — It will be shorter to use the notion of product ultrafilter, 
described above in Remark 7.1.8. Let F be an arbitrary operator space. We will show 
that F admits an injective presentation. We first use the set / 1 of all finite dimensional 
subspaces of F* directed by inclusion and we let U\ be an ultrafilter refining this net. 
Then, for any a in / 1 (so a C F* with dim a < 00 , a fortiori a is weak-* closed) 
we define Ga to be the finite dimensional quotient space of F such that a = ((?<*)*, 

moreover we denote by ca: F -> Ga the canonical (completely contractive) quotient 
map. It is then easy to see that even though Ga is not necessarily matricial, the 
other requirements of an injective presentation are satisfied. Indeed, we clearly have 
a canonical map <p: F* -> YlG^/lii defined as follows: y>(£) = (<£<*(£))« where 
<pa(€) = £ if £ G a and (pa(0 = 0 (say) otherwise. Note that <p is completely 
isometric. 

Let c: F** -t Y\Goc/Ui be the completely contractive map taking x" G F** to 
(c**(x"))a. We have a natural mapping 

X: [Ga/Ui Gi/Z/i)* 

denned by: V£ - (&)a G Y[G*a/Ui 

VX = (Xa) G Ga/U 

(хШ) lim(za,£a). 

Let then d: f ] G « M -> F** be defined as d = (p*x-

We claim that dc = Ip**. Indeed, for any x" in F** and any £ in F* we have 

(dcx",0 ••(<p'xc*",Q (xcx",fO 

lka(C(x"),ipa(0) 

\\Mx",cMO) 
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but c* : G* —y F* is the canonical inclusion so when a is large enough we have 
( G (?* = a and c*<^a(£) = £ hence we obtain (dcx",£) — (x",f)> which proves that 
dc = IF** • Thus we have proved that the identity of F** (and a fortiori of course the 
inclusion of F into F**) factors completely contractively through an ultraproduct of 
finite dimensional spaces (Ga). 

Now using Lemma 7.2.11, we can find for each a in I\ a sequence Gan of finite 
dimensional matricial (i.e. each embeddable into MN for some N) o.s. and completely 
contractive maps aan: Ga -» Gan such that aa: Ga -» f] Gan/Ui is a completely 

isometric isomorphism. Then (see Remark 7.1.8) if we let / = Ji x N and U — U\ x U2 
where U2 is a nontrivial ultrafilter on N, and if we let jan = aanca and Fan = Gan 
we immediately obtain an injective presentation of F. 

Now let E be an arbitrary operator space. For the projective case, we let J\ be the 
set of all finite dimensional subspaces of E directed by inclusion and let Vi be an 
ultrafilter refining this net. For /3 in Ji, we denote by G/? C E the subspace of index 
¡3 (the purist will write Gp = /?). Then, by Remark 7.1.6 the (completely contractive) 
inclusions bp: Gp ^ E induce a map b: Y\Gp/Vi -¥ E**. Moreover, we have a 
completely contractive map (p: E —> ]JGp/Vi associated to (tpp) as in the first part 
of this proof. Clearly the composition b<p coincides with %E : E E**. It remains to 
replace Gp by Gpn, as above: using the second part of Lemma 7.2.11 and a product 
ultrafilter we immediately obtain a projective presentation of E. • 

Theorem 7.2.12 (Junge [Ju]). — Let T: E -> F be a linear map between arbitrary 
operator spaces and let ip'> F -¥ F** be the canonical inclusion. Let 1 < p < oo. 
The following are equivalent. 

(i) There is an ultraproduct G = J j Ga/U with Ga = Sp for all a in I and a 

factorization of ipT 

E^L+G-^F** 

through G with ||a||cb||&||C6 < 1. 
(ii) 

For any integers Ni,N2, subspaces G\ C Mjqlt G2 C MN2 and completely 
contractive maps a\: G\ E, a2\ F -> G2 we have 

7sp(o2Toi)<l. 

Remark. — Note that Corollary 7.2.2 allows to "dualize" a bit further the formulation 
of (ii) above. 

Proof of Theorem 7.2.12. — Assume (i). Consider 01,02 as in (ii). Extend a2 to 
a2*: F** G2. Then (i) (ii) follows from the implication (iv) (i) in Remark 
7.2.3. 

Conversely, assume (ii). By Theorem 7.2.10, E admits a projective presentation 
(Qp)p€j and F admits an injective one (Fa)aei- Then by (ii) we have (using the 
notation in Definition 7.2.8) 

lSp(uTqp) < 1. 
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Actually, taking the product set J x J and the product ultrafilter, we can assume for 
simplicity of notation that (Qp) and (Fa) are relative to the same set with the same 
ultrafilter. Then the mapping 

IijaTqa/U: UQa/U^UFa/U 

obviously factors through G = J] Ga/U with Ga = Sp for all a in J, via complete 

contractions. Let f be this mapping. Then it is easy to check, using (7.1.3), that 
kfr = iFT, whence (i). • 
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CHAPTER 8 

ILLUSTRATIONS IN CONCRETE SITUATIONS 

8.1 . Completely bounded Fourier and Schur multipliers on Lp and Sp 

In this section, we study the Fourier multipliers which are completely bounded on 

Lp and the c.b. Schur multipliers on Sp. There are very strong anologies between 

these two classes of multipliers, although many interesting questions remain open 

specifically for the Schur multipliers. 

Let ip: N x N 4 C be any function. We will say that iß is a bounded Schur 
multiplier on Sp (resp. B(£2)) if for any x = (xij) in 5P, the matrix (^(i, j)xij) 

represents an element of Sp (resp. B(£2)). Here 1 < p < oo. We will denote by 
Mxi>: Sp -y Sp (resp. Mtp: B(£2) -» B(£2)) the corresponding bounded linear map. 
When the latter is c.b., we say that rj) is a c.b. Schur multiplier on Sp (resp. B(£2)). 

Note that by definition 

M^eij = i/>(ij)eij. 

Note that is a bounded (resp. c.b.) Schur multiplier on Sp iff the same is true 

on Sv' with - H—: = 1, and we have 
P P' 

\\MJ,\\B(SP) \\M^\\B{SP,) and \\M^\\ch{Spisp) \\M^\\cb(Spfispf)' 

Moreover, it is easy to check in the case p = oo that the norm (resp. c.b. norm) of 

is the same when acting on Soo or acting on B(£2). In this case, a characterization is 

known, we describe it in Proposition 8.1.11 below. 

Let G be a compact Abelian group with normalized Haar measure m. We will 

denote by LP(G) the space Lp(G,m). Let T be the dual group formed of all the 

continuous characters on G, as usual (cf. e.g. [Rudl]) . We view T as a discrete 

Abelian group. Given a function / in LP(G) (1 < p < oo) we define its Fourier 

transform f: T -> C as follows 

(8.1.1) v 7 e r /(7) f f(th(t)m(dt). 
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Then, at least say for p = 2, for any / in LP(G) we have a "Fourier series" expansion 

7 = 
7Gr 

/(7)7-

Let X be a Banach space. We denote by LP(G\ X) the space LP(G, m; X). Note that, 
as usual, by definition the space LP(G) ® X is dense in LP(G; X) when p < 00 . 

The definition (8.1.1) of the Fourier transform clearly remains valid for any / in 

LP(G;X) , but this time / takes values in X. The subset of LP(G;X) formed of all 
_ 

f : 

yET 
/(7)7 

with / : r -» X finitely supported is dense in LP(G;X). 

Let A C T be a subset. We denote by LP(G)\ (resp. LP(G; X)\) the subset of 
LP{G) (resp. LP(G;X)) formed of all the functions / in LP(G) (resp. LP(G;X)) such 
that the support of / is included in A. When p < 00 , LP(G)A (resp. LP(G;X)\) 
coincides with the closure in LP(G) (resp. LP(G; X)) of the subset of all the functions 
/ of the form 

f 
yEA 

x77 

where x1 G C (resp. x1 G X) and A C A is a finite subset of A. Given an arbitrary 
function ip: A ->> C, we define a multiplier on the linear span of A by setting 

V / G span(A) Msf 

7GA 
<p(7)/(7)7-

Similarly, for any / in L P ( G ; X ) A with / finitely supported we denote again 

Msf 

7GA 
^(7)/(7)7 

We will say that ip defines a bounded multiplier on LP(G)\ (resp. on L P ( G ; -X")A) when 
the linear map just defined is bounded, and hence uniquely extends by density to a 
bounded linear map on LP(G)\ (resp. on LP(G]X)\). Note that if T is the operator 
M<p acting on L P ( G ) A , then T ® Ix corresponds to acting on L P ( G ; X ) A , but for 
simplicity we will abusively denote T and T®Ix by in this section. There should 
be no confusion. When X is an operator space and the resulting map on LP(G)A 
(resp. on LP(G; X)\) is actually completely bounded, then of course we will say that 
ip defines a c.b. multiplier on LP(G)\ (resp. on LP(G\X)\). Naturally, when A = T 
we will omit the subscript A for all these notions. The next statement spells out the 
meaning of complete boundedness for a Fourier multiplier of LP(G)\. 

Proposition 8.1.1. — With the above notation, let ip: A —> C be any function and let 
c > 0 be a constant. The following are equivalent. 

[i) The multiplier (p is completely bounded on LP(G)\ with 

\\M<p\\cb(Lp(G)AiLp(G)A) < C 
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(ii) The multiplier tp is bounded on LP(G]SP)A with \\M(P\\B(LP(G;SP)A) ^ C-

(iii) For any n and for any finitely supported family (X7)7GA of coefficients with 
xy G Sp we have 

yEA 

f(y)xyY 

Lp(G;Snp) 
c 

yEA 

X 7 7 

Lp(G;Snp) 

Proof — This is a particular case of the above Proposition 2.3. 

Example. — Let G = T , T = Z and A = N C Z . Then the space LP(T)A can be 

identified with the classical Hardy space Hp. It is well known that the orthogonal 

projection L2 H2 is also bounded from Lp to Hp if 1 < p < 00 . Equivalently, the 

indicator function of N is a bounded Fourier multiplier on LP(T) for any 1 < p < 00 . 

It has been known for a long time (cf. e.g. [Bol] , [Bo2], . . .]) that this particular 

multiplier remains bounded from LP(T;SP) into itself (and its norm is 0(p) when 

p -> 0 0 ) , in other words this multiplier (or equivalently the Hilbert transform) is 

completely bounded on LP(T) for any 1 < p < 00 (and its c.&.-norm is 0(p) when 

p -> 0 0 ) . More generally, the Riesz transforms on Lp(Rn) (equipped either with the 

Lebesgue measure or with the standard Gaussian measure) are completely bounded 

when 1 < p < 00 (with c6-norms bounded by a constant independent on n). Their 

boundedness is a classical result due to Elias Stein (and to P.A. Meyer in the Gaussian 

case). The complete boundedness can be seen for instance from the proof in [P13]. 

Remark. — It is well known that a Fourier multiplier ip is bounded on L\(G) (or 

equivalently on C(G)) iff there is a complex Radon measure n on G such that ip = ¡1 

and the norm as a multiplier is equal to the total variation norm of fi, | | / / | | M - Then, 

for any Banach space X, ip defines a bounded Fourier multiplier on LP(G;X) with 

norm < \ \ / J , \ \ M for all 1 < p < 00 . Note that the case p = 2 is trivial: a multiplier ip is 

bounded on L2 (G) iff it is bounded and 

l|AfVIU(La(G): : sup |<^(7)I. 
7er 

Remark 8.1.2. — It follows from the preceding remark that when A = T and p = 1,2 
or 00 , boundedness and complete boundedness are equivalent for and 

i f p G { l , 2 , o o } ||Mf||cb(Lp(G),Lp(G) \\MV\\B(LP(G)). 

However, as the next result shows this is no longer valid for other values of p. 

Proposition 8.1.3. — Let G be any infinite compact Abelian group with dual group T. 
Then, for any 1 < p 7^ 2 < 0 0 , there is a bounded Fourier multiplier of LP(G) which 
is not completely bounded. 

The proof will use the following simple observation. 

Lemma 8.1.4. — Let 1 < p < 0 0 . Let 

A' = {7i,72,---} and A" = K , <#,. . .} 
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be two countable subsets of T and let 

A = A' + A " = {V + 7" I y e A' ,7" € A " } . 

Then, ifip is a c.b. Fourier multiplier of LP(G)\, the function (p: N x N -» C defined 
by 

Vi, 7 G N f(i,j)=f(y'i + y''j) 

¿5 a c.b. Schur multiplier on Sp, with 

(8.1.2) \\M<p\\ch(Sptsp) \\M<p\\cb(Lp(G)A,Lp(G)A)' 

Proof — Let (xij) be a finitely supported family with Xij G Sp. Let f(t) = YKli + 
ii 

Um** 
ij 

7iW7"(*)*y. Then 

Mf(f)(t) 

ij 

f(y'i +y''j)y'i(t)y''j(t)xij . 

Now assume that xij is of the following special form: x\j = a^eij with G C. We 

then have, for any t in G, 

||f(t)||Sp O-ij €{j 
Is, 

an H 

H ^ ( / ) W l l 5 F f(y'i + y''j)aijeij 
Sp 

From this it is easy to deduce (by integration in t) that 

(8.1.3Ì H-A^Hsp-vSp < ||M¥,||c6(Lp(G)A,Lp(G)A)-

Now, if we use, instead of the scalar coefficients (a^) , matrix coefficients G SP(H) 

and we set 

Xij = 6ij ® dij G SP(Ì2 0 2 H), 

we obtain by a similar reasoning that (8.1.2) holds. 

We will also use the following well known fact. 

Lemma 8.1.5. — The canonical "basis" (e^) is not an unconditional basis of Sp when 
n 

1 < p 2 < 0 0 . More precisely, for any n>l, there exists an element x = ^ Xijeij 
ij=i 

in the unit ball of Sv and complex scalars za with \zij\ = 1 such that 

n 

i,j=1 
Zij Xij ßij 

SP 

n|l/2-l/p| 
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Proof. — Let U = (Uij) be an n x n unitary matrix such that \Uij\ = n-1/2 for any 

(i, j). For instance, we can take the matrix representing the Fourier transform on the 

group of n-th roots of unity, i.e. 

Upq = n */2 exp(27rzpg/n). 

Note that if z[j = Uijn1^2 then \z[j\ = 1 and we have 

n 

i,j=1 
Z{jUij€ij 

I s , 

n-1/2 
n 

«,¿=1 

eij 

SP 

n-1/2 
n 

1 

ei 
m n-1/2 

n 
On the other hand, since U is unitary, ^ Uijeij = n1^. Thus, if p > 2, we can 

*,i=i <j 

take Xfj = n_1/pC/ij and z -̂ = z^, and if 1 < p < 2, we take = n_1/2z^[/fj and 

Zij — Zij-

Remark 8.1.6. — Let G be a compact Abelian group, equipped with its normalized 

Haar measure m, and let T be the dual (discrete) group. Consider a subset A c T . 

When 2 < p < oo, a subset A C T is called a A(p)-set if Lp(G,m)A = L2(G,m)A 

with equivalent norms. In other words, there is a constant C such that for any / in 

LoiG.m) with Fourier transform supported in A, we have 

( l l / l | 2 < ) | | / | | „ < C | | / | | a . 

When this holds, any bounded function on A extends to a bounded multiplier on 

Lp(G,m), which vanishes outside A. In particular, the indicator function of A is a 

bounded multiplier on Lp(G,m). 

It is now known that, for any p > 2, there is a A(p)-set which is not "better", i.e. which 
is a A(g)-set for no q > p. This was established by Rudin [Rud2] when p is an even 
integer (with explicit examples), and it remained open for a long time for the inter
mediate values of p until Bourgain [Bo3] settled the general case, by a probabilistic 
argument. 

A subset A C T is called a Sidon set (cf. [LoR]) if L00(G,m)A = £i(A) with equivalent 

norms, or equivalently if there exists a positive constant C such that any function / 

with Fourier transform f supported in a finite subset of A satisfies 

c-1 

neA 

|f(n)| < ||f||oo 
neA 

\f(n)\). 

Proof of Proposition 8.1.3. — The idea of this proof goes back to [PI2]. By trans

position, it clearly suffices to treat the case 2 < p < oo. We start by the case G = T 

(one dimensional torus), and V = Z. We will apply the preceding lemma to the case 

A' = {32i I i e N} and A" = { 3 2 j + 1 | j G N} . We will use the fact that the map 

(i,j) -> 32î + 32j+1 is one to one. Moreover, it is well known that, in the present case, 

the set A = A' + A" is a A(p)-set (in the sense of Remark 8.1.6) for any 2 < p < oo 

(cf. [LoR], p. 65). 
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In particular, let z — (z^) G TNxN be an arbitrary family of unimodular complex 

scalars and let (pz be the Fourier multiplier defined by 

Vnez <pz(n) 
Zij if n = 32i + 32'+1 

10 if n £ A = A' + A". 

Since A is a A(p) set, there is a constant cp such that, for any z = (z^) as above we 

have 

\\^A\B(Ln(G)) < Cp. 

Note that we have trivially | |M<,J |c6(Lp(G) ,Lp(G)) > | |M^J |c6 (Lp(G)A>Lp(G)A) . We claim 

that 

(8.1.4) sup ||MvJ|ci,(Lp(G)AiLp(G)A) = oo. 
z 

Indeed, note that with the notation of Lemma 8.1.4 we have 

&z(ÌJ) = Zij. 

Hence,, if (8.1.4) failed, there would exist by (8.1.2) a constant c'p such that, for all 

z = (zn), we would have 

\\M$z\\Sp^sp < cp, 
but this would contradict Lemma 8.1.5. This contradiction establishes the above 

claim (8.1.4). Using (8.1.4) it is easy by routine arguments to complete the proof of 

Proposition 8.1.3 with T = Z. Now, when T is an arbitrary infinite discrete group, it 

is well known that it contains an infinite sequence {jj \ j = 1,2,...} which forms a 

Sidon set (as defined in Remark 8.1.6) and is such that the map -> 72; + 72j+i 

is one to one and its range is a A(p)-set for any p < 0 0 . The preceding argument can 

then be repeated with A7 = {j2i | i > 1} and A" = {72.7+1 | j > !}• • 

Remark. — Fix an integer N and 1 < p ^ 2 < 0 0 . Let 

\(p,N) = sup{||M^||c6(I/p(T),Lp(T))} 

where the supremum runs over all functions (p: Z —> C with support in [ 0 , 1 , . . . , N] 

and such that \\M(p\\Lp^T^Lp^ < 1. The preceding argument shows that there is 

Sp > 0 such that, for all N = 1 , 2 , . . . 

A(p,JV) > < U L o g AO1*"*1. 

On the other hand it is not difficult to check that there is a constant Cp such that 

HP>N) < CpN^I2'1/^. It would be interesting to find sharper bounds for \(p,N) 

when N -> 0 0 . 

Remark 8.1.7. — By known results on Sidon sets, the following fact holds: if A is any 

Sidon subset in a discrete Abelian group T then any bounded function (p: A ->• C can 

be extended to a bounded Fourier multiplier on LP(G). Moreover, this holds for any 

1 < p < 0 0 . When p = 1 or p = 0 0 this property characterizes Sidon sets (cf. [Rudl] , 

p. 121). When p = 2, this property is trivially valid for any set A. When 2 < p < 0 0 , 

the above property is known to characterize A(p)-sets. 

The natural "c.b. version" of this property is the following. 
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Definition 8.1.8. — Let 2 < p < oo. A subset A C T of a discrete Abelian group T 

is called a A(p)c&-set if any bounded function <p: A -> C can be extended to a c.b. 

Fourier multiplier of LP(G). 

This notion is extensively studied in Asma Harcharras's recent thesis [Ha] to which 

we refer the interested reader (see also §8.5 below). Note that when A is a A(p)cb-

set the extension in the preceding definition can always be made by setting ip = 0 

outside A. Moreover, there are A(p)-sets which are not A(p)c&-sets. Indeed, the set 

A = {3* + 3J | ij = 1 , 2 , . . . } appearing in the proof of Proposition 8.1.3 is A(p) for 

all 2 < p < oo, but, by (8.1.4), it is A(p)C6 for none of these values of p. On the other 

hand, it is proved in [Ha] that for any even integer p > 2, there are A(p)c&-sets which 

are not "better", i.e. which are A(p + e)C6-sets for no e > 0. 

The anologous notion for Schur multipliers is the following. 

Definition 8.1.9. — Let 2 < p < oo. A subset A c N x N is called a o(p)-set (resp. 

0"(p)c6-set) if every bounded function ip: A - » C extends to a bounded (resp. c.b.) 

Schur multiplier on Sp. 

It can be shown (see [Ha]) that if A C N is a A(p)c&-set in Z, then the set 

A = £ N x N I z + j £ A} 

is a cr(p)C6-set. 

In particular, this (together with the construction of "large" A(p)C6-sets) yields the 

following interesting result. 

Theorem 8.1.10 ([Ha]). — Let 2 < p < oo and assume that p is an even integer. 
Then there are positive constants ap and (3P for which the following holds: for any 
n > 1, there is a subset An C { l , . . . , n } 2 with \An\ > apn1+2/'p such that, for any 
function ip: M x N - ^ C with support in An, we have 

\\M^\\cb(Sp,sp) < ßPsup{\fß(iJ)\ I (t, i) E An}. 

Remark. — The preceding result can also be used to show (see [Ha]) that for any 

even integer p > 2, there is an idempotent Schur multiplier \I> (i.e. ^(i,j) is equal to 

zero or one) which is c.b. on Sp but is not bounded on Sq for any q > p. (All the 

preceding statements restricted to even integers > 4 are probably valid for any p > 2, 

but this seems out of reach at the moment.) 

We now return to Schur multipliers. We first recall the following well known result 

due to Haagerup (but, in some form, it is already in Grothendieck's "Résumé" [G]). 

Proposition 8.1.11. — Let ip: N x N - > C 6 e a function and let c > 0 be a constant. 
The following are equivalent: 

(i) Mxfj is a bounded Schur multiplier on B(£2) 'with norm < c. 

(ii) Mip is a c.b. Schur multiplier on B(£2) with c.b. norm < c. 
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(iii) There are bounded functions x: N - » £2 and y: N - » £2 such that 

VijeN */>(iJ) = (xuVj) and sup\\xi\\supH^H < c. 
i j 

Proof — We refer the reader to e.g. p. 92 in [P9]. 

Remark. — As already observed these properties are also equivalent to the inequality 

I I - M ^ H B ^ < c and to IIA^i/JlBfc S L ^ < c, and moreover we have 

I I ^ ^ I U ( 5 i , 5 i ) = WM^WcbiSuSi) and | |At^| |B(Soo,Soo) : I I ^ M U ^ A c ) -

The preceding statement shows that for p = 1 and p = 00 , all bounded Schur 
multipliers on Sp are completely bounded. For p = 2, this is trivially also true: indeed 
we have clearly 

\\M^\\B(S2,S2) = H^vllc6(S2f52) = sup|^(t ,j) | . 

For l < p ^ 2 < o o , we conjecture that this is no longer true: 

Conjecture 8.1.12. — For any 1 < p / 2 < 00, there is a Schur multiplier which is 
bounded on Sp but not c.b. on Sp. 

Remark. — Any c.b. map on B(H) is a linear combination of completely positive 
maps. This property no longer holds on Sp. The class of maps u: Sp —• Sp which 
are linear combinations of bounded completely positive maps are called "completely 
regular" in [P10] and studied extensively there. 

Let us denote by Sp (resp. Spb) the Banach space of all bounded (resp. c.b.) Schur 
multipliers on Sp equipped with its natural norm. Since we have a nice description of 
Sp = Spb in the cases p = 1 ,2 ,00 , it was natural to wonder whether the general case 
could be obtained by interpolation between these particular cases (the question was 
raised by V. Peller). Indeed, by routine arguments, we have contractive inclusions 

( ^ 0 0 , 5 2 ) , C Sp and (S£,SC2b)o C Scpb 

when 2 < p < 00 and 1/p = 0/2. So the question arose whether these inclusions were 

actually equalities. The negative answer was given (for both cases) in [Ha] using 

A(p)c6-sets. 

We now turn to the Hankelian subspace of 5 P , i.e. the subspace of Sp corresponding 

to all matrices (xij) in Sp such that x^ depends only on i+j. This subspace is spanned 

by a natural system {Dn} defined as follows 

Dn 
i+j=n 

eij' 

The next result due to V. Peller is fundamental to study Hankel operators m bp. To 

state it, we use the dyadic partition (In) of the integers, as follows 

/0 = {0} , In = [2n-1,2n[ V n > l . 
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Theorem 8.1.13. — Let 1 < p < oo. There are positive constants ap,/3p such that, 
for any finitely supported scalar sequence (xk), we have 

OLP 
, n 

2n 

\kein 

xkeikt 
p 

"Lp{dt)j 

VP 

k>0 

,xkDk 

Sp 

Bp 

n 

2n 

kEIn 

xkeikt 
r 

*Lp(dt)) 

1/P 

More generally, for any finitely supported sequence xk with xk G SP(H) we have 

ctp 

n 

K2n 

kEIn 
xkeikt 

\\p 

Lp(dt;Sp(H)) 

\ 1/P 

k>0 

Dk®xk 

SP(£2®H) 

Bp 

K N 

^2n 

kein 

xkeiht 

p 

\Lp(dt;Sp(H))/ 

1/p 

Proof. — We refer the reader to Peller's papers [Pel] (for the first part) and [Pe2] 

(for the second one). • 

Remark. — In particular, this theorem characterizes the Hankel matrices (x^) in 

SJ£2 ® H) as those such that 

n 

2n 
f J 

kein 

xoke 

p 

Lp(dt;Sp(H)) 

< 0 0 . 

(Note that = Xoi+j if the matrix is assumed Hankelian.) 

In the language of operator spaces, it has the following striking interpretation. 

Corollary 8.1.14. — For each n > 0, let fjin = 2n and let En C Lp(T,dt) be the 
subspace spanned by the functions {elkt\k G In}. Let us denote by Bp the space 
ip(\i\ {En}). (This space coincides with a "Besov space".) We equip Bp — £P(/JL; {En}) 
with an operator space structure as defined at the end of §2. For each k > 0, we 
denote by $k the element of tp(\i\ {En}) which has its n-th coordinate equal to the 
function elkt when k G In and to zero otherwise. Then, if 1 < p < oo, the linear 
mapping which takes $k to Dk extends to a complete isomorphism between Bp and 
the subspace of Sp formed of all the Hankel matrices. 

Remark. — Let SHP denote the subspace of Sp formed of all the Hankel matrices. 

Let ip: N x N C be a function of Hankelian type, i.e. such that ip(i,j) depends 

only on i + j. Let us write ip(i,j) = <p{i + j ) . Then, the preceding result has the 

following interesting application: the restriction of to SHP is c.b. iff the sequence 
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98 CHAPTER 8. ILLUSTRATIONS IN CONCRETE SITUATIONS 

{lin(f | n > 0} is uniformly bounded in the space of c.b. Fourier multipliers of LP(T) 

(1<P< oo). 

To conclude this section, we mention another connection between Fourier multipli

ers of Hi and Schur multipliers, which was observed in [P9], page 109. 

Theorem 8.1.15. — Let G = T , T = Z and A = N so that L i (T)A can be identified 

with the Hardy space H\. Let c > 0 be a constant. The following properties of a 
function <p: N —> C are equivalent. 

(i) (p defines a c.b. Fourier multiplier on Hi with c.b. norm < c. 
(ii) The function *l)(i,j) = (p(i + j) defines a bounded Schur multiplier on B{£2) 

(or equivalently on Si) with norm < c (see Proposition 8.1.11 for a further 
description). 

8 .2 . T h e space Li and the full C*-algebra of the free group 

Let (Q,A,IJ,) be a measure space. Recall that the natural operator space structure 
on Li(/jb) is defined as the one induced on Li(p) by the dual space Loo(/z)*, equipped 
with its dual operator space structure. In particular, in the case Q = N, we have a 
natural o.s.s. on l\. It is not hard to verify that this natural o.s.s. on li also coincides 
with the one obtained by considering £i as the dual of c$. See [B2] for details on all 
this. 

We can describe the associated norm || ||min on /C®£i in the following manner: let 
(en) be the canonical basis of t\. For any finite sequence (an) in /C (or in B(£2)) we 
have 

(8.2.1) || 5̂  «n ® en\\B{i2)(S)minil = sup{|| ^ a n <g> MU(*2)<g>minB(*2)}, 

where the supremum runs over all sequences (bn) in the unit ball of B(£2) (equivalently, 
the supremum over all sequences (bn) in the unit ball of /C is actually the same). 

Indeed, (8.2.1) is easy to check by introducing the linear map u: Co —> B(£2) corre

sponding to Yl an ® en and by expressing that || £ an ® en||j3(*2)®,»i«»/i = IMU usinS 

the definition of the c.b. norm. 

Now, applying the factorization theorem of c.b. maps to this mapping we can 

easily prove that, for any finite sequence (an) in /C (resp. in B(£2)), we have 

(8.2.2) ^n^en | |^2 )0min^ = inf{|| M;II1/2II CnCn|| ̂  }) 

where the infimum runs over all possible decompositions an = bncn in /C (resp. B(£2)). 

Analogously, we can describe the natural o.s.s. of Li(fj) as follows. Let / £ 

K (8) In (u). We mav consider f as a /C-valued function on ft. We have then 

(8.2.3) H/ll/cominLiOi) = i n f g{t)g(t)*dii{t) 
I . 1 / 2 

h(t)*h(t)dii{t) 

| l / 2 > 
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where the infimum runs over all possible decompositions / = gh as a product of 

(measurable, and say square integrable) /C-valued functions. 

The formula ( 8 . 2 . 2 ) (resp. ( 8 . 2 . 3 ) ) is the quantum version of the fact that the unit 

ball of £i (resp. L\ (/x)) coincides with the set of all products of two elements in the unit 

ball of ¿2 (resp. Z,2(/i)). They both can be deduced from the fundamental factorization 

of c.b. maps. This can also be related to the Haagerup tensor product as follows: if 

we denote by ¿ 2 ( ^ ) 0 (resp. L2(/i)r) the space L,2(p) equipped with the column (resp. 

row) o.s.s., then ( 8 . 2 . 3 ) says that the pointwise product map from L2(fJ>) ® ^2(M) to 

Li(/x) extends to a complete metric surjection from L2(/x)r ®hL2{p)c onto Li(/x) (the 

latter equipped with its natural o.s.s.). 

Using Lemma 1.7 (with p = 1 and F = L\ (//)), it is easy to prove yet another 

formula: for any / G /C<g)Li(fi) (viewed as a K-valued measurable function), then we 

have 

( 8 . 2 .4 ) ll/ll/C®mi»Li(fi) = sup{| |o /6 | |Ll(/4;Sl)} 

where the supremum runs over all a, b in the unit ball of 52-

We will show that the operator space structure of l\ (resp. I™) described above 

is closely related to the unitary generators in the "full" C*-algebra of the free group 

with infinitely (resp. n) generators. We first recall some classical notation from 

non-commutative Abstract Harmonic Analysis on an arbitrary discrete group T. 

Let 7r: r B{%) be a unitary representation on Y. We denote by C*(T) the 

C*-algebra generated by the range of n. Equivalently, C*(r) is the closed linear span 

of 7r(r). 

In particular, this applies to the so-called universal representation of T, a notion which 

we now recall. Let be a family of unitary representations of T, say TTJ : T 

B(Hj), in which every equivalence class of a cyclic unitary representation of T has an 

equivalent copy. Now one can define the "universal" representation nu: V -> B{%) 

of r by setting 

7TU = (BjeiKj on % = ®jeiHj. 
Then the associated C*-algebra C*u(T) is simply denoted by C*(T) and is called the 

C*-algebra of the group T. (Note that this is the closed linear span of {nu(t) \ t G T}.) 

It is often called the "full" C*-algebra of T to distinguish it from the "reduced" one 

which is discussed in the next section §8.3. 

Let Fn (resp. FQO) be the free group with n (resp. countably many) generators, and 

let {#1,02?...} be the generators. Let 7r: F ^ B(H) be a unitary representation 

of the free group. We will see that, in several instances, the operator space E{n) 

spanned in B(H) by {^{g%) | i = 1 , 2 , . . . } has interesting properties. 

We will illustrate this with the "universal" representation iru: Foo -> B(%), which 

generates the "full" C*-algebra C*(Foo), as introduced above (see §8.3 for the reduced 

case). 

We let 

Eu = s p a n ^ ^ i ) I i = 1 , 2 , . . . , n] 
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and 

Eu = span[7ru(#i) I i > 1]. 

It is easy to see that for any finite sequence (a*) in B(£2) we have 

Q>i®7ru(gi] 
Imin 

sup ai O IIj(gi) 
Imin J 

Now since (nj(gi))i>i runs over all possible choices of families of unitary operators 
(when j runs over / ) , we have 

(8.2.5Ì a,i®7ru(gi) 
Imin 

sup ai ®Ui 
Imin^ 

where the supremum runs over all sequences (ui) of unitary operators in B(H) and 
over all possible Hilbert spaces H. Since the unit ball of B(H) is the closed convex 
hull of its unitaries (by the Russo-Dye theorem, p. 4 in [Ped]), it follows that the 
supremum over sequences (u^ in the unit ball of B(H) is the same. Actually, the 
supremum remains unchanged if we restrict ourselves to H = £2 or to H finite dimen
sional with arbitrary dimension. But then, the formula defining the dual operator 
space shows that, if we denote by (e*) the dual basis to the canonical basis of Co 
(equipped with its natural o.s.s.), we also have 

ai ®7Tu(gi) 
Imin 

) ai <g> e* B(l2)Ominnc*o 

Therefore, the mapping u: CQ -> Eu which takes e* to iru(gi) is a complete isometry. 
Hence, we have proved: 

Theorem 8.2.1. — The operator space Eu spanned by the generators in C*{FOQ) 

is completely isometric to £\ equipped with its natural operator space structure (or 
equivalently its o.s.s. as the dual of CQ). Similarly, E™ is completely isometric to £™. 

Remark. — It is easy to check that, in C*(Fn), the linear span of the unit and E™ 

is completely isometric to 25£+1, via the natural isomorphism (which takes, say, the 
unit to 7ru(gi) and takes 7ru(gi) to 7ru(^+i) for i = 1 , 2 , . . . , n). 

The formula (8.2.5) can be viewed as the "quantum" analog of the classical formula 

(8.2.6) V ( A i ) E C ( r ||(Xi)||l1 I Ai I = sup Ai Zi I Zi € C , \zi\ = 1 

The space Eu gives us a "concrete realization" of the space £\ as an operator space. 

More generally, for any measure space (ft,/i), one can describe the natural operator 

space structure of L\ (ft, p) (induced by L^Q, p,)*) as follows. For all / in L i (ft, p) 0 

B(£2), we have 

(8.2.7) H / I U x C Q ^ ^ i n B ^ ) = sup f(u) (8) g(uj)dp((jj) 
B(l2)OminB(l2) 

where the supremum runs over all functions g in the unit ball of the space of Loo-

functions with values in BU2). 
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8.3 . T h e non-commutative Lp-space and the reduced C*-algebra of the free 

group with n generators 

Let T be a discrete group. We denote by 

Ar: Y^B(£2(Y)\ 

(sometimes denoted simply by A when the relevant group is clear) the left regular 

representation of T, which means that \r(t) is the unitary operator of left translation 

by t on ^ ( r ) . Explicitly, if we denote by (St)ter the canonical basis of £2(T), we have 

\r(t)$8 — Sts for all £, s in T. 

We denote by C^(T) the C*-aJgebra generated in B(£2(T)) by {Xr(t) \ t e T} or 

equivalently, C$(T) — span{Ar(£) | t G T } . Clearly, we have a C*-algebra morphism 

Q: C*(T)^C*X(T) 

which takes iru(t) to Xr(t). By elementary properties of C*-algebras, it is onto and 
we have 

C*x(r)KC*(T)/kei(Q). 

In general ker(Q) ^ { 0 } , but one can show that C^{T) = C*(T) (i.e. ker(Q) = {0} ) 

iff T is amenable. The free groups are typical examples of non-amenable groups. The 

fact that the algebras C ^ ( r ) and C*(T) are distinct in this case, is manifestly visible 

on the generators. Indeed, when V — F N or T — FQO , if we let 

E\ = span[A(pi) I i = 1 , . . . , n] 

Ex = span[A(pi) I i > 1] 

we can see that E\ is a very different space from its analog in the full C*-algebra, 
namely the space Eu studied in §8.2. Indeed, as Banach spaces, we have Eu « l\ 

and E\ & £2. The first isomorphism is elementary (see Theorem 8.2.1 above), while 
the second one is due to Leinert [Le]. Using Haagerup's ideas from [H4], one can 
describe the operator space structure of E\, as follows (see [HP2] for more details). 

Consider the space B(£2)®B(£2), equipped with the norm | | (x0y) | | = max{||x||, \\y\\}. 

In the subspace i ? 0 C C B(£2)@B(£2), we consider the vectors 6{ (¿ = 1 , 2 , . . . ) defined 
by setting 

Si = eu 0 en. 

We denote by R fl C the closed subspace spanned in R 0 C by the sequence {Si}. 

(This notation is consistent with the notion of "intersection" used in interpolation 

theory, provided we view the pair (i?, C) as a compatible pair using the transposition 

mapping x -> lx as a way to "embed" R into C. This means we let X = C, we use 

x -> lx to inject R into X, and the identity map of C to inject C into X.) 

Similarly, we will denote by Rn fl Cn the subspace of R fl C spanned by {Si \ i = 

1,2, . . . , n } . It is easy to verify that, for any Hilbert space H and for any finite 

sequence (a^) in B(H) we have 

ai 0 Si 
Imin 

: max 
* V 2 

a{ ai , 
* *II1/21 
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Then, we can state (see [HP2]). 

Theorem 8.3.1. — The space E\ is completely isomorphic to RC\C. More precisely, 
for any finite sequence (ai) in B(H), we have 

CLi ® Si 
min 

di (g) X(gi) 
min 

2 ai® Si , 
min 

so that the mapping u: RC\C —» E\ defined by u(Si) = X(gi) is a complete isomor
phism satisfying \\u\\cb = 2 and ||^_1||c6 = 1. Moreover, the map P: C^(Foo) E\, 
defined by PX(t) = X(t) if t is a generator and PX(t) = 0 otherwise, is a c.b. projec
tion from C^(Foo) onto E\ with norm \\P\\cb < 2. (Similar results hold a fortiori for 
El andRnflCn.) 

We now return to an arbitrary group T. Let us denote by rr the standard trace 

on the von Neumann algebra Mr generated by Ar and defined by TT(T) = (TSe,Se). 

Let Lp(rr) denote for 1 < p < oo the associated non-commutative Lp-space. The 

space LI(TT) is the predual of the von Neumann algebra M r , which we will also 

denote sometimes by L00(TT). A S explained before Lemma 0.1, when 1 < p < oo and 

0 = 1/p, we will view the space Lp(rr) as equipped with its natural o.s.s. for which 

the isometric identity LP(TT) = (L00(rr), ^i(rr))^ becomes completely isometric. 

We now turn to the case T = FQO for the rest of this section. We will drop the 

index T and write simply A, r , . . . instead of Ar, Tr,. • • with T = FOQ. 

We will denote simply by Lp(r) the non-commutative Lp-space (1 < p < oo) as

sociated to T = FQO. Note that, by Lemma 0.1 and [H4], we have (completely 

isometrically) 

LP(T) = ( L o o ^ L x f r ) ) , = (CKFoo^LxO-)), 

whenever 0 < 0 = 1/p < 1. 

We wish to describe the operator space generated by the free unitary generators 

{\(9i) |t = l , 2 , . . . } i n £ p ( r ) . 

Let us denote by Ep the closed subspace of Lp(r) generated by {X(gi) \ i — 1 , 2 , . . . } . 

Note that Eoo = E\. We may view Ep as an operator space with the o.s.s. induced by 

Lp(r). Clearly, the orthogonal projection P from L,2(T) to E2 is completely contractive 

(since, by (0.4), ¿ 2 ( T ) can be identified with OH (I) for a suitable set / ) . On the 

other hand, by Theorem 8.3.1, that "same" projection P is completely bounded from 

C ^ F Q O ) onto E\. Actually, the proof of Theorem 8.3.1 shows that P extends to 

a weak—* continuous projection from L^r) onto E\. By transposition, P also 

defines a c.b. projection from L\(T) onto E\. Therefore, by interpolation, P defines a 

completely bounded projection from Lp(r) onto Ep for any 1 < p < oo. 

It is natural to expect (as our notation suggests) that Ep can be identified with 

(Eoo^E^e with 0 = 1/p. However, the complex interpolation functor has a very 

important "defect" which is well known to specialists, but is often overlooked by non-

specialists: it is not injective. By this we mean that, given a compatible Banach 

couple (ylo> ^ . l ) , if we interpolate between two closed subspaces of Ao and Ai, we do 

not get a closed subspace of the interpolation space (A0, Ai)e. More precisely, if we 
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give ourselves a linear subspace S C Ao fl A\ and if we define So = SA°, Si = SAl, 

it is (in general) not true that S coincides with (So>Si)0> and the corresponding 

norms are not equivalent. A simple and classical counterexample is provided by the 

Rademacher functions (see §8.4 below) which span £\ inside L ^ , and span £2 inside L\, 

but nevertheless still span £2 (¿1,^2)0) in the intermediate spaces Lp = (Loo, £1)0 

for 1 < p < 00, 0 = 1/p. 

There is however a classical instance where this difficulty disappears, when we have 

a linear projection which is simultaneously bounded from Ao to So and from A\ to 

S\. In that case, it is easy to check that we do have (So, £1)0 ~ S 6 with equivalent 

norms. We will need the following extension to operator spaces, which is immediate: 

Proposition 8.3.2. — Let (AQ,A\) be a compatible couple of operator spaces. Let 
So, Si be as above. Assume that there is a c.b. linear projection P: Ao —> So which 
also extends completely boundedly to a projection from A\ to S\. Then we have a 
completely isomorphic identification 

(Sb ,S i )* ~SA°, 

and P defines a c.b. projection from AQ to S 6. 

Thus, in contrast with the Rademacher case, the existence of this simultaneous 

c.b. projection ensures that the space Ep can be identified completely isomorphically 

to (E\,Ei)e with 6 = 1/p. In addition, Ei ~ BY Theorem 8.3.1, we have 

E\ ~ Rn C and by duality E\ ~ (RC\C)*. We can describe the operator space 

{RDCy as follows. 

Consider the direct sum R 0 i C (as defined in §0), and its subspace A C R ®i C 

defined by 

A = { ( # , - * £ ) \ xe R}. 

We will denote by R + G the quotient space (R 0i C)/A. Since R 0i C is equipped 
with a natural o.s.s., the space R + C itself is thus equipped with a natural o.s.s. as 
a quotient space (see §0). It is easy to see (cf. §0) that 

(R n Cy = R + C completely isometrically. 

Thus, Ei ~ R + C. Hence we have (completely isomorphically) Ep ~ ( i?DC, R + C)o. 

We will "compute" the latter space more explicitly in Theorem 8.4.8 below, but let us 
state what we just proved. 

Corollary 8.3.3. — Let Lp(r) denote the non-commutative Lp-space of the free group 
and let Ep be the closed subspace generated by the free generators {X(gi) | i = 1 , 2 , . . . } , 
with 1 < p < 00. Then we have, completely isomorphically (with 6 = 1/p) 

(8.3.1) Ep~(RnC,R + C)e, 

where as before, we use the transposition mapping as the continuous injection from R 
to C which allows us to view (iî, C) as a compatible couple. In addition, the orthogonal 
projection from L2(r) onto E2 defines a c.b. projection from Lp(r) onto Ep for all 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 1998 



1 <p < oo. Moreover, the equivalence constants in (8.3.1) as well as ||-P||C6(LP(T),JEP) 
remain bounded when p runs over the whole interval [l,oo]. 

Remark8.3.4. — By Cor. 2.4, p. 26 in [PI], we know that (Rn C , R + C)1/2 = OH 
completely isometrically. Hence, by the reiteration theorem (cf. [BL], p. 101) we 
have 

(RnC1R + C)e = (RnC,OH)2e if 0 < 1/2 

and 

(RnC,R + C)0 = (OH,R + C)2e-i if 6 > 1/2 

Remark. — In Theorems 8.4.8 and 8.4.10 below, we give a very explicit description 
of the operator space structures of (R fl C, R + C)Q and EP. 

8.4. Operator space spanned in Lp by standard Gaussian random variables 

or by the Rademacher functions 

Let (Q, A, P) be a probability space. We will say that a real-valued Gaussian random 

variable (in short r.v.) 7 is standard if Ej = 0 and E72 = 1. We will say that a 

complex valued Gaussian r.v. 7 is Gaussian standard if we can write 7 = 2~1/2(7/ + 

¿7") with 7 ' , 7 " real-valued, independent, standard Gaussian r.v.'s. 

Let {7n I n = 1 , 2 , . . . } (resp. {jn \ n = 1 , 2 , . . . } ) be a sequence of real (resp. 

complex) valued independent standard Gaussian r.v.'s on (ft, A, P). As is well known, 

for any finite sequence of real (resp. complex) scalars (an), the r.v. S = X)a*7* 

(resp. Ylai7i)i nas tne same distribution as the variable 5 = ( ^ \&i\2) 7i (resp. 

( i Z \ai\2)1^27iSj' In particular, we have for any finite sequence of complex scalars 

(8.4.1) 
'aiyi Т) -- IFnllp 

- I \2\1/2 

Let GP be the subspace of Lp(ft, A, P) generated by | n — 1 , 2 , . . . } . Then, as a 
Banach space, Qp is isometric to £2 for all 1 < p < 00. (To simplify, we will discuss 

mostly the complex case in the sequel, although the real case is entirely similar pro

vided we restrict ourselves to R-linear transformations.) Moreover, for any isometry 

U : GP —• QP the sequence {U(ji) \ i = 1 , 2 , . . . } has the same distribution as the 

sequence {7» | i = 1 , 2 , . . . } . If we equip Gp with the o.s.s. induced by Lp(ft, A, P) , it 

follows (see Proposition 2.4 and Remark 2.5) that U is a complete isometry from Gp 

to Qp. 

Let {en I n = 1 , 2 , . . . } be a sequence of independent, identically distributed r.v.'s 

on (Q,A,P) with ± 1 values and such that P{en = + 1 } = P{en = - 1 } = 1/2. The 

reader who so wishes can replace {en \ n = 1 , 2 , . . . } by the classical Rademacher 

functions (rn) on the Lebesgue interval, this does not make any difference in the 

sequel. 

Let TZP be the subspace generated in LP(Q,A, P) by the sequence (en). 

ASTÉRISQUE 247 



8.4. OPERATOR SPACE SPANNED IN Lp BY GAUSSIAN RANDOM VARIABLES 105 

The analog of (8.4.1) for the variables (en) (or equivalently for the Rademacher 
functions) is given by the classical Khintchine inequalities (cf. e.g. [LT1], p. 66 or 
[DJT] p. 10), which say that, for 1 < p < oo, there are positive constants Ap and Bp 
such that for any scalar sequence of coefficients (an) in £2 we have 

(8.4.2) Ap\ K r ) 1 / 2 
""V 

OLN£N 
P 

Bp KI2)1/2. 

(Note that we have trivially Bp = 1 if p < 2 and Ap = 1 ii p > 2.) This implies that, 

as a Banach space, TZP is isomorphic to £2 for any 1 < p < oo. A fortiori Kp and Q% 

are isomorphic Banach spaces if 1 < p < oo. 

By Proposition 2.4, we can deduce from the known general results on Gaussiar 
and Rademacher series in Banach spaces (cf. [MaP], Corollaire 1.3) that the spaces 
Gp and Tip are completely isomorphic for any 1 < p < oo. Of course, in the case 
p = 2, Q2 and H,2 are completely isometric to OH since the space L2(Q,,A,P) itselJ 
is completely isometric to OH (I), where the cardinal J is its Hilbertian dimension. 

We now wish to describe the operator space structure induced by Lp on Qp (resp, 

TZp). By Proposition 2.1 (applied with dim(E) = 1), this can be reduced to the 

knowledge of the norm 

i 'Yn^n 
LP{Q,P;SP) 

(resp. || ̂ 2enxn ||L ^Q ps p when (xn) is an arbitrary finite sequence of elements of 

Sp. In other words, to describe the o.s.s. of Qp (resp. TZP) up to complete isomorphism, 

it suffices to produce two-sided inequalities analogous to (8.4.1) and (8.4.2) but with 

coefficients in Sp instead of scalar ones. The non-commutative versions of Khintchine's 

inequalities proved in [Lu] and [LuP] are exactly what is needed here. The case 

1 < p < oo is a remarkable result due to F. Lust-Piquard ([Lu]). The case p = 1 

comes from the later paper [LuP], which also contains an alternate proof of the other 

cases. 

Theorem 8.4.1 
(i) Assume 2 < p < oo. Then there is a constant B'p such that for any finite sequence 
(xn) in Sp, we have 

(8.4.3) max 
, , Ni/2 
, xnxnj 

S„ 

xnx*n)1/2 
Sp 

Enxn 
Lp(n,P;Sp) 

^ B'p max \ 
x*nxn)1/2 

Sp xn%n J Sp 

(ii) Assume 1 < p < 2. Then there is a positive constant A' (independent of p) such 
that, for any finite sequence (xn) in Sp, we have 

(8.4.4) ^l l l (*n) | | |p 6NXN 

LP(Q,P;SP) 
I I K O I I I P 
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where we have set 

l l l ( O I I I P = i n f , VnVn)1/2 
\sP 

\ ,*V/2 
, ZnZn) \sp 

|xn = yn + zn } 

Moreover, similar inequalities are valid with a real or complex Gaussian i.i.d. sequence 
(in) or (in) in the place of (en). Finally, the same inequalities are valid when Sp is 
replaced by any non-commutative Lp space associated to a semi-finite faithful normal 
trace on a von Neumann algebra. 

Remark. — The fact that the constant A' appearing in (8.4.4) can be taken indepen
dent of 1 < p < 2 is proved in [LuP] (see Cor. III.4, p. 254). 

Remark. — (Independently observed by Marius Junge in [Ju].) We claim that there 
is a numerical constant C such that, for all 2 < v < oo 

(8.4.5) B'p < CVp . 

Since this is only implicitly contained in [LuP] and it might be of independent interest, 
we will give the details explicitly. Let us denote by Pi: L2 -¥ TZ2 the orthogonal 
projection. Recall that the AT-convexity constant of a Banach space X is defined as 
follows 

K(X) = \\P1®IX\\L2(X)^L2(X). 

By a standard averaging technique, one easily verifies that 

\\PI®IX\\LP{X)^LV(X)<K{LP{X)). 

When X = Sp, then since £P(SP) embeds isometrically into Sp, we have 

K(LJSn)) = K(S„). 

By duality, it follows from the preceding estimate of \\PI<8>IX\\LP(X)^LP(X) f°r -X" = Sp, 
using (8.4.4), that for all 2 < p < oo, 

B'p < (AT'KiL^)) = (A')-lK(Sp). 

By Remark 2.10 in [MaP], the latter constant is dominated by the type 2 constant, 

and by [TJ2] the type 2 constant of Sp is equal to the best constant in the classical 

(scalar) Khintchine inequalities Bp (at least when p is an even integer) which is of 

order p1/2 when p —> oo. Thus we obtain our claim that there is a numerical constant 

C such that, for all 2 < p < oo 

B' < Cy/p. 

The following result, essentially due to Mark Rudelson, has applications to the 

geometry of convex bodies (cf. [Rn]). A simple proof of it can be given using the 

preceding remark. 

Proposition 8.4.2. — There is a numerical constant C such that for any n, m and 
any m-tuple of rank one orthogonal projections ( P i , . . . , Pm) in Mn, we have 

V(a,)€C" 
m 

Q 1 
EjajPiWMndP < Cil 

m 

1 
a/Pj-H^flogfo + l))1/2. 
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Proof. — We apply (8.4.3) withp = 2+log(n) and Xj = otjPj, so that XjXj = x*jXj = 

\aj\2Pj. Then for any x in Mn, we have 

\\x\\s* <n1/p||x||Mn <e||x| |Mn. 

Hence 
m 

1 

\<*j\2Pj)1/2\\s;<e\\' 
m 

1 

|aj|2 Pj||1/2mn . 

Therefore the result follows from (8.4.3) and (8.4.5). 

Let us now identify Qp and 1ZP as operator spaces. We start by the case p = 1 which 

is particularly interesting. As mentioned before stating Corollary 8.3.3, we have 

(8.4.6) (R n C)* = R + C completely isometrically. 

In particular, R + C is isomorphic to t2 as a Banach space. We will denote by (&i) 

the natural basis of R + C which is biorthogonal to the basis (Si) of A x « i? D C. 

Equivalently, if we denote by q : R 0 i C -> R + C the canonical surjection, then 
we have on = <?(ein © eni). Similarly, we will denote by Rn -f Cn the quotient 
operator space (i?n 0 i Cn)/An, with An = {(x, — lx) \ x G i?n}. We also can identify 
Rn + Cn with the subspace spanned in R + C by (cri,... ,crn). Moreover, we have 
(Rn nCny = Rn + Cn completely isometrically. 

Now we can reformulate the main result of [LuP] in the language of operator spaces 

as follows: 

Theorem 8.4.3. — The space TZ\ (resp. Q\) is completely isomorphic to R + C, via 
the isomorphism which takes Si (resp. ji) to 0{. 

Proof. — It is easy to verify that the norm |||.|||i appearing in Theorem 8.4.1 is the 
dual norm of the natural norm from the space /C <8>min (R H C). Equivalently, it 
coincides with the norm in the space S\[(RC\Cy\ = Si[R + C]. Therefore, the linear 
mapping which takes Si to Oi defines an isomorphism from 5i[7£i] onto S\\R 4- C]. 

Thus, the announced result for IZi follows from Proposition 2.4 applied with p = 1. 
The case of Q\ is analogous. • 

By combining (8.4.6) with Theorem 8.3.1 we obtain a surprising connection be
tween the standard Gaussian (or ± 1 valued) independent random variables and the 
generators of C^(Foo) : 

Corollary 8.4.4. — We have (E\)* « Gi « Tli completely isomorphically. More 
precisely, let us denote by (\*(gi)) the system in (E\)* which is biorthogonal to (X(gi)). 
Then the mapping u : TZ\ (Ex)* (resp. u : Q\ -> (E\)*) defined by u(ei) = \*(gi) 
(resp. u(ji) = \*(gi)) is a complete isomorphism. 

More generally, for all 1 < p < oo, let us denote by R\p] (resp. C[p]) the operator 

space generated by the sequence {e\j | j = 1 , 2 , . . . } (resp. {en \ i = 1 , 2 , . . . } ) in the 

operator space Sp equipped with its natural o.s.s. defined by interpolation. Here again 

we set Soo = JC- Note that i?[oo] (resp. C[oo]) obviously coincides with the "row" 
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(resp. "column") space R (resp. C). A moment of thought shows that R[l] « R* 

and C[l] « C* completely isometrically, therefore we may identify R[l] with C on one 

hand, and C[l] with R on the other. Moreover, we obviously have a natural projection 

simultaneously completely contractive from Si to R[l] and So© to i?[oo] (and similarly 

for columns). This implies, by Proposition 8.3.2 that if we make the couple (i?, C) 

into a compatible one (as we did in §0, see [PI] for more on this theme) by using 

transposition to inject R into C, then we have completely isometric identifications 

(with 6 = lip) 

R\p] = (R,C)e C\p] = (C,R)0. 

In other words, the space R\p] is exactly the same as the space denoted by R(l/p) in 
Theorem 1.1. 

Now if we use (1.5) we find 

(8.4.7) Sp[R\p]] = (Soo[R],S1[C])0 and Sp[C\p]] = (5oo[C],5i[iî]),. 

If we view 5oo[-R], (resp. S i [C]) as a space of sequences of elements of Soo (resp. S i ) , 

then the norm in Soo[-R] (resp. S i [C]) is easily seen to be (XJ) I K X ^ j ^ j O ^ H s 

(resp. (XJ) —> || ( IC^j^j)1^!!.^)- Therefore, since we have simultaneously contrac

tive projections (see the discussion before Proposition 8.3.2) onto the corresponding 

subspaces of Soo [Soo] and Si [Si] we find that the norm in (Soo[-R]> Si [C])^ coincides 

with (XJ) -> || (Y1X3X))l^ || s ' *n otner words, for any sequence (XJ) in Sp we have 

by (8.4.7) 

(8.4.8) é Xj <g> eij 
SP[R[P}} 

xjxj* I1/2II 
Sp 

Similarly, we have 

(8.4.9) ] Xi (8) en 
SP[C[p]] 

xi 

v 1 / 2 1 

Sp 

We denote by i2[p]DC[p] the subspace of R\p]Q>ooC\p] formed of all couples of the form 

(#, tx). On the other hand, we denote by R\p] + C\p] the operator space which is the 

quotient of i?[p]0iC[p] modulo the subspace formed of all couples of the form (x, — tx). 

Then, by (8.4.8) and (8.4.9), the norm appearing on the left in (8.4.3) is equivalent 

to the natural norm of the space Sp[C[p]] fl Sp[i?[p]] or equivalently Sp[i?[p] fl C[p]]. 

Similarly, the norm ||| |||p in Theorem 8.4.1 (case p < 2) is equivalent to the natural 

norm of the space Sp[C[p]] + Sp[i?[p]] or equivalently Sp[i?[p] + C[p]]. This allows us 

to state: 

Theorem 8.4.5. — Let 1 < p < oo. The space Qp (or the space TZP) is completely 
isomorphic to R\p] + C\p] if p < 2 and to R\p] fl C[p] if p>2. 

Proof — First observe that the natural norm in the space Sp[7£p] is equal to the 

norm induced by Lp(fi, A, P\ Sp), by Corollary 2.2. Then, by (8.4.3), (8.4.4) and the 

preceding discussion, the latter norm is equivalent to the natural norm of either the 
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space Sp[R\p] D C[p]] if p > 2 or the space Sp[R\p] + C\p]] if p < 2. Whence the 

announced complete isomorphisms by Proposition 2.4. • 

Remark. — Note that Theorem 8.4.1 is nothing but an extension of Theorem 8.4.5 

to the case p = l . 

Remark 8.4.6. — In the Banach space setting, it is well known that the orthogonal 

projection P2: L2 -> G2 (resp. Q2: L2 -> TZ2) extends to a bounded linear projection 

Pp: Lp -> Qp (resp. Qp: Lp -> 7£p), provided 1 < p < 0 0 , and this fails if p = 1 or 

p = 0 0 . (Warning: it is customary in Harmonic Analysis to consider that Pp and P2 

are the "same" operator, since they coincide on simple functions.) 

In the operator space setting, the situation is analogous: for any 1 < p < 0 0 , Pp (resp. 

Qp) is a c.b. projection from Lp onto Qp (resp. onto 1ZP). This can be seen easily 

using Proposition 2.4 and the fact that, when 1 < p < 0 0 , Sp is a "If-convex" Banach 

space in the sense of [ P l l ] . (See also [TJ1], p. 86 or [DJT], p. 258.) 

This can also be viewed as a corollary of Theorem 8.4.5, since the latter result implies 

that (Gp)* — GP' and (Hp)* TZP> (completely isomorphically) when 1 < p,p' < 0 0 

with - + — = 1. Indeed, the complete boundedness of the natural mapping 
p p 

(Qp)*=Lp,IGpL^Gp> 

is clearly equivalent to the complete boundedness of Pp, and similarly for Qp. 

Notation. — We will denote (albeit abusively) by (Si) the natural basis of both spaces 

i?[p]nC[p] and (i?flC, R+C)o- This simpler notation should not create any confusion. 

Corollary 8.4.7. — Let 2 < p < 0 0 . Consider the space Qp = (7?y )*, i.e. we denote 
Qp — Lp(n,P)/(7ip')-L. Let ii be the equivalence class ofei in Qp. Then the mapping 
T\: R\p] fl C\p] -> Qp, which takes Si to ii, satisfies 

HïilU < C and ||rr1||c6 < 1, 

where C is a constant independent of 2 <p< 0 0 . 

Proof. — This follows from an essentially trivial dualization of (8.4.4). • 

Theorem 8.4.8. — Let 2 < p < 0 0 and 0 = 1/p. Then the natural identification 
induces an isomorphism 

T: R\p]nC\p] (RnC,R + C)», 

with ||T||C6 < C and | |T_1| |C6 < 1 where C is a constant independent of 2 < p < oo. 

Consequently, for any 1 < p < oo and 0 = 1/p we have completely isomorphic 
identities (with isomorphy constants bounded independently of p) 

(RnC,R + C)e 

(RtlC,R + C)0 

R\p] n C[p] ifp > 2 

R\p] + C\p] ifp<2. 
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Proof. — Let 2 < p < oo. Let Ev = (R n C,R + C%. We will first prove that 

T-1c6(Jgp,JR[p]nc[p]) - 1 or equivalently that 

l i r - ' I U ^ ] ) < i and I I T - 1 ! ! ^ ^ < 1. 

By interpolation, it suffices to prove this for 0 = 0 and 0 = 1/2. But the case 0 = 0 
is trivial, and 0 = 1/2 follows from Remark 8.3.4. 

To prove the converse, we write T as a composition T = T2T\ where T\ is as in 
Corollary 8.4.7 and where T2: Qp -> i£p is the map taking to To conclude it is 
enough to show that ||̂ 2||c6(gp EP) — Equivalently, it suffices to show that the map 

Ts: Lp(ft, P) —> Ep which is the composition of T2 with the canonical quotient map 
from Lp(fi,P) onto Qp satisfies 

(8.4.10) \\T3\\CHLP,EP) < 1-

But now, note that, for any von Neumann algebra M, we have obviously 

V / e Loo(f i ,P;M), rfdP 
11/2 

11/11 and ffdP 
nl/2 

l l / l l 

hence, it is easy to show that (8.4.10) holds for p = oo. On the other hand, (8.4.10) 
clearly holds also for p = 2 by Remark 8.3.4. Thus, by interpolation, we obtain 
(8.4.10) for any 2 < p < oo. This completes the proof since the last assertion can be 
obtained by duality. • 

Remark. — The preceding statement might be a very particular case of a general 
phenomenon (yet to be proved) in complex interpolation theory. See the discussion 
in Maligranda's paper [Ma] about the "real" interpolation between sums and inter
sections. 

Using Corollary 8.3.3, we obtain another striking isomorphism. 

Corollary 8.4.9. — Let 1 < p < oo. Let Ep be as in Corollary 8.3.3. Then the 
correspondence E{ -> A(^) (resp. ji —> X(gi)) is a complete isomorphism between the 
spaces Hp (resp. Qp) and Ep (and here the isomorphism constants remain bounded 
when p runs over the interval [1,2]). 

Proof. — We just combine Corollary 8.3.3 with the preceding statement. • 

Theorem 8.4.10. — There is a constant C such that, for any 2 < p < oo, for any 
von Neumann algebra N equipped with a standard trace ip, and for any finite sequence 
(xn) in Lp(N,ip), we have 

] A(pn) 0 xn 
Lp(rx-0) 

! C max XnXn 
J 

1/2 

\LP(N,4>) 
, xnxn 

vl/2 

Lp(N,v) 
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Proof. — With Sp in the place of Lp(N,ip), this is an immediate consequence of 
Theorem 8.4.8 (recalling (8.4.7)). The general case can be proved exactly as above 
for Theorem 8.4.8, but taking into account the last assertion in Theorem 8.4.1 (which 
follows from Remark 3.6, p. 255 in [LuP]). • 

Remark 8.4.11. — Let k > 1 be a fixed integer. Let (ejjn>i» (£n)n>i> • • • > (£n)n>i be 

independent copies of the original sequence (en) as above, on a suitable probability 

space (fi,A, P). Let us denote by the subspace of Lp(n,A, P) spanned by the 

functions of the form enien2.. .e„k (n\ > l,n2 > 1 , . . . ) - Then, modulo a simple 

reformulation, the results of the paper [HP2] describe the operator space structure 

of the space lV{ for any = 1 , 2 , . . . and its dual. (The Gaussian case is similar by 

general arguments.) 

The paper [HP2] also describes the space E\ ®min • • • (g>min E\ (fc-times) and proves 
that TZi is completely isomorphic to (E\ ®min ••• <g)min E\)*. Here of course the 
isomorphism constants depend on k. 

Concerning TZp for 1 < p < oo, it is easy to iterate the inequalities appearing in The

orem 8.4.1 to obtain (after successive integrations) two-sided inequalities describing 

the operator space structure of Hp. To describe these iterated inequalities, assume 

for simplicity that k = 2. Let (x^) be a matrix with entries in 5P, with only finitely 

many of them non-zero. Then both x = (x^) and the transposed matrix lx = (xji) 

can be viewed as elements of Sp on the Hilbert space £2 0 £2 © • * • and we denote the 

corresponding norms simply by ||#||sp and ||*a;||sp. 

Then after iteration (8.4.3) becomes when 2 < p < 0 0 

(8.4.11) max INl5P,lN|5p, 
ij 

, X^j X{j 

\ 1/2 I 

Sp ij 

y * 
4 xijxij 

1/2 I 

Sp 

ij 

E±£2-X-

llLp(n,P;Sp) 

< (Bfp)2 max \\X\\spA\tx\\Sp: 
\ ij 

f xijxij 

1/21 

SP 
ij 

xijx*ij 
1/2 

Sp 

Moreover, the orthogonal projection induces a c.b. projection from Lp(fî, P) onto TZ^ 

for any k = 1 , 2 , . . . , so that (8.4.11) can be dualized to treat the case 1 < p < 2. We do 

not spell out the corresponding inequality. Again, when 2 < p < 0 0 , these inequalities 

can be interpreted as describing TZ2 as completely isomorphic to the intersection 

of four operator spaces, as follows. First recall that, for any Hilbert space if, we 

denote by Hc (resp. Hr) the operator space obtained by equipping H with the o.s.s. 

of the column (resp. row) Hilbert space. Let us define Hr\p] = (Hr,Hc)i/p and 
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Hc\p] = (Hc,Hr)1/p ~ Hr\p'] for 1 < p < oo, with p-1 -hp'"1 = 1. (Also set, by 
convention, iJr[oo] = ifr, Hc[oo] = Hc, Hr[l] = ifc, Hc[l] = Hr.) 

Then (8.4.11) can be interpreted as saying that 1Z2 is completely isomorphic to the 
intersection Sp fl S°p fl (S2)c\p\ fl (S2)r\p] (the opposite Eop of an operator space E 
is defined e.g. in [BP]). Thus we can extend essentially all the preceding discussion 
of TZP to the spaces 11*. In particular, here is what becomes of Theorem 8.4.8 in the 
case k = 2: 

Let 0 = 1/p, 1 < p < oo and let us denote K by Soo- Then the interpolation space 

( № ) r n (52)c n Soo n 55?, (s2)r + (s2)c + Si + s?)0 
is completely isomorphic to the intersection 

(S2)r\p]n(s2)c\p]nspns;p if P>2 

and to the sum 

(S2)rM + №)c[p] + 5p + 5 7 if p < 2 . 

In the case p = 1, the results of [HP2] show that 1Z\ is completely isomorphic to the 
sum (S2)r + (S2)c + Si + SjP. The case of a general > 2 can be handled similarly 
and we obtain for p > 2 (resp. p < 2) the intersection (resp. the sum) of a family oi 
2k operator spaces. We leave the details to the reader (see [HP2] for the cases p = ] 
and p = oo). 

Remark. — By a well known symmetrization procedure, one can deduce from the 
Khintchine inequalities that, for any sequence (Zn)n>i of independent mean zerc 
random variables in Lp (1 < p < oo), we have (for any n) 

1/2 Ap n 

i=1 
Zi\2 

1 / 2 

p 

n 

11=1 

Zi 
p 

2Bp 
n 

i=1 
\Zi\2 

1 / 2 I 

p 

Note that the partial sums Sn = ^ Z{ form a very special class of martingales. 
These inequalities were extended to the case of general martingales by Burkholder, 
Davis and Gundy (see [Bu]). 

For a non-commutative version of the Burkholder-Gundy inequalities, with an appli
cation to Clifford martingales and stochastic integrals, see [PX1]- [PX2] . 

8 .5 . Non-commutat ive A(p)-sets 

In this section, we will briefly describe some results from Asma Harcharras's recent 
thesis [Ha]. Let T be an arbitrary discrete group with unit element e. Let M be the 
von Neumann algebra generated by the left regular representation Ar, equipped with 
its standard trace Tp. We denote by LP(TT) the associated (non-commutative) LP-

space. A linear map T : LP(TT) -> LP(TT) is called a multiplier if there is a function 
<p: r C such that T(Xr(t)) = ip(t)\r(t) for all t G T. In that case, we write 
T = Ttp. We say that ip: T - » C is a bounded (resp. c.b.) multiplier on LP(TT) if 

ASTÉRISQUE 247 



8.5. NON-COMMUTATIVE A(p)-SETS 113 

T<p: L P ( T T ) -> L P ( T T ) is bounded (resp. c.b.). Then in analogy with the commutative 
case (cf. Remarks 8.1.6 and 8.1.7), one can introduce the following definitions. 

Definition 8.5.1. — Let 2 < p < oo. A subset A C T of a discrete group V is called a 
A(p)-set (resp. A(p)c&-set) if every bounded function tp: A —> C can be extended to 
a bounded (resp. c.b.) multiplier on L P ( T T ) . 

Remark. — For more information on A(p)-sets, we refer the reader to [Rud2], 
[Bonl]-[Bon2] and [LoR] in the Abelian case, and to [Bozl]-[Boz3] for the non-
Abelian one. 

Using the results of [TJ2], it is easy to show that a subset A C T is a A(p)-set iff 
there is a constant C such that, for any finitely supported function x: A -¥ C, we 
have 

IUGA 
>(*)AF(*) 

Lp(rr) 
C 

,teA 
№\2 

1/2 

Note that conversely we have, for any A, 

>(*)Ar( t ) 
Ii, Or) 

>«|2)1/2 >(t)Ar(t) . 

In particular, this shows that, in the Abelian case, the preceding definition is equiva
lent to the one given in Remark 8.1.6. 

To state the analogous fact for A(p)c&-sets, it will be convenient to denote by 
L P ( T Y x tr) the (non-commutative) Lp-space associated to the product trace rr x tr 
on the (von Neumann) tensor product M0J5(£2). This space can be equivalently 

identified with the space SP[Lp(rr)], by (3.6)'. 

Proposition 8.5.2. — Let 2 < p < oo. A subset A C T is a A(p)cf,-set iff there is a 
constant C such that, for any finitely supported function x: A -> Spj we have 

(8.5.1) 
I EGA 

]\r(t) ®x(t) 

Lp{rT xtr) 

< Cmax 
W A 

x(tyx(t) 

1/21 

\SP 
KteA 

x(t)x(tY 

v 1 / 2 I 

Sp 

In other words, A(p)cb-sets are exactly the subsets of T which satisfy the analog of 
(8.1.3). 

Remark 8.5.3. — Note that the inverse of (8.5.1) holds for any set A with constant 

1; in particular, taking A = T, we see that the indicator function of a A(p)c&-set is a 

c.b. multiplier on Lp(rr). Equivalently, the orthogonal projection from L2(rr) onto 

span[Ar(t) 11 G A] is c.b. on Lp(rr) (1 < p < oo). 
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Remark. — Let L P ( T T ) A be the closed span in L P ( T T ) of {Ar(£) | t G A } . For simplicity 
of notation, assume A countable and let {tn \ n G N} be an enumeration of A. Then 
Proposition 8.5.2 says that A is a A(p)c&-set iff the correspondence A F ^ (gn) Ar(£n) 
extends to a complete isomorphism from the space Ep (described in Corollary 8.3.3) 
to L P ( T T ) A . Equivalently, the same is true with (£n)n€N and 1ZP in the place of (X(gn)) 
and Ep. 

Just as in the classical case of [Rud2], it turns out that there are nice combinatorial 
conditions which imply the A(p)c&-property, when p = 2k is an even integer. 

Definitions. — Let k > 2 be an integer. A subset A C T is called a B(k)-set if 
whenever two fc-tuples (s{) and (ti) in A satisfy 

s1t11s2t21 ...Sktk1 =e 

we have necessarily { s i , . . . , s*} = { ¿ 1 , . . . , tk) with multiplicity (meaning that if an 
element is repeated on the left, it is repeated an equal number of times on the right). 

Let e(k) = ( - 1 ) * - 1 . A subset A C T is called a Z(fc)-set if there is a constant C such 

that, for any x in T, the number of possibilities to write x = x\X2xxz • • -xe^h\ with 

Xi G A and Xi ^ Xj for all iI ^ j, is bounded by C. 

In the Abelian case, these notions are classical (especially for k = 2): see [HR], p. 85 
for a number theoretical discussion of B(fc)-sets (called ^-sequences in [HR]) and 
Zygmund's paper [Z] for applications to Fourier analysis. 

Fix k > 2. It is easy to check that any infinite subset of T contains a further subset 
which is a I?(A;)-set. Rudin in [Rud2] exhibited rather large subsets of Z which are 
i?(fc)-sets. On the other hand, it is easy to check that if T = Z^N\ i.e. T is the 
free Abelian group with infinitely many generators denoted by (Zn)n€fq, then the set 
A = {Zn I n G N} is a B(*)-set for all k > 2 (cf. [Bonl]-[Bon2]). 

Furthermore, in a free (non-Abelian) group, any free subset is easily seen to be a 
J9(k)-set for all k > 2. 

It is easy to give examples of A(p)-sets which are not A(p)c&-sets, for instance the 

proof of Proposition 8.1.3 shows that the set A = {3* + 3j \ i, j G N} is A(p) for all 

p > 2, but A(p)cb for no p > 2. However, the following result holds. It is the main 

source of examples of A(p)c&-sets. 

Theorem 8.5.4. — flHa],). Let p = 2k be an even integer > 2. Then, any B(k)-set 
is a Z(k)-setj and any Z(k)-set is a A(p)cb-set. 

We refer the interested reader to [Ha] for the proof, and for related results. The 

computations, which are fairly easy for p = 4, become increasingly complicated as k 

grows. 

Remark. — The sets A which satisfy the property in Proposition 8.5.2 for p = 0 0 

were studied in [P8], under the name of uL-sets". 
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8.6. Semi-circular systems in Voiculescu's free probability theory 

In this section, we describe the operator space generated in (non-commutative) Lp 

by the "free" analog of independent Gaussian variables, namely a free semicircular 
family. 

In his recent and very beautiful theory of "free probability", Voiculescu discovered 

a "free" analog of Gaussian random variables (see [VDN]) . This discovery gives a new 

insight into a remarkable limit theorem for random matrices, due to Wigner (1955). 

In Wigner's result, a particular probability distribution plays a crucial role, namely 

the probability measure on R (actually supported by [—2,2]) defined as follows. 

Pw(dt) = 1 [ _ 2 , 2 ] '4 - t 2 dt/2n. 

We will call it the standard Wigner distribution. We have 

tßw(dt) = 0 t2/jLW(dt) = 1. 

In classical probability theory, Gaussian random variables play a prominent r6le. 
They usually can be discussed in the framework attached to a family (resp. 

(li)iei) °f independent identically distributed (i.d.d. in short) real (resp. complex) 
valued Gaussian variables with mean zero and I/2-norm equal to 1. When (say) 
J = { 1 , 2 , . . . , n } the distribution of (resp. (7 i ) i e / ) 18 invariant under the 
orthogonal (resp. unitary) group 0(n) (resp. U(n)). 

In Voiculescu's theory, stochastic independence of random variables is replaced by 

freeness of C*-random variables. We will review the basic definitions below. After 

that, we will introduce a free family ( W j ) i G / °f C*-random variables, each distributed 

according to the standard Wigner distribution. These are called "free semi-circular" 

variables. The family (Wi)iei is the free analog of (j^iei in classical probability; it 

satisfies a similar distributional invariance under the orthogonal group. But actually, 

since we work mostly with complex coefficients, we will also introduce a free fam

ily (Wi)i£i which is the free analog of {^fi)i£i\ their "joint distribution" satisfies an 

analogous unitary invariance. Such variables are called "free circular" variables. 

We now start reviewing the precise definitions of the basic concepts of "free prob
ability", following [ V D N ] . 

Definitions. — A C*-probability space is a unital C*-algebra A equipped with a state 

(p (a state is a positive linear form of norm 1). We will say that an element x of A is a 

C*-random variable (in short C*-r.v.). If x is self-adjoint, we will say that it is a real 

C*-r.v. By definition, the distribution of a real C*-r.v. x is the probability measure 

fix on R such that 

Vfc > 0 <p(xk) thfix(dt). 

It follows that, for any continuous function / : R - » R , we have 

(8.6.1) ¥>(/(*)) = f(t)ßx(dt), 
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Indeed, we can approximate / by a sequence of polynomials uniformly on every com
pact subset. Hence, in particular for all 0 < p < oo 

(8.6.2) <p{\x\n \t\ppx(dt). 

Moreover, if ip is "faithful" on the C*-algebra Ax generated by x (meaning that cp(y) = 
0 for y > 0 implies y = 0) then the support of px is exactly the spectrum of x, denoted 
by a(x). Therefore, we can record here the following fact: 

(8.6.3) Let (A, <p) and (B,ip) be two C* -probability spaces with 
(p and ip faithful. Let x G A and y G B be two real C*-r.v. 
with the same distribution, i.e. such that px = py. Then 
we necessarily have \\x\\ = \\y\\ (where \\x\\ is the norm 
in A and \\y\\ the norm in B). 

This property is immediate, since 

llxll = sup{|A| I A e <r(x)}. 

It can also be obtained by letting p tend to infinity in (8.6.2). Note that it suffices 
that (p (resp. tp) be faithful on the C*-algebra generated by x (resp. y). 

A probabilist will legitimately object that this theory is restricted to bounded variables 
and that the usual probability distributions (Gaussian, Poisson,...) have unbounded 
support. But, by a truncation, one can easily extend this viewpoint to the unbounded 
real case. Besides, it turns out that the free analog of Gaussian variables happens to 
be bounded (see below), although it is not so for the "free" stable distributions (see 
[BV]). 

Example. — Let u —> a(u) G Mn be a random n x ra-matrix defined on a standard 
probability space (Q,A,P). Then the space A = Loo(n, A, P; Mn) can be viewed as 
a C*-probability space once we equip it with the state cp defined by 

<p(a) : -tr(a(cj))dP(u;). n 

Assume moreover that a(u) = a{u)* almost surely. Let (Ai(o;) , . . . , An(o;)) be the 
eigenvalues of the matrix a(u). Then the distribution pa of the real C*-r.v. a is 
nothing but 

Pa 
1 
n 

n 

1 

6Xi(u,)dP(uj). 

Definitions. — Let (An,(pn) be a sequence of C*-probability spaces and let xn G An 
be a sequence of real C*-r.v.'s. We will say that xn tends to x in distribution if the 
distributions fiXn tend weakly to \xx. By a classical criterion, this is equivalent to 

V f c > 0 <Pn(Xn) -> <f(xk) when n -> oo. 

ASTÉRISQUE 247 



8.6. SEMI-CIRCULAR SYSTEMS IN VOICULESCU'S FREE PROBABILITY THEORY 1 1 7 

More generally, we can define the joint distribution of a family x = (xi)iei of real 
C*-r.v.'s, but it is no longer a measure: we consider the set V(I) of all polynomials 
in a family of non-commuting variables (XAi^j. First we define 

F{XilXi2...Xik) = (p(xilXi2...xik), 

then we extend F linearly to a linear form on V(I). We will say that F is the "joint 
distribution" of the family x = (xi)iei. If we give ourselves for each n such a family 
(#?)*€/ wrtn distribution Fn, we say that converges in distribution to (x»)»e/ 
if Fn converges pointwise to F. 

Let (A, ip) be a C*-probability space and let (Ai)iej be a family of subalgebras of A. 
We say that (Ai)l€j 1S ffee if ^(aifl2 • • -an) = 0 every time we have aj G Ai^i\ ^ 
*2 # ' * • ^ *n and y?(oj) = 0 V j . 

Let (xt)iei ^e a f^mily °f C*-r.v.'s in A. Let A* be the unital algebra (resp. C*-
algebra) generated by Xi inside A. We say that the family (x*)ie/ is free (resp. *-free) 
if (-4t)*€/ is free-

We can now reformulate Wigner's Theorem in Voiculescu's language. Fix n > 1. 
We introduce the random (real symmetric) n x n-matrix 

Gn = (9ij)i<i,j<n 

with entries defined as follows: {gij | i < j} is a collection of independent Gaussian 
real-valued r.v.'s with distribution iV(0,1/n) (i.e. E(gij) = 0 and E\gij\2 = 1/n) and 
g{j — Vi > j. We assume these (classical sense) random variables defined on 
a sufficiently rich probability space (for instance the Lebesgue interval). Let An = 
Loo(Q, A,P; Mn) and let ipn be the state defined on An by setting 

Vx G An (pn(x) : -tr(x(o;))dP(u;). 
n 

Then, Voiculescu's reformulation of Wigner's Theorem is: 

Theorem 8.6.1. — / / we consider Gn as a real C*-r.v. relative to (An,ipn), then we 
have the weak converqence of probability measures: 

/ Z G „ - > ßw when n -> oo. 

More generally, Voiculescu showed that if (Gf)iEi is a family of independent copies 
(in the usual sense) of the random variable Gn, then the family (Gf)i6/ converges in 
distribution to a free family (Wi)iei oi real C*-r.v.'s each with the same distribution 
equal to iiw> 

We will say that a real C*-r.v. x is semi-circular if there exists A > 0 such that the 
distribution of Ax is equal to [iw If A = 1, if x admits exactly fiw for its distribution, 
then we will say that x is semi-circular standard. We have then ip(x) = 0, <^(x2) = 1. 
(We should warn the reader that our standard normalization differs from that of 
[VDN].) 

In Voiculescu's theory, the analog of an independent family of standard real Gauss
ian variables is a free family of standard semi-circular C*-r.v.'s. Such a family can be 
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realized on the "full" Fock space, as follows. Let H = ¿2(1)- We denote by ^7(if)(or 
simply by T) the "full" Fock space associated to H, that is to say we set Ho — C, 
Hn = H®n (Hilbertian tensor product) and finally 

F=On >0Hn . 

We consider from now on Hn as a subspace of T. For every h G we denote by 
£(h): T -> T the operator defined by: 

£(h)x = h <g) x. 

More precisely, if x = Al G Ho = CI , we have £(h)x — Xh and if x = xi®x2®- • -0xn G 
%n we have £(h)x — h 0 x\ ® x2 <8> • • • <8> xn. We will denote by ft the unit element in 
Ho = CI . The C*-algebra B(T) is equipped with the state if defined by 

f(T) = < TQ,Q > . 

Let (ei)iGi be an orthonormal basis of H. 

The pair (B(T),(p) is an example of a C*-probability space. Moreover, (p is tra-
cial on the C*-algebra generated by the operators £(ei) -I- £&)* (i G I),i.e. we have 
(p(xy) = <p(yx) for all x,y in this subalgebra. (Note that ip(£(h)*£(h)) = (h,h) and 
(p(£(h)£(h)*) = 0, so that <p is not tracial on the whole of BIT).) 

In this subalgebra, let 

Wi = £(ei)+£(ei)*. 

Then the family (Wi)iei is an example of a free family of standard semi-circular C*-
r.v.'s, or in short a standard semi-circular free family. This family enjoys properties 
very much analogous to those of a standard independent Gaussian family (pi)ze/-
Indeed, for every family ( a i ) i G / £ with ^oc2 = 1 the real C*-r.v. S = J2iei aW% 
admits pw as its distribution. This is analogous to the rotational invariance of the 
usual Gaussian distributions. More explicitly, this means that for every continuous 
function / : E —> R we have 

*>(/(£)) = f(t)fiw(dt). 

In particular, by (8.6.3), for all finitely supported families of real scalars we have 

liei 
QiiWi : 2 | 

iei 

2 

1/2 

Thus, the operator space R-linearly generated by (Wi)iei is isometric to a real Hilbert 

space. 

We now pass to the complex case. Let (Zi)iei be a family of (not necessarily 

self-adjoint) C*-r.v.'s. We can then consider the distribution F of the family of real 

C*-r.v.'s obtained by forming the disjoint union of the family of real parts and that 

of imaginary parts of (Zi)iei. We will say that F is the joint *-distribution of the 

family (Zi)iej. Of course if the family is reduced to one variable Z , we will say that 
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F is the *-distribution of Z. Note that the data of the *-distribution of (Zi)iei is 

equivalent to that of all possible moments of the form 

f(xi1Xi2...Xin) 

where Xi = either Zi or Z* and where ¿1,22,...,in are arbitrary in I. 

We now come to the analog of complex Gaussian random variables. Let ( W , W") be 

a standard semi-circular free family (with two elements). We set W = -yz(W'+iW"). 
V2 

Every C*-r.v. having the same *-distribution as W (resp. as \W for some A > 0) will 

be called "standard circular" (resp. "circular"). 

Suppose given a (partitioned) orthonormal basis {ei \ i G 7 } U { / » | i G 1} of H. Then, 

one can show that Wi = £(ei) + ^(/*)* is a *-free family of standard circular C*-r.v.'s 

(in short a standard circular *-free family). 

Now, let (Wi)iei be any *-free family formed of standard circular variables. Then, 

for any finitely supported family (a»)»€j of complex scalars with ^|o;i|2 = 1, the 

variable S = ]Ci€/ <*iWi has the same *-distribution as W. As above, we have 

(8.6.4) IctiWi = 2 
|ai|2)1/2 

(one can verify that | |W| | = 2). 

Let Vi be the operator space spanned by this family {Wi \ i G / } . By (8.6.4), Vj is 

isometrically Hilbertian and (Wi)i€i is an orthonormal basis. Moreover (see [ V D N ] , 

p. 56) for any isometric transformation U: V/ —• V/ the family (U(Wi))i^j has the 

same *-distribution as {W%)i^i-

Lemma 8.6.2. — Let (A,<p) and (B,I/J) be two C*-probability spaces with ip and i\) 
faithful. Let (Zi)iei and (Yi)i^i be two families of C*-r.v.'s in A and in B respec
tively, admitting the same joint *-distribution. Let Az (resp. By) be the C*-algebra 
generated by (resp. (Yi)iej) and let Ez C Az (resp. Ey C By) be the opera
tor space spanned by the families. Then the linear mapping U defined by U(Zi) — Y{ 
extends to a complete isometry from Ez onto Ey and actually to an isometric C*-
representation from Az onto By. 

Proof — Without restricting the generality, we may replace the family (Zi)iei by the 

disjoint union of the families(Zi)iej and (Z*)iG/, and similarly for the family (Yi)ie/-

Let then P = Y! OLixi2...kZix ' •' Zik be a polynomial with complex coefficients in the 

non-commutative variables (Z»)»Gj. We set 

II(P) aiii2---fc^i * * * Yik 

Then, as (Zi) and (1^) have the same joint *-distribution, P*P and 7r(P)*7r(P) have 

the same distribution, hence, by (8.6.3), since ip and ip are faithful, ||P|| = ||7r(P)||. In 

particular, IT extends to an isometric C*-representation from Az onto By. As is well 

known, the latter is automatically completely isometric. A fortiori, the restriction U 

of 7r to Ez is completely isometric. • 
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Actually, it is very easy to identify the operator space V/ (up to complete isomor

phism) as the next result shows (see [HP2] for some refinements). 

Theorem 8.6.3. — The operator space Vi generated by a standard circular *-free 
family (Wi)iei is isometric to £2(1)- Similarly, the closed span of a free semi-circular 
family {{Wi)iei} is 2-isomorphic to £2(1). Moreover, if (say) I = N, each of these 
spaces is completely isomorphic to RnC or equivalently to E\. 

Proof. — We already saw that Vi is Hilbertian. 

Let (cLi)iei be a finitely supported family in B(H). The identity Wi = £(e«) -I- £(e*)* 
together with E ^ e ^ e * ) * < I yields 

ai®Wi 
Imin 

cii <8> £(ei) 
Imin 

ai®£{ei)* 
Imin 

^ a* a* 
, . 1/2 
Oidi 

whence 

(8.6.5) ^ ai <g> Wi 
^ min 

< 2 ai <g> Si 
min 

Conversely, it is easy to check that <p(W*Wj) = (f(WjW*) = 0 if i ^ j and = 1 
otherwise. Hence, letting T = J2ai ® Wu we have || = IIC ® <p)(T*T)\\ < 
\\T\\2m[n, and similarly we have || < ||T||min. It follows that 

(8.6.6) max 
a*iai||1/2 *H1/21 

ai°>i II ) 
di®Wi 

min 

The inequalities (8.6.5) and (8.6.6) imply that span[Wi | i G I] is 2-isomorphic to 
e2(i). 

For simplicity, we assume I = N in the rest of the proof. By Theorem 8.3.1, the last 

two inequalities imply that the closed span of (Wi)iei is completely isomorphic to E\ 

or equivalently to R fl C. Finally, as the variables Wj = (Wj 4- iWj')2~1^2 appear 

as a sequence of "blocks" (normalized in £2) on a, standard semi-circular system, the 

same inequalities (8.6.5) and (8.6.6) remain valid if we replace (Wi)*e/ by {Wi)iei. 

Therefore, we conclude that V/ itself is completely isomorphic to E\ or to R n C. 

This last point can also be deduced from the concrete realization Wi = £{ei) + £(fi)* 

already mentioned above for a standard circular *-free system. • 

Remark. — In a recent preprint (Computing norms of free operators with matrix 

coefficients), Franz Lehner has given an explicit exact formula for the left side of 8.6.5 

and several related equalities refining Theorem 8.3.1. 

Remark 8.6.4. — Let M be the von Neumann algebra generated by a free semi

circular family (Wi)i£i. We assume I = N for simplicity. Recall a classical notation: 

for any x in M , we define x<p G M* by x(p(y) = ip(yx) for all y in M. Thus we obtain 

a continuous injection M —> M* which allows us to consider the interpolation spaces 

(M, M*)o for 0 < 6 < 1. Let us denote for simplicity Loo(<p) = M, Li(<p) — M* and 

LJip) = (M,M*)e with 0 = 1/p. 
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Let us denote by Wp the closed linear span of (Wi)i^i in Lp(ip). In analogy with 
Corollary 8.3.3, we claim that the orthogonal projection V from L2((p) onto W 2 defines 
a completely bounded projection from Lp(ip) onto Wp for any 1 < p < 00 . Here again, 
the case p = 2 is clear since, by (0.4), L2(<p) is OH (I) for some set J. Therefore, by 
interpolation and transposition, it suffices to prove this claim for p — 00 . The latter 
case can be justified as follows: given a Hilbert space i / , let us denote by Hr (resp. 
Hc) the space H equipped with the row (resp. column) operator space structure 
associated to B(H*,C) (resp. B(C, H)). It is easy to check that the natural inclusion 
map M —> L2((f) is completely contractive from M to L2((f)r (resp. £ 2 ( ^ ) 0 ) - Hence, 
(recall that Wi is normalized in Z/2 (<£>)) V induces a completely contractive mapping 
T: M -> RnC defined by 

V x G M T(x) 
i 

Si ip(xWn 

Let V: R D C -> M be the mapping defined by V(Si) = Wi. By (8.6.5), the 

composition VT: M -> M satisfies | |VT||C6 < ||^||c& < 2. Moreover, F T is the 

adjoint of an operator on M* and VT "coincides" with V on the *-algebra generated 

by (Wi)iei. Therefore, VT is a completely bounded projection from M onto Woo, 

which naturally "extends" V. By transposition, we obtain a c.b. projection from Li(cp) 

onto W i and by interpolation from Lp(ip) onto Wp for all 1 < p < 00 . This establishes 

the above claim. 

Therefore, exactly as in Corollary 8.3.3, we conclude that W i ~ and Wp ^ 

(Woo, Wi)6> (completely isomorphically) with 0 = 1/p. But by Theorem 8.6.3 we 

already know that Woo — R H C, hence by duality W i ^ i? + C and consequently, by 

Theorem 8.4.8, we obtain again (with equivalence constants bounded independently 

oip) 

W p ~ R\p] + C]p] if p<2 and W p n C]p] if p > 2. 

Moreover, Theorem 8.4.10 remains valid with (Wi) in the place of (X(gi)). The case 
of circular variables can be treated by the same argument, thus, to recapitulate, we 
can state 

Theorem 8.6.5. — For simplicity let I = N. Let (Wi)»e/ (resp. (Wi)iej) be a standard 

free semi-circular (resp. *-free circular) family. For 1 < p < 00, let W p (resp. Wp) 

be the closed span of (Wi)iei (resp. (Wi)iei) in Lp((p). Then, for any p < 00, W p 
and Wp are completely isomorphic to the Gaussian subspace Qp (or to the space 1ZP) 

considered in §8.4- The correspondences Wi —>• 7», Wi -> 7$ (and also Wi -» Wi) or 

Wi - > Si all define complete isomorphisms between the corresponding Lp-subspaces. 

Moreover, the orthogonal projection defines a c.b. projection from Lp(ip) onto W p (or 

onto Wp) for any 1 < p < 00, with cb-norm bounded independently of 1 < p < 00 . 

We refer to [ V D N ] for a description of the various forms of Voiculescu's central 

limit theorem which is a generalization of Theorem 8.6.1. On the other hand, the 

reader will find in [Sk] a description of the applications of Voiculescu's theory to von 

Neumann algebras. 
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