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EQUILIBRIUM STATES FOR INTERVAL MAPS:
THE POTENTIAL — tlog|Df

BY Henk BRUIN anp Mike TODD

ABSTRACT. — Let f : I — I be a C* multimodal interval map satisfying polynomial growth of
the derivatives along critical orbits. We prove the existence and uniqueness of equilibrium states for the
potential p; : x — —tlog|D f(z)| for t close to 1, and also that the pressure function ¢t — P(p¢) is
analytic on an appropriate interval near ¢t = 1.

RESUME. — Soit f : I — I une application multimodale de classe C? dont les dérivées le long
des orbites des points critiques sont a croissance polynomiale, ou I est un intervalle. Nous démontrons
I’existence et 'unicité d’un état d’équilibre pour le potentiel ¢; : = +— —tlog|Df(zx)| lorsque ¢ est
proche de 1, et que la fonction de pression ¢t — P(¢;) est analytique sur un intervalle approprié prés
det=1.

1. Introduction

Thermodynamic formalism ties potential functions ¢ to invariant measures of a dynam-
ical system (X, f). The aim is to identify and prove uniqueness of a measure p,, that max-
imises the free energy, i.e., the sum of the entropy and the integral over the potential. In other
words

huw(f)+/Xsodu¢=P(so) i=  sup {h,,(f)+/x<pdvz—/xsod1/<00}

VEMerg

where M., is the set of all ergodic f-invariant Borel probability measures. Such measures
are called equilibrium states, and P(yp) is the pressure. This theory was developed by Sinai,
Ruelle and Bowen [43, 39, 3] in the context of Holder potentials on hyperbolic dynamical
systems, and has been applied to Axiom A systems, Anosov diffeomorphisms and other sys-
tems too, see e.g. [2, 21] for more recent expositions. Apart from uniqueness, it was shown in
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560 H. BRUIN AND M. TODD

dp,
dm,

sure my, is a fixed point of the transfer operator (L,h)(2) = - ¢(y)=s e?®) h(y). Moreover,
L, 18 a Gibbs measure, i.e., there are constants K > 0 and P € R such that

1 1o (Ch

E<5%F$<K
foralln € N, all n-cylinder sets C,, and any x € C,,. Here ¢, () := o(f"* () +- - -+p(x).
We refer to P as the Gibbs constant.

In this paper we are interested in interval maps (I, f) with nonempty set Crit of critical
points. These maps are, at best, only non-uniformly hyperbolic. We say that ¢ is a non-flat
critical point of f if there exists a diffecomorphism g. : R — Rwith g.(0) = 0and1 < ¢, < o0
such that for z close to ¢, f(z) = f(c) £ |pe(x —c)|%. The value of £, is known as the critical

order of c. Let €0, = max{{. : ¢ € Crit}. We define

this context that the density

of the invariant measure with respect to p-conformal mea-

H:={f:1— IisC? #Crit < oo and all critical points are non-flat} .

For f € H, there is a finite partition P; into maximal intervals on which f is monotone,
called the branch partition. We will assume throughout that V,,P,, generates the Borel
o-algebra. Note that if f € H has no attracting cycles then V,,P,, generates the Borel
o-algebra, see [30]. (The C? assumption precludes wandering sets, which are not very
interesting from the measure theoretic point of view anyway.)

Fix f € H. The potential of our interest throughout is

pu: 3 —tlog | Df ().

The Lyapunov exponent of a measure g is defined as A(p) := [;log|Df|du. Let
Merg = Merg(f) be the set of all ergodic f-invariant probability measures, and

My ={p e Merg: A(p) > 0, supp(p) ¢ orb(Crit)}.

Measures p with supp () C orb(Crit) are atomic. Atomic measures in M., must be sup-
ported on periodic cycles. So if supp(u) C orb(Crit) and A(u) > 0, p must be supported
on a hyperbolic repelling periodic cycle, and thus the corresponding critical point must be
preperiodic. (Note that for ¢ < 0 such a situation can produce non-uniqueness of equilib-
rium states, see [25] and Section 7.)

1.1. Historical background

The principal examples of maps in H are unimodal maps with non-flat critical point.
Equilibrium states (in particular of the potential ¢;) have been studied in this case by various
authors [16, 22, 44, 7], using transfer operators. The transfer operator, in combination with
Markov extensions (commonly known as Hofbauer towers), proved a powerful tool for
so-called Collet-Eckmann unimodal maps (i.e., the derivatives along the critical orbit grow
exponentially, see (3) below) for Keller and Nowicki [22], who showed that an appropriately
weighted version of the transfer operator is quasi-compact. To our knowledge, however,
these methods cannot be applied to non-Collet-Eckmann maps.

A less direct approach was taken by Pesin and Senti, results which were announced in
[34], with details given in preprint [33] and the final publication [35]. They used an inducing
scheme (X, F, 7) (where 7 is the inducing time and F' = f7), which is a hyperbolic expanding
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EQUILIBRIUM STATES FOR INTERVAL MAPS: THE POTENTIAL —tlog|Df| 561

with full, albeit infinitely many, branches, to find a unique equilibrium state ug, for the lifted
potential ®,. This equilibrium state is then projected to the interval to give a measure p,,,
a candidate equilibrium state for the system (I, f, ¢;). The down-side for the more general
case is that p,,, is only an ‘equilibrium state’ within the class of measures that are compatible
to the inducing scheme, i.e., the induced map F' = f7 is defined for all iterates u-a.e. on
X, and the inducing time 7 is up-integrable (here pp is the ‘lift” of u, see (4)). A priori, the
‘equilibrium states’ obtained in this way may not be true equilibrium states for the whole
system, and different inducing schemes may lead to different measures y,,, .

In this paper, with preprint versions since 2006, and in a companion paper [10], Hofbauer
tower techniques are used to

— construct inducing schemes as first return maps on the Hofbauer tower;

— identify the class of compatible measures;

— compare various inducing schemes; and

— establish that candidate equilibrium states emerging from a single inducing scheme,
indeed maximise free energy over all measures in M .

In (versions leading up to) [35], identifying which measures are compatible to an induc-
ing scheme is called the /iftability problem. Most of the results in [35] apply only to measures
compatible to a given inducing scheme. Only for specific unimodal maps, called strongly reg-
ular [35, Section 7.2], which are close to the Chebyshev polynomial and satisfy the Collet-
Eckmann condition, is a genuine equilibrium state established. Strongly regular maps allow
an inducing scheme (X, F') for which the number of branches X; of inducing time 7; = n
increases at an arbitrarily slow exponential rate. This is used to show that measures with suf-
ficiently large entropy are compatible to the inducing scheme, and hence that the obtained
equilibrium state indeed maximises free energy over all of M.,,.

Branch counting arguments for both Collet-Eckmann and non-Collet-Eckmann maps are
given in Section 5 and especially Proposition 4 of this paper. Together with the Hofbauer
tower ideas, this allows us to treat a much wider class of maps than [35]. On the other hand,
for the strongly regular maps in [35], the control of the branch count for their specific induc-
ing scheme enables Pesin and Senti to establish the existence and uniqueness of an equilib-
rium state p; for ¢, and ¢ in a neighbourhood of [0, 1]. Such a neighbourhood V is difficult
to obtain for general interval maps where a priori there is no single inducing scheme to rely
on forallt € V. It should be noted that the results on general multimodal maps in [35, Sec-
tion 8.1] apply only to Collet-Eckmann maps, as condition (23) of that paper shows, as well
as only applying to measures compatible to the inducing scheme.

1.2. Main results

In our main theorems we will assume that f is transitive, i.e., f has a dense orbit. If tran-
sitivity fails and instead the interval decomposes into finitely many transitive cycles of inter-
vals, then our results remain valid for each transitive cycle, but uniqueness of equilibrium
states may fail.

THEOREM 1. — Let f € H be transitive with negative Schwarzian derivative and let
o1 := —tlog|Df| for t € R. Suppose that for some C > 0 and 8 > 24,0, — 1,

(1) |IDf™(f(c))| = CnP  forall c € Crit andn > 1.
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562 H. BRUIN AND M. TODD

Then there exists t1 < 1 such that the following hold for all t € (t1,1]:

(@) (I, f, ) has an equilibrium state p,, € My,

(b) ifty <t <1, then p,, is the unique equilibrium state in Me,q and a compatible inducing
scheme with respect to which p,, has exponential tails;

(c) ift = 1, then there may be other equilibrium states in Me,q \ M. However, for
o, € My there is a compatible inducing scheme with respect to which p,, has polyno-
mial tails;

(d) the map t — P(yy) is analytic on (t1,1).

We refer to this situation as the summable case. Note that fort = 1 the measure p,, € M
is an absolutely continuous invariant measure (acip). Therefore this result improves on the
polynomial case of [8, Proposition 4.1], since in that theorem the polynomial decay of the
tails was given under the above conditions, but also assuming that the critical points must
all have the same order. Results of [9] enable us to drop this assumption. As was shown in
[8], this tail decay rate implies that the decay of correlations is at least polynomial.

As in the theorem, for t = 1 equilibrium states with zero Lyapunov exponent are possible,
see Section 7 for details. Conversely the following easy lemma shows that for ¢ < 1 this is not
the case.

LEMMA 1. — For f € H satisfying (1) and for t < 1, any equilibrium state p for p; must
have A\(p) > 0.

Proof. — The pressure function ¢ — P(¢;) is convex, continuous and non-increasing. As
in [9], condition (1) implies the existence of an acip py with A(u1) > 0, which is also an
equilibrium state for the potential ¢; = —log | D f|. It follows that

(@) P(pe) = (1 =) (1) forallt € R,

soif t < 1 we have P(p;) > 0. By [36], we have A\(x) > 0 for any invariant measure, so
Ruelle’s inequality [38] implies that h,(f) < A(x). Thus (for ¢ < 1) equilibrium states have
positive Lyapunov exponent because A(x) = 0 implies P(¢;) = 0. O

Notice that for ¢ < 0, the potential —¢ log | D f| is upper semicontinuous, and the entropy
function p — h,(f) is upper semicontinuous, as explained in [21]. This guarantees the exis-
tence of equilibrium states for (I, f) when ¢ < 0, regardless of whether (1) holds or not.

A stronger condition than (1) is the Collet- Eckmann condition which states that there exist
C, a > 0 such that

3) |IDf™(f(c))| = Ce®™ for all ¢ € Crit and n € N.

This condition implies that A(x) > 0 for every p € M., see e.g. [32] (and [12] for the proof
in the multimodal case). In the unimodal case, the difference between Collet-Eckmann and
non-Collet-Eckmann maps can be seen from the behaviour of the pressure function at¢ = 1,
as follows from [32]. Indeed, if (1) holds but not (3), then there are periodic orbits with Lya-
punov exponents arbitrarily close to 0, and hence P(yp;) = 0 for ¢ > 1. This is regard-
less of the existence of equilibrium states, which, for ¢ > 1, can only be measures for which
A(p) = h,(f) = 0. This means that the function ¢t — P(¢,) is not differentiable at t = 1: we
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say that there is a phase transition at 1. See Section 7 for more details on the phase transition,
and on maps without equilibrium states.

For unimodal Collet-Eckmann maps, the map ¢ — P((p;) is analytic in a neighbourhood
of 1, as was shown in [7]. The following theorem (the proof of which introduces many of the
ideas used for Theorem 1) generalises this result to all f € H satisfying (3), and gives results
on equilibrium states also.

THEOREM 2. — Suppose f € H is transitive with negative Schwarzian derivative and
oy = —tlog|Df|. If f is Collet-Eckmann, then there existt1 < 1 < to such that fort € (t1,t2)
(@) (I, f, ) has a unique equilibrium state i,,;
(b) for p,, € My, there is a compatible inducing scheme with respect to which p,, has
exponential tails;
(c) the map t — P(yy) is analytic.

A key component of the proof of the analyticity of ¢ — P(¢;) is to ensure that we have
inducing schemes which are compatible with the corresponding equilibrium states. As men-
tioned above, for strongly regular unimodal maps [35] produces an inducing scheme com-
patible with all equilibrium states for ¢, for all ¢ in a neighbourhood of [0, 1]. Therefore our
proof in Section 6 of analyticity of ¢t — P(¢;) also holds for strongly regular unimodal maps
for all ¢ in a neighbourhood of [0, 1].

1.3. Inducing schemes and lifting measures

We say that (X, F, 7) is an inducing scheme over (I, f) if
e X is an interval containing a (countable) collection of disjoint intervals X; such that F’
maps each X; diffeomorphically onto X, with bounded distortion;
o Flx, = fm forsomer; € N:={1,2,3...}.
The function 7 : U; X; — Ndefined by 7(x) = 7; if z € X is called the inducing time. It may
happen that 7(z) is the first return time of = to X, but that is certainly not the general case.
For ease of notation, we will often suppress the return time 7: (X, F,7) = (X, F).
Let (X, F)*° := N, F~"(Y;X;) be the set of points on which all iterates of F' are defined.
We reiterate that we call a measure u compatible to the inducing scheme if
e u(X)>0and u(X \ (X, F)>®) =0, and
e there exists a measure ur which projects to u by (4) below, and in particular
Jx 7 dpr < oc.
Our main theorems deal with equilibrium states in M. Although measures in M, may not
always be compatible to a specific inducing scheme, they are all compatible to some inducing
scheme. Given an inducing scheme (X, F, 7), we say that a measure up is a /ift of u if for all
p-measurable subsets A C 1,

Ti—1

@) u(A) = fl SN pr(Xin 1 A)).
X k=0

T dprp ;

Conversely, given a measure pp for (X, F'), we say that ug projects to p if (4) holds.
The following theorem gives us a method for finding inducing schemes, which are natu-
rally related to measures of positive Lyapunov exponent.
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THEOREM 3. — If u € M, then there are an inducing scheme (X, F, 1) and a measure pp
on X such that fX Tdup < co. Here ug is the lifted measure of u (1.e., u and pg are related

by (4)). Moreover, if Q is the transitive component supporting p, then (X, F)* = X N Q.

Conversely, if (X, F,T) is an inducing scheme and pr an ergodic F-invariant measure such
that [  Tdpr < 00, then g projects to a measure p € M,y with positive Lyapunov exponent.

We would like to highlight another important set of results in this paper, which will be
explained more fully later: We will also show that all ‘relevant measures’ in this paper lift to
a fixed inducing scheme, see Propositions | and 3 and Lemma 9.

The potential p; (or —tlog|J f| in a wider setting, where J f is the Jacobian of the map)
has geometric importance if ¢ is the dimension of the phase space, because then the equi-
librium state can often be shown to be absolutely continuous with respect to ¢-dimensional
Hausdorff measure. One can also consider other potentials: e.g. the seminal paper by Bowen
[3] applies to the class of Holder potentials. In the setting of interval maps, interesting results
and examples were given by Hofbauer and Keller [16] for potentials with bounded variation.
Our methods extend to such potentials as well. We develop this theory in [10].

The paper is organised as follows. Section 2 gives preliminaries on (Gurevich) pressure,
recurrence, and gives an important result on symbolic systems, due to Sarig. Also we review
basic results for interval maps. Section 3 explains how to find inducing schemes using the
Hofbauer tower, which have the important property of being first return maps on this tower,
even if the inducing scheme is not the first return on the original system (I, f). Theorem 3
is proved here as well. In Section 4 we prove Proposition 2, which gives the basic framework
of the existence and uniqueness proofs. Section 5 is devoted to the main part of the proofs
of Theorems | and 2 (using estimates from [&8]). In Section 6, we show that most equilibrium
states in this paper can be obtained from a Young tower with exponential tails (see [47] for
definitions), and discuss several consequences of this remarkable fact, including the conclud-
ing part of Theorems | and 2: the analyticity of the pressure function. Finally in Section 7,
we discuss the hypotheses of our main theorems and give counter-examples that show that
these hypotheses cannot be easily relaxed.

Acknowledgements: We would like to thank Ian Melbourne, Mariusz Urbanski, Peter
Raith and Benoit Saussol for fruitful discussions and comments on (earlier) versions of
this paper. We are especially grateful to Neil Dobbs whose remarks have led to substantial
clarification and strengthening of parts of this paper. We would also like to thank the
referees for useful comments.

2. Preliminaries

2.1. Measures and pressure

If (X,T) is a dynamical system with potential ® : X — R, then the measure m is
®-conformal if

m(T(A)) = / e ®@) dm(z)

A
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whenever T : A — T(A) is one-to-one. In other words, dm o T'(z) = e~ ®*®@dm(z). We
define the transfer operator for the potential ® as

Log(y):== > e*Wg(y).

T(y)==
We want to show that whatever inducing scheme we start with, the invariant measure we get
on [ is unique. One of the key tools is the following theorem which is the main result of [42].
Assume that §; = {X;} is a Markov partition of X such that T : X; — X is injective for
each X; € S;. We say that (X, T') has the big images and preimages ( BIP) property if there
exist X1,..., Xy € S; such that for every X, € S there are i, j € {1,...,N}andz € X;
such that T'(z) € X} and T?(z) € X.

Suppose that (X, T') is topologically mixing. For every X; € S; andn > 1 let
Zn(2,X;) = Y ey (2),
Trx=x

where @,,(z) = 3720 ® 0 T9(z). Let

Zi®,X) = Y @iy ().
TNg=g,

Tkz¢X; for 0<k<n
We define the Gurevich pressure of ® as
1

(5 Pg(®) := limsup — log Z,,(®, X;).

n—oo N
This limit exists, is independent of the choice of X; and it is > —oo, see [40]. To simplify the
notation, we will often suppress the dependence of Z,,(®, X;) and Z}(®, X;) on X;. Fur-
thermore, if || Lo 1||co < 00 then Pg(®) < oo, see Proposition 1 of [40].

The potential @ is said to be recurrent if

(6) D AT Z,(®) = oo for A = exp Po(®).

Moreover, @ is called positive recurrent if it is recurrent and >, nA™"Z*(®) = co. The n-th
variation of ® is

(7 Vo(®):= sup sup [®(z)— ®(y)l,
C,€E€S, z,yeC,

where S,, = \/;-1;01 T—3(8;) is the n-joint of the Markov partition S.

THEOREM 4 ([42]). — If (X, T) is topologically mixing and ", Vo (®) < oo, then ® has
an invariant Gibbs measure (with Gibbs constant Pg(®) ) if and only if A has the BIP property
and Pg(®) < co. Moreover the Gibbs measure g has the following properties:

(@) Ifhuy(T) < 00 or — [ @dpue < oo then pg is the unique equilibrium state (in particular,
P(®) = hyuy (T) + [ ® dpia);

(b) If |Lal||oo < 00 then the Variational Principle holds, i.e., Pg(®) = P(®) (= hy, (T)+
fX (0] d,u<p),'

(¢) po isfinite and o = pe dme where Lope = Ape and Lime = Amg for A =e
ie, me(TA) = [, e*7'8* dmg;

(d) This pe is unique and me is the unique (D — log \)-conformal probability measure.

Pe(®)
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566 H. BRUIN AND M. TODD

Note that because pg is a Gibbs measure, ue(C,) > 0 for every cylinder set C,, € S,,,
n € N.

In the paper of Mauldin & Urbanski [28] several similar results can be found, although
they use a different approach to pressure, taking the supremum of ®,, on cylinder sets rather
than the value of ®,, at periodic points.

2.2. Interval maps

An interval map (I, f) is called piecewise monotone if there is a finite partition P; into
maximal intervals on which f is diffeomorphic. We call this partition the branch partition.
We will assume that f is C?; negative Schwarzian derivative in this C? context means that
1/4/|Df| is a convex function on each C € P;.

REMARK 1. — The negative Schwarzian derivative condition allows us to use the Koebe
Lemma for distortion control of the branches of the induced maps we obtain later. However if
f € H is C3 and there are no neutral periodic cycles, then it is unnecessary to assume negative
Schwarzian derivative. This was proved in the unimodal setting by Kozlovski [23)], and later
for f € Ot in[45]. In the multimodal setting for f € C® this was proved by van Strien and
Vargas [46].

Let P, = VZ;& ~kP,. Elements C,, € P,, are called n-cylinders. Similarly to (7), the

n-th variation of a potential ¢ : I — R is defined as
Va(p) = sup  sup |[p(z) — @(y).
C,eP, z,yeC,

The non-wandering set  of f is the set of points x having arbitrarily small neighbour-
hoods U such that f*(U) N U # & for some n > 1. Piecewise monotone C? maps have
non-wandering sets that split into a finite or countable number of transitive components €2,
such that each 2 contains a dense orbit, see [19] and references therein. A transitive com-
ponent is one of the following:

(21) A finite union of intervals, cyclically permuted by f. This is the most interesting case,
and Lemma 2(a) in Section 3 gives its description on the Hofbauer tower.

(Q2) A Cantor setif f is infinitely renormalisable, i.e., there is an infinite sequence of periodic
intervals J,, of increasing periods, and 2 = N, orb(J,,). Measures on such components
have A\(u) = 0, see [30] and [46, Theorem D] for the multimodal case. For maps that
are only piecewise C2, this is no longer true, see Section 7.

(23) If f is (finitely) renormalisable, say it has a periodic interval J # I, then the set of
points that avoid orb(J) contains a transitive component as well. This is usually a
Cantor set, but it could be a finite set (e.g. if f is the Feigenbaum map). For infinitely
renormalisable maps, there are countably many transitive components of this type.
Lemma 2(b) in Section 3 gives its description on the Hofbauer tower.

We will state our results for transitive interval maps, but they can be applied equally well to
(Q, f) for any component €, of the non-wandering set. In all our main theorems we assume
that (Q, f) is topologically mixing (i.e., every iterate of f is topologically transitive). This can
be achieved by taking a transitive component of an appropriate iterate of f.

4¢ SERIE — TOME 42 — 2009 — N° 4



EQUILIBRIUM STATES FOR INTERVAL MAPS: THE POTENTIAL —tlog|Df| 567

Inducing schemes (X, F') will perform the role of (X, T) of the previous section, with
S1 = {X;}. Since F maps X; onto X, the BIP property is automatically satisfied provided
F is transitive (if not, we can always select a transitive component). Let us denote the collec-
tion of n-cylinders of the inducing scheme by S,,. A priori, Sy, is not connected to Uy, >0Pm,
i.e., the cylinder sets of the branch partition P;. In this paper, however, we will always take
X to be a subset of U, Py, and in that case the Up>1S, C Ug>1Ps.

Given a potential ¢ : I — R, let the /ifted potential ® be defined by ®(y) = Z;":_Ol po
fi(y) for y € X;. We say that ® has summable variations if 3", -, Vo (®) < oo, and that &
is weakly Holder continuous if there exist Cg > 0 and 0 < Ag < 0 such that V,,(®) < CpA}

for all n > 1. Clearly if @ is weakly Holder continuous then ® has summable variations.

We use summability of variations to control distortion of ®,(z) = ®(z) + --- + ® o
F"~1(z), but for the potential ¢, = —tlog | D f|, we can also use the Koebe Lemma provided
f has negative Schwarzian derivative: If X’ D X such that X' is a §-scaled neighbourhood
of X, i.e, both components of X’ \ X have length > §|X|, and f* : X; — X extends
diffeomorphically to f* : X/ — X', then

DfH)| _ 142
D) = 8

8) +1

forall z,y € X;.

Notation. In this paper we say A, =< B, if lim,, % = 1. We will also say that
A =45 Bif Aisequal to B up to some distortion constant. Similarly we write A <g;5 B if
A is less than or equal to B up to some distortion constant.

3. Finding inducing schemes

In this section we will prove Theorem 3. The idea relies on the construction of the canon-
ical Markov extension (I, f) of the interval map. A measure p € M., can be lifted to (I, f),
see [20], and in this space a first return map to a specific subset X C I gives rise to the induc-
ing scheme.

3.1. Hofbauer towers

The canonical Markov extension (commonly called Hofbauer tower) was introduced by
Hofbauer and Keller, see e.g. [15, 20]; it is a disjoint union of subintervals D = f"(C,,),
C,, € P,, called domains, where P, is the branch partition. Let D be the collection of all
such domains. For completeness, let Py denote the partition of I consisting of the single
set I, and call Dy = f°(I) the base of the Hofbauer tower. Then

A

I =Up>oUc,ep, f"(Cn)/~,

where f*(C,,) ~ f™(C,,) as members of the disjoint union if f/*(C,,) = f™(C,,) as subsets
of I. Let w : I — I be the inclusion map. Points # € I can be written as (z, D) if D is the
domain that 2 belongs to and z = 7(2). The map f : I — I is defined as

f(i‘) = f(an) = (f(SC),D/)
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if there are cylinder sets C,, D C,41 such that z € f*(C,41) C f*(C,) = D and
D' = f"*1(C,41). In this case, we write D — D', giving (D, —) the structure of a di-
rected graph. Every n-cylinder C,, defines an n-path Dy — --- — D,, starting at the base
of the Hofbauer tower so that if z € C,, then £ := 7 (x) N Dy follows this path and
f™(C,) = D,,. Notice that (I, f) is a Markov map in the sense that the image of any domain
D is the union of domains of I. Obviously, 7 o f = f o .

For each R € N, let I be the compact part of the Hofbauer tower defined by

Ip = U{D € D : there exists a path Dy — --- — D of length r < R}.

A subgraph (€, —) is called closed if D € £ and D — D' implies that D’ € £. It is primitive
if for every pair D, D’ € &, there is a path from D to D’ within £. Clearly any two distinct
maximal primitive subgraphs are disjoint.

There are several key differences between the Hofbauer tower and the Rokhlin-Kakutani
or Young tower (for details of these towers, see Section 6). For example, in contrast to the
Hofbauer tower, there are usually points which the latter kind of tower does not ‘see’. On
the other hand they usually have some bounded distortion, which Hofbauer towers do not.

LEMMA 2. — Let f : I — I be a multimodal map and ) is a transitive component.
(a) If Q consists of a finite union of intervals, then there is a closed primitive subgraph (€, —)
of (D, —) containing a dense f-orbit and such that Q = ©(Upee D).
(b) If Q is a Cantor (or finite) set avoiding a periodic interval of J, then there is a (non-closed)
primitive subgraph (€, —) of (D, —) such that Q C ©(Upee D), and there is a dense f-orbit in
(UpeeD) N7~ 1(Q).

The arguments for this lemma are implicit in [15, 19] combined. We will give a self-
contained proof in the appendix.

3.2. Types of inducing schemes

We will use first return maps to various well-chosen subsets X C I to produce induc-
ing scheme for the original system (I, f), in accordance with the main message of [4] that
‘good’ inducing schemes (X, F') always correspond to first return maps of (f f ). Here we
need the branches of F to have uniform distortion bounds, for which we use (a C? version
of) the Koebe lemma. So fix relative Koebe space § > 0 and let X C I be an interval (we will
choose X to be an n-cylinder for some n), and take the interval Y concentric with X such that
|Y| = (1+26)|X|. The construction of F' will be such that whenever X is a branch domain
of F,say F'|x, = f™, then there is a neighbourhood ¥; O X such that f™ maps Y; monoton-
ically onto Y. Inducing schemes with this property are called §-extendible or just extendible.
The Koebe Lemma then ensures that the distortion sup,, ,¢ x, }gﬁ:gg} < K = K(§)asin (8),
and this bound is uniform over all branches of I and n > 1.

There are different choices of sets X with first return map producing an extendible induc-
ing scheme. Theorem 3 deals with the simplest construction, namely where X is an interval
within a single domain D € € with 7(X) = X and 7(D) D Y. A more involved construc-
tion, where X C 7~ 1(X), is a ‘column’ consisting of intervals in (possibly infinitely) many
intervals domains, is useful too, as it is shown to correspond to a ‘first §-extendible return
map’, see [4] and Lemma 3. We call an inducing scheme (X, F, 7) a first §-extendible return
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time to X if for each x € X;, 7(x) is the smallest positive iterate such that f7(z) € X and
there is a neighbourhood Y; O X; such that 7 maps Y; monotonically onto Y.
We call these two constructions Type A and Type B and the details are as follows:

Type A inducing scheme (single domain). — Take a domain D in the transitive part £ of the
Hofbauer tower such that (D) D Y, andlet X := 7~1(X)ND. As X = C,, isa cylinder set,
the boundary points of X are precritical and will not revisit X before they reach Crit. This
means X is nice in the sense that f*(8X)N X = @ forall k € N because points in 7~ (Crit)
map to the boundary of domains, and hence never into the interior of any domain. Let
F : X — X be the first return map; let 7(z) € N be such that F(z) = f7® (&) for
each 2 € X on which F is defined. By the Markov property of f Z has a neighbourhood
U such that f7(*) maps U monotonically onto D. Therefore there is a neighbourhood
V C U such that f7(®) maps V monotonically onto X. Since W(X ) = X is a cylinder set,
orb(8X) N X = @. It follows that 7(§) = 7(&) for all §j € V.

The inducing scheme (X, F,7) is defined by X = n(X), F = no Fo 1| and
7(x) = #(x~'(z) N X). This means that each branch F : X; — X extends to Y, and hence
by the Koebe Lemma has bounded distortion as in (8).

Type B inducing scheme (column of domains). — Choose
) X=u{DnzYX):DeD,n(D)D>Y}.

The same argument as under Type A shows that f¥(X) N X = @ forallk > 1. Letr P
denote the first return time to X. In [4] it is shown that given z € X, for any &, § € X such
that 7(2) = m(§), ¢ (&) = r4 (). So we can define (X, F) by F(z) = f <@ for any # such
that 7(Z) = z. Again the Koebe Lemma implies that (X, F) has bounded distortion as in
(8). In [4] it is shown that if (X, F', ) is a first J-extendible return scheme it is also a Type B
inducing scheme.

3.3. Lifting measures to the Hofbauer tower

Recall that Dy = I = f°(Cy) is the base of the Hofbauer tower. Leti : I — Dg be
the trivial bijection map (inclusion) such that i=* = 7|p,. Given a measure p1 € M., let

fig =poi 1, and

n—1
~o_ 1 ~ Ak
(10) Nn~—EZMOOf .
k=0
We say that y is liftable to (I, f) if there exists a weak accumulation point /i of the sequence
{fin}n with i Z 0.

REMARK 2. — If  is liftable and ergodic, then v is an ergodic f-invariant probability mea-
sure on I, see [20].

Proof of Theorem 3. — First assume that p € M. Keller [20] showed that if p is not
atomic then it is liftable, (1) = p(I) = 1and o=t = p. If u € M is atomic, it must be
supported on a hyperbolic repelling periodic cycle. It is easy to show that such measures are
liftable. In both cases, [20] shows that j is also ergodic.
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We suppose that X € P, is a cylinder, D € D is a domain and X C D is a set with
,a(f( ) > 0. Welet (X, F, 7) be the corresponding Type A inducing scheme.

Let Q be the transitive component supporting p. If Q is an interval as in case (21), then we
take D inside the closed transitive subgraph of (D, —) as guaranteed by Lemma 2(a). Take
any open interval U C X. Since P; generates the Borel o-algebra there is an n-cylinder
C, C U;weletC, = 7~1(C,) N D. It follows that f”(én) = D’ for some domain D’
in the same transitive component of the Hofbauer tower as D. Hence there is an m-path
D’ — ... — D and a subcylinder Cn+m c C,, such that f"+m(én+m) = D. Therefore
W(Cn_;,_m) C U contains a domain X;. It follows that U; X; is dense in X. Repeating the
argument for U C X; we find that F~1(U; X;) is dense in X, and by induction, (X, F)> is
dense in X as well. (Notice that this construction may produce many branches X; such that
u(X;) = 0, but this does not affect the result.)

If Q is as in case (22) then M = &, so there is nothing to show. This is proved for the
unimodal case in [30]; the multimodal case is similar, the required ‘real bounds’ follow from
[46]. If © is a Cantor (or finite) set of points avoiding a periodic interval of f as in case (23),
then Lemma 2(b) still provides us with a primitive subgraph, and the same argument as above
shows that (X, F')* is dense in X N .

Let fi¢ := —% il ¢ be the conditional measure on X. The measure pup = fig o |5

a(X)
is clearly F'-invariant, and by Kac’s Lemma,

1
Tdp z/%dﬂA: — < 00.
/x R 10

Finally, by the Poincaré Recurrence Theorem, [i;-a.e. point & € X returns infinitely often
to X, and because pup < p we also get w((X, F)*) = u(X) by ergodicity.

Now for the other direction, notice that by assumption, each branch of any iterate F™ of
the induced map has negative Schwarzian derivative. Therefore distortion is bounded uni-
formly over n and the branches of F™. Hence, by taking an iterate of the induced map F if
necessary, we can assume that F' is uniformly expanding. It follows by F-invariance of upg
that

1
0< f/ log |DF"| dup
" J(X,F)>

n—1

1 .

:/ — E log|DFoF3|dpp:/ log |DF| dur = AMur).
(X,F)oe T j=0 (X,F)

Let 4 be the projected measure of pp; both pur and u are ergodic. Since [ 7 dup < oo, we
can take a point z € (X, F')* which is typical for both pr and u. Let 7, = f;& 7o Fi(x).
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Then applying the Ergodic Theorem several times, we get limy .o 7 = [ 7dpup < co and

n—1
N = [ 1og|DfIdu = lim =37 10g[Df o (o)
Te—1 T
= lim — Z log |Df o f7(z)]
= lim Elkzllog|DFoFJ( )| = Apr) > 0.
k—oo T deMF
This concludes the proof. O

REMARK 3. — If M) > 0, but supp(p) C orb(Crit) and p is the equidistribution on a
repelling periodic orbit, say supp(p) = orb(p) where f™(p) = p, then we can still find an
inducing scheme compatible to p. Let X > p be an open interval such that the component of
f=™(X) containing p is compactly contained in X. Call this component X1. Then (X, F,T)
with F|x, = f™|x, = ["|x, is an inducing scheme compatible to p.

REMARK 4. — Ifu € M then Remark 2 implies that i is ergodic. If Q2 is as in Lemma 2(a)
we also have that [ is supported on E. That lemma implies that forany & € T \OD thereisj € £
so that 7(2) = 7(9). Thus there exists n > 0 so that f™(&) = f™(9). So i(E) = 1 follows by
ergodicity.

REMARK 5. — (a) (X, F)>® = X implies that given a measure up obtained from Theo-
rem 4, the measure p, the projection of ur, has u(U) > 0 for any open set U in Uy, f™(X).
(b) If (X,F,7) comes from Theorem 3, then u is compatible to it if and only if
w((X, F)®) > 0; for more general inducing schemes, this equivalence is false.
(c) Note that [T du < oo does not always imply that [ T dup < oo, see [48].

The following lemma shows that Theorem 3 also holds for Type B inducing schemes.

LEMMA 3. — If p € M then there exist § > 0 and an interval X C I such that u is com-
patible to the corresponding Type B inducing scheme (X, F,T). Moreover, if Q) is the transitive
component supporting p then (X, F)>® = X N Q.

Proof. — As we noted in the proof of Theorem 3,since p € My, (I ) > 0. We choose X
and 6 > 0 so that the set X as in (9) has 110, ) > 0. As in [4], this can be used to prove that
u is compatible to (X, F, 7).

The proof that (X, F')> = X N Q follows as in the proof of Theorem 3. O
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3.4. Lifting measures of large free energy

Theorem 3 exploits the fact that measures with positive Lyapunov exponents are liftable;
but their lifts do not, in general, give similar mass to the same parts in the Hofbauer tower.
The next result shows that measures with entropy uniformly bounded away from 0 lift, and
give mass uniformly to specific compact subsets of the Hofbauer tower. The proof is post-
poned to the appendix.

LEMMA 4. — For every e > 0, there are R € Nandn > 0 such that if p € Meyg has
entropy h,,(f) > €, then p is liftable to the Hofbauer tower and fi(Ir) > n. Furthermore, there
is a set E, depending only on e, such that fi(E) > n/2 and miny, 7. d(END,0D) > 0.

REMARK 6. — One consequence of this lemma is that the choice of ¢ in defining Type B in-
ducing schemes depends only on the entropy of . Another consequence is that given € > 0, we
can choose 6 > 0 and set of N = N(e) < oo inducing schemes (X, F'),...,(X"N,Fy) so
that any measure p € M. with h,, > € is compatible to some (X*, Fy,). The details of this are
as follows.

Lemma 4 says that given e > 0 there exists ) = n(¢) and E = E(¢), a compact set bounded
away from 0D, so that h,(f) > € for p € M implies ﬂ(E) > 1. So there is a finite collection
of cylinder sets X', ..., XN, so that if we create the sets X* c 71 (X*) in the same way (i.e.,
as for Type A or as for Type B), then E C (UlgngXk) In this case we say that {Xk}lgng
satisfies property Cover(g). Since minpy pq 7. d(END,dD) > 0, we can choose these cylin-
der sets so that the corresponding inducing schemes are all 6-extendible for some 6 > 0.

Notice that by Remark 4, we can suppose that £ C €. We will use this lemma in connec-
tion with Case 4 of Proposition 2 in the next section to carry out the proofs of Theorems 2
and 1. In principle, these results deal with measures in M that possibly have zero entropy.
However, the next lemma shows that our equilibrium states need to have both positive Lya-
punov exponent and entropy.

LEMMA 5. — Suppose that f € H satisfies (1). Then there exists (1 < 0 so that for
t € (C1,1), there exist eg, € > 0 so that any measure v with h,(f) + [ ¢ dv > P(p;) — €0
satisfies h, (f) > e. Similarly, if f € H satisfies (3) then there exist {1 < 0 < (s so that for
t € (1, 1+C2), there exist ey, € > 0 so that any measure v with h, (f)+ [ ¢ dv > P(p) —eo
satisfies hy, (f) > e.

Proof. — Any transitive map satisfying (1) has an acip p with h,(f) = Au) > 0.
Applying (2) and Ruelle’s inequality [38], we obtain that P(p;) > 0fort < 1. We let
€0 = €o(t) := P(¢:)/2. Therefore, it is easy to see that for all ¢ € [0,1) there exists
e = e(t) > 0 such that h,(f) + [, dv > P(p;)/2 implies h,(f) > e. For the
case t < 0, let ¢ := —4sup{;’(jj’;f,QM”g}. Then h,(f) + [ @1 dv > P(p;)/2 im-
plies h,(f) > P(p:)/2 — tA(v). Since P(p:) > hiop(f), fort € (¢1,0) we obtain

hu(f) > hiop(f)/4.
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Next assume that the Collet-Eckmann condition (3) holds. We can choose (; as above.
Define ) := inf{A(v) : v € M4}, and let v := A\/A(u) < 1. By[12, Theorem 1.2] we know
that A > 0. Take ¢ = A/2. If v is any measure with h, (f) < e then

1
Ple) = (m(n+ [wav) > [a -0 - (5 -¢) 2] A = 1= T+t = 1] 2w,
which is bounded away from 0 for all fixed 1 < ¢t < % (orallt > 1if v = 1). Hence, if
hy(f) < e, then the free energy of v cannot be close to P(¢p;). O

We are now able to state the following which will show that Part (c) of Proposition 2 below
is true in the settings of Theorems | and 2.

COROLLARY 1. — In the setting of Theorems I and 2, there exist )’ > 0, a sequence {fi, }n
such that hy,, (f) + [ ¢t dpn — P(pi) and Type A and Type B inducing schemes (X, F) such
that py, is compatible to (X, F) for all n.

Proof. — From the definition of pressure, there exists {{, }n, C Mepg so that b, (f) +
[ ot dpn, — P(p4). By Lemma 5, there exists € > 0 so that h, (f) > e for all large n. By
Remark 6 there must exist X and n/ > 0 as in the construction of Type A, or as in Type B,

schemes, and a subsequence {p,, }x such that all u,, have i, (X) > 7', as required. O

The following proposition, which will be particularly useful in Section 6, implies that we
can fix an inducing scheme so that any measure with large free energy, for some ¢, must be
compatible to this inducing scheme. We prove it in Section 5.

PRrROPOSITION 1. — For any point x € Iorb(f(Crit)) there exists a Type B inducing scheme
(X, F) with z € X and so that the following hold.

— In the case of, and with t1 < 1 as in Theorem | (polynomial growth rate): for any
t1 < ty < 1 there exists g > 0 so that for all t € (ty,t2), if hu(f) + [ du >
P, (Y1) — €o then p is compatible to (X, F).

— In the case of, and witht, < 1 < tg as in Theorem 2 (Collet-Eckmann): there exists
g0 > 050 that for all t € (t1,t2), if hu(f) + [ e du > Py () — €0 then p is compatible
to (X, F).

4. Preliminary results for existence and uniqueness

The proof of Theorem 1 is divided into several steps. We use the Hofbauer tower construc-
tion given in Section 3 to fix an inducing scheme F : | J; X; — X over X € P,. Let @ be
the induced potential. In this section we prove some preliminary results relating potentials
 and measures for the system (X, F') to the corresponding potentials ® and corresponding
measures for appropriate inducing schemes (X, F').

The following lemma, the ideas for which go back to Abramov [1], relates the free energies
of the original and the induced system. See [33] for the proof.
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LEMMA 6. — If pp is an ergodic measure on (X, F) with [ rdup < oo, and u is the pro-
Jected measure on (X, f), then

huF<F)=(/XTduF) haf) ‘md/X‘I’dﬂF:(/XTdﬂF>/ISOd#a

where ® is the lifted potential of .

It is easy to show that putting ¢ := log|Df| into the above lemma proves that for any
full-branched inducing scheme with ergodic invariant measure p such that [ 7 dur < oo,
the measure up projects to a measure p with A(u) > 0.

Suppose that ¢ : I — R is the potential for the original system. We will deal with the
shifted potential ¢s := ¢ — S. Given an inducing scheme (X, F') with F = f7, let U5 be
the induced potential, i.e., ¥g := ® — 75. The following lemma resembles the argument of
[40, Proposition 10]. An important difference here is that we do not require that the original
potential has summable variations.

LEmMMA 7. — Suppose that Pg(¥g-) < oo and ® has summable variations. Then Pg(¥g)
is decreasing and continuous in [S*, 00).

Proof. — We first recall some facts. By definition, Pg(¥g) := lim,_ % log Z,,(Vs, X;)
where Z,,(Wg, X;) = Y prgey €V @ 15, =S pnp, e®n @577 @) 1 1 Agin [40], topo-
logical mixing implies that P (¥ ) is independent of X;, and we suppress X; in the notation
accordingly. Clearly, P5(¥g) is decreasing in S. We also know that since we have summable
variations for @, i.e., there exists B < oo such that 2, V,,(®) < B, we have for any S

(11) log Z, (Ws) +log Zp, (¥s) < log Zimy+m,(¥s) + log B,

see the proof of [40, Proposition 1].

Since Pg(¥g) is decreasing in S, it is sufficient to show that for any Sy > S* and any
e > 0, there exists S > Sp such that Pg(¥g) > P (¥s,) —e. Fixe > 0 and ny so large that
logB $. By definition of Pg(¥s, ), for a large enough n > ny,

no

1 €
Elog Zn(‘I’SO) > Pg(\I’SO) — 3

Since Z,, (V) is continuous in S, there exists S > Sy such that

1 2
E log Zn(\lls) > Pg(\I/SO) — gé‘.

Then by (11) and writing m = kn + r where 0 < r < n — 1,
log Z,,(¥g) < klog Z,(Vs) + log Z.(¥s) — (k+ 1) log B

m - kn+r
m—oo log Zp (¥ log B
oo 108 2, (¥s)  log > Po(s) — ¢
n n
as required. O
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4.1. Inducing schemes producing a unique equilibrium state

The following result is a key tool in proving Theorems | and 2. It gives necessary con-
ditions, comparable to the abstract conditions presented in [33], to push equilibrium states
through inducing procedures. Notice that Case 4 is reminiscent of the ideas involved in the
Discriminant Theorem, [41, Theorem 2]. However, our approach seems more natural in this
context.

PROPOSITION 2. — Suppose that 1) is a potential with P(1)) = 0. Let X be the set used
in the construction of either a Type A or Type B inducing scheme (X, F, 7). Suppose that the
lifted potential ¥ has || Ly 1|l < 00 andy”,,~1 Vo (¥) < oo.

Consider the assumptions:

(a) 3 me¥i < oo for¥; = sup,cx, ¥(z);

(b) there exists an equilibrium state yu € M compatible to (X, F, T);

(c) there exist a sequence {e,}n, C R™ with e, — 0 and measures {p, }n, C M such that
every py, is compatible to (X, F, ), hy,, (f)+ [ ¢ dun = €, and Po(9.,) < oo for alln;

(d) Pe(¥)=0.

If any of the following combinations of assumptions holds.

1. (b) and (d);
2. (a) and (d);
3. (a) and (b);
4. (a) and (c),
then there is a unique equilibrium state p for (I, f,v) among all measures € M with

/l(X') > 0. Moreover, y is obtained by projecting the equilibrium state py of the inducing
scheme and in all cases we have Pg(¥) = 0.

REMARK 7. — As noted in the proof, if ny is the equilibrium state for (X, F, V) given by
Theorem 4 then the condition y"; eV < oo implies that fX Tduy < 0o by the Gibbs property

of pw.

Proof of Proposition 2. — As in Section 2, Proposition 1 of [40] implies that Z,(¥) =
O(||Lw1||%). Therefore ||Lyl||c < oo implies Pg(¥) < co. So in any case we can imme-
diately apply Theorem 4 to obtain a measure pg, and moreover the Variational Principle
holds.

Case 1. (b) and (d) hold. — By definition of compatibility, we can lift y to pur where
J 7 dup < co. By Lemma 6

0=P@) = ([raur) (ha5)+ [0 i) = e (F)+ [ @ s,

Since also Pg(¥) = 0, the Variational Principle (Theorem 4 Part (b)) implies that pp is
an equilibrium state for the inducing scheme. From the uniqueness of the measure given by
Theorem 4, we have ur = py. So u is the same as the projection of pg given by Theorem 3,
as required. Note that by Lemma 6, h,,, (F) < co and — [ ¥ dpy < oo.
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Case 2: (a) and (d) hold. — By the Gibbs property of py we have

/T dpy <gis Y mie? TP,
Adding the fact that Pg(¥) > —oo to (a) gives [ 7 duy < oo. This implies that we can use
Theorem 3 to project py to an f-invariant measure py, € M4. By Lemma 6, b, (F) < oo
and — [ ¥ duy < co. So by Theorem 4 Part (a), sy is an equilibrium state and the Varia-
tional Principle (i.e., Theorem 4 Part (b)) gives Pg(¥) = P(¥) = h,,, (F) + [ ¥ dpy.

Now condition (d) gives that Pg(¥) = P(¥) = 0. Thus Lemma 6 implies that

by, (f) + [ dpy = 0, 50 py is an equilibrium state for (I, f, ). We can then use the
argument of Case 1 to show that this is the unique such equilibrium state in M with
AX) = ([rdp)~" > 0.
Case 3: (a) and (b) hold. — Assumption (b) gives an equilibrium state u € M_ which can be
lifted, using Theorem 3, to ur on (X, F, 7). We wish to show that y is the unique equilibrium
state for (I, f, 1) which lifts to our inducing scheme. As in Case 2, this will follow if we can
show P5(¥) = 0. Since we also have 0 = h,(f) + [ ¢ du, Lemma 6 implies that h,, . (F) +
J ¥ dup = 0. The Variational Principle thus 1mphes that Pg(%) > 0 as well.

Now as in Case 2, condition (a) gives a measure g having b, (F)+ [ ¥ duy = P(¥) =
P (¥). Again by condition (a), this projects to a measure p,,. By Lemma 6, we have

huw(f)+/¢ dpy = Pg(¥) (/let\p)_l > 0.

Since P(¢) = 0, we must have Pg(¥) = 0 (this also implies that uw is an equilibrium state
for (I, f,1)). This means that we have h, . (F) + [ ¥ dur = h,, (F)+ [ ¥ dpy and so, by
uniqueness of equilibrium states for (X, F, ¥), ur = pg and hence g = puyp.

Case4: (a)and (c) hold. — By (c), hy,, (f)+[(¥—en) dun = 0. Let up,, r be the corresponding
lifted measure obtained from Theorem 3. Then by Lemma 6, and the Variational Principle,
0=hy, .(F)+ [x 9e, dpin,r < Pg(¥.,). Lemma 7 implies that we can take the limit to
get Pg(¥) = lim;, o PG(\IIEn) = 0.

By the argument of Case 2, (a) implies that we have an equilibrium state ¢ which projects
to a measure uy. The second part of the proof of Case 3 showed that this must imply that
P (¥) = 0. Hence the argument of Case 2 completes the proof. O

4.2. A single inducing scheme suffices

We next present a technical result which, when applied to the settings of Theorems | and 2,
shows that any measure with free energy close to our equilibrium states is compatible to a
single inducing scheme, see Proposition 1.

As in Remark 6, Lemma 4 implies that given e > 0 there exists = 7(¢) and £ = E(¢), a
compact set bounded away from 0D, so that h,(f) > € for u € M implies f(E) > n. This
implies that for a measure ¢ € M, in particular an equilibrium state y,,, we can choose
X9 € P, so that for the set X° as in the construction of a Type A (or Type B if a first ex-
tendible return map is preferred) inducing scheme /l,/,(X' °N E) > 0. Next we add a finite
collection of cylinder sets X* € U;>,P;, k= 1,..., N, so that {X *Yo<k<n satisfy property
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Cover(g) in Remark 6. We assume that X°,..., X are all created in the same way, i.e., ei-
ther all as in the Type A or all as in the Type B construction. The next proposition shows
that there is a single inducing scheme that is compatible to every measure in M whose free
energy is sufficiently close to the pressure.

PROPOSITION 3. — Suppose that ¢ : I — [—00,00) is a potential with P(¢)) = 0 so
that ¢(xz) > —oo on I \ Crit. Suppose also that there exist €y, € > 0 such that h,(f) +
[ dy' > —eg implies hy (f) > €. Let {X*}ocr<n satisfy Cover(e) where u is compatible
to (X°, Fy). Suppose that the induced potentials V* and inducing times 7% corresponding to
the inducing schemes (X*, Fy,) satisfy:

(@) 3, Vau(¥%) < 0o forall0 < k < N;
(b) S, thesup{¥"(@):2€ XY < o6 (i, condition (a) of Proposition 2 holds for U* ) for all
0<k<<N.

Then there exists = 0(e, {X*}o<r<n) > 050 that h,(f)+ [ % du > —0 implies p(X°) > 0.

The idea here is that information on the equilibrium state for (X, Fyy, ¥9) allows us to
show that measures with enough free energy must cover a large portion of the Hofbauer
tower, in particular they are compatible to (X°, Fp).

Proof. — Letk € {1,..., N} be arbitrary and assume that 4’ € M is a measure such
that 4/(X*) > 0, but w1th (XO) =0.

Here we will refer to the components of 7~ (X¥) N X* as 1-cylinders of (X*, R,), the
first return map to X*.

Cram 1. — (i) Thereis at least one 1-cylinder mapping into X° before returning to X*;
(i) There is at least one 1-cylinder which does not map to X° before returning to X*.

Moreover, whether (i) or (i) holds depends only on w(X¥), and not on the domain that X*
belongs to.

Proof. — Property (i) follows by transitivity. (A priori, sets X’f satisfying (i) may have
i/ (XF) = 0 or not; we will show that /i/(XF) > 0 for at least one such X7.)

For property (ii), suppose that for any first return domain X k' c DeD there is
0<s<r Xk(XZ-’“) such that f5(XF)n X© 7é @. By the properties of cylinders we must
in fact have f S(X k) ¢ X0, This means that /i/-a.e. point enters X° with positive frequency.
Ergodicity implies that j (X 9) > 0 which is a contradiction. Hence (ii) holds.

Since X* € U i>nPj, if (i) holds for some 1-cylinder X kof (X , R 1), say, then this whole
cylinder maps into X°. Moreover, by the proof of Lemma 3, see [4], if §1,9> € X" have
7(§1) = 7(g2) and f*(g1) € XO then f*(g2) € X°. Consequently, for a 1-cylinder X of
(X, Fy,) either every component of 771(XF¥) N X has property (i), or every component of
7~1(XF) N X* has property (ii). This concludes the proof of the first claim. O
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Note that condition (b) implies that ||Lyl||c < o0 and hence we may apply the
ideas of Case 3 of Proposition 2 to get Pg(¥°) = 0. Since, by the Gibbs property from
Theorem 4, puy gives all cylinders of (X°, Fy) positive mass, the same must be true of the
fup © 7r|;) -measure of these cylinders. Thus Part (i) of the claim implies that ﬂw()z' k)y>0
and hence p.,; is compatible to (X k ). By Case 3 of Proposition 2, this also implies that
Pa(TF) = 0.

Let (X[, F;) denote the system minus the cylinders satisfying (i). Let P& (¥*) denote the
Gurevich pressure of (XF, Fy, ¥*), computed from Z° (¥*), which is defined in the natural
way. (Note that one consequence of Part (ii) of the claim is that Pg(\If’“) > —00.)

CraM 2. — P2 (U*) < Pg(TF) = 0.

Proof. — Let Y* be the union of 1-cylinders of (X*, F;) whose representatives in X*
satisfy property (i). We fix a 1-cylinder Y* so that Y* N Y¥ = @, i.e, its representatives
in X* satisfy (ii). In each C;? C Y* there exists a unique periodic point which contributes

to Z;(*,Y*). Thus noting that mg«(C¥) = [ e~ 7" @) dyy. and using the variation

properties of ¥¥, we derive
e Vi) qu,k(Cf) < Z;(¥*,YF) < e (7") qu,k(Cf)
where the sum is taken over all j-cylinders C¥ in Y'*. Similarly
N S g (08) € 28, 7)< B0 3 g ()

where the sum 3" is taken over all j-cylinders C% in Y* so that Fg(C¥) N Y* = & for
0<s<j—1.
For every C¥ in the sum S mg (C%) there exists a collection of j + 1-cylinders C¥, , so

that F} (UC*

; 1) = V¥, Since myr is conformal and ¥* has summable variations, we have

myr (UCK, ;) S L[ me ")
where K = e2=5 Vi) Hence, since mygr (X*) =1,

D P mgr(UCK ) = > " (myi(Ch) — myi (UCK, )
myk k
< (1— “”Igy)) S mge(C).

k
Letting £ := ”W’“T(y) we have

VA

5 (UF,YF) < eVin D370 g (OF) < Vo (M (1 — ) Z22(wF, Y H).

Therefore Z° (0%, Y*) < eQEJ'Vj(\Pk)(l — 6" Z5(VF,YF). Since Lemma & implies

>, Vi(¥F) < oo, we have Pg(¥*) < log(l — &) < 0, as required. This completes the
proof of the second claim. O
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Now take 6, > 0 so that P%(¥* + 6,7%) < 0. If the measure y’ from the beginning of
the proof satisfies b,/ (f) + [dp’ > —04, then hy (f) + [(¥ + 6x)dp’ > 0, so Lemma 6
implies that the corresponding induced measure puf, has b, ) (Fi)+ [ (*+0,7%) dpy, > 0.
From the Variational Principle for the system (X b’“, Fy, % + 0, 7%) we see that ,u};k cannot
be supported on type (ii) 1-cylinders of (X*, F},) only. Hence /i'(X°) > 0.

Finally take 6 := min{eg, 61, ...,0n} and let 1 be such that h,(f) + [ ¢du > —0. Since
9 < &g, we have h,(f) > e by assumption, and therefore y is compatible to (X%, F},) for
some k € {0,1,..., N}. By the choice of § and the argument of the previous paragraph, it
follows that 2(X°) > 0 as required. O

5. Proofs of Theorem 1 and 2; existence, uniqueness and tail estimates

Let p = ¢y = —tlog|Df|, and ® be the corresponding induced potential. Przytycki
[36] proves that a measure u € M is either supported on an attracting periodic orbit or
0 < [log|Df| du < oo. So when we apply Lemma 6 to this potential, we will get finite
integrals for both the measure on I and for the measure on the inducing scheme with the
induced potential.

LEMMA 8. — Assume that f € H has negative Schwarzian derivative. For inducing schemes
obtained in Section 3, the induced potential has summable variations.

Proof. — In general, ¢ has unbounded variations. However, we note that Type A and
Type B inducing schemes are maps F : |J; X; — X with uniform Koebe space . Since ¢
is in general unbounded, it will not have bounded variations, but we only need to check that
the induced potential ® has bounded variations. By the Koebe Lemma, {g?g;‘l < 1}'225 +1.
Therefore

|®(x) — @(y)| = [¢] ’ —log |DF(x)| + log|DF(y)|‘ = | ‘bg <W(y)|)'

|DF (z)|
142§ 1424
<|t|10g<1+7)<|t|( 52 )

By standard arguments, for any v > 1 there exists N = N(v) such that we have
inf,ex [DFN(z)] > + (here we use the negative Schwarzian assumption; alternatively
a C3 assumption and the absence of neutral periodic cycles would suffice). Moreover, F'N
satisfies the above distortion estimates. Let v > % and let G : |J;Y; — X be given by
G := F" for N = N(v). Clearly, proving the lemma for ® is sufficient.

We have that X is a yd-scaled neighbourhood of Y; for any j. Using the Koebe Lemma
again for z, y in the same connected component of G~*(Y;), we have

1426
(76)? )

Repeating this argument for z, y in the same connected component of G~"(Y;) gives that

(o) - el <] (*aga ) = OB,

Thus @, and hence ®, has summable variations. O

@)~ en(w)l < Il (
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5.1. Estimates for Collet-Eckmann maps

The proofs of Theorems | and 2 have roughly the same structure. We start with the Collet-
Eckmann case, leaving the additional details for the summable case to the end of the section.
For use in both proofs, we define

Zo(®) = > €@,

F(x)=x

As stated in the proof of Proposition 2, we have Z,,(®) = O(||Ls1]|% ). Since our inducing
schemes are essentially isomorphic to the full shift on countably many symbols, in our case,
bounded distortion gives | Lo 1|00 <ais Zo(P). Thus Z,,(®) = O([Zo(P)]").

We are now ready to prove Theorem 2, although we postpone the proof that t — P(p;)
is analytic to the end of Section 6.

Proof of parts (a) and (b) of Theorem 2. — We choose X as in Corollary | and get a
Type B inducing scheme (X, F).

Fixing t, we define ¢»s = ¢; — S, and let U g be the induced potential. The natural can-
didate for S is P(ip;), but we will want to consider a more general value for this shift in the
potential in order for (c) of Proposition 2 to hold.

We continue by showing that the induced system has bounded Gurevich pressure and (a)
and (c) of Proposition 2 hold. As above, Z,,(®) = O(Z7(®)). Therefore it suffices to show
that Zp(®s) < oo to conclude that Pg(¥s) < 0.

We wish to count the number of domains X; with 7; = n. The number of laps of a piece-
wise continuous function g is the number of maximal intervals on which g is monotone. We
denote this number by laps(g). By [31], one characterisation of the topological entropy is
hiop(f) = limy,_, 00 %log laps(f™). Therefore, for all € > 0 there exists C. > 0 such that

#{r; = n} <laps(f™) < C.e"Por(H)+e)

for each n, where h¢o,(f) denotes the topological entropy of f. Since f is Collet-Eckmann,
the tail behaviour of the inducing scheme is exponential. This was shown for certain inducing
schemes in [8]. We show in the proof of Proposition 4 that the results on the inducing schemes
of [8] hold for Type B inducing schemes. We also show there how [9] allows us to strengthen
the results of [8] to apply to maps with different critical orders, see Lemma 10 below.

For t < 1 we get

Z e¥s(@) _ Z e®t(@)—Ti(z)S

F(z)=z i,z=F(z)€eX;
=dis Z | X;|te=m(®)S = Z Z |X;|te™ S by the Koebe Lemma
3 n Ti=
Z (Z | X; |> S (#{r; =n})'” by the Holder inequality
< C. Z e~ mtemnSgn(hiop () +e)(1-1) o o using tail behaviour

n
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provided ¢ is sufficiently close to 1 and S > hop(f)(1 —t) — at. A similar estimate gives

(12) ZTiemS(w) =dis ZTi|X¢|t6_”S < oo.
i i
Fort > 1
t
ZO(\I/S) =dis Z Z |Xi|te—nS < Ze_ns (Z |Xz|> < Ze—ante—ns < o0,

provided S > —at. Similarly we can show

ZTieq’S(m) =dis ZTi|Xi|t6_”S < 00,
provided S > —at. When ¢ is sufficiently close to 1, P(¢;) is close to 0, and thus if S is close
to P(p;) then the above sums are bounded.

Observe that the above estimates prove that condition (a) of Proposition 2 holds. For
Part (c) of that proposition, the estimates above prove that P(¥ p(,,)+..) < oo fore < 0 close
to 0. Therefore, Corollary | shows that (c) is satisfied. Therefore this inducing scheme gives
rise to an equilibrium state y1, = p,,. Moreover, from the proof of Proposition 2, Pg (¥) = 0.

It remains to show the uniqueness of the equilibrium state in M, since up to this point we
only know that p,, is the unique equilibrium state whose lift to the Hofbauer tower gives X
positive mass. This follows from the next lemma. Recall that (£, —) indicates the transitive
graph in the Hofbauer tower.

LEMMA 9. — If p, is an equilibrium state, as above, compatible to an inducing scheme
(X, F) then it is also compatible to any other inducing scheme (X', F') provided X' N € # @.
Here we assume that the inducing schemes are either both Type A or both Type B.

Proof. — We will assume that the inducing schemes here are all Type B, since this is the
more difficult case. Let (X, F') be the inducing scheme used above. The proof follows if we
can show that pw,(f(') > 0.

Transitivity of (€, f) implies that there exists n > 0 so that f~"(X’)N X contains an open
set. Asin Proposition 3, since py gives positive mass to cylinders, this implies that there exists

U c X so that ﬂw(U) > 0and f*(U) c X'. Hence,
o (X') 2 o (f(0)) 2 (D) > 0.
Therefore, ., is compatible to (X', F'). O

To continue with Theorem 2, suppose that 4 € M is an equilibrium state. By the ideas of
Lemma 3 there must exist a first extendible inducing scheme (X', F', ¥’) which is compatible
to p and which corresponds to a first return map to a set X’ on the Hofbauer tower. Lemma 9
implies that y, is compatible to (X', F’) and hence 1 = ., by the uniqueness of equilibrium
states on an inducing scheme. O

To do the summable case of Theorem 1, parts (a)-(c), we adapt techniques from [8]. In
that paper, the Bounded Backward Contraction is used for arbitrary neighbourhoods of the
critical set, which at the time was only known to hold when all critical orders £, are the same.
Using results from [9], and specifying the neighbourhoods U, we can improve this in the
following lemma.
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LemMma 10. — Let f € H be a multimodal map with negative Schwarzian derivative such
that lim,_, . |Df™(f(c))| = oo for each ¢ € Crit. Then for any € > 0 and X > 1, we can find
critical neighbourhoods U := f~'(B.(f(Crit))) that are A-nice in the sense that

o fPOU)NU = @ foralln > 0;
o if V C U is the domain of the first return map to U, then the interval V' concentric to V
and of length (1 4 2\)|V| is contained in U.

Moreover, there exists b > 0 such that
(13) |IDf"(z)| = bforallz € I andr = min{n > 0: f*(z) € U},

where the A-nice critical neighbourhood U can be chosen arbitrarily small.

Proof. — The first part follows immediately from [9] which considers C® non-flat multi-
modal maps. Our assumption that f is C? with negative Schwarzian derivative actually gives
a slightly stronger version of the Koebe distortion theorem, and hence is sufficient to claim
the results from [9]. Lemma 3 in [9] shows the existence of A-nice neighbourhoods U of Crit.
Denote the connected components of U by U¢, ¢ € Crit. If r = r(x) > 0is the first entrance
time of x to U, then the niceness of U guarantees that there exists an interval J, so that f"
maps J diffeomorphically onto U for some ¢ € Crit. If f"(z) belongs to first return domain
V, then there is Jyy C J such that f" : Jyy — V is monotone with distortion bound depend-
ing only on \. A special case of this is when V := U¢ is the central return domain in U®. Let
U= UceCrit U<. In this case, the first entrance time 7 > 0 of any x into U corresponds to a
diffeomorphic branch f7 : J — U¢ with distortion bound depending only on \.

REMARK 8. — Note that U C f~Y(B.(f(Crit))), where € can be taken arbitrarily small.
As a result, the components U€ need not have comparable sizes for all ¢ € Crit, but scale as
e/t A similar difference in size is true for the components of U, and this is a major difference
with the critical neighbourhoods as used in [8]. If all components of U have the same size, then
(13) can fail.

To prove (13), fix a A-nice critical neighbourhood Uy, and let U; := Uy be the union of
its central return domains. This set is A-nice again. There exists b = b(U;) > 0 such that for
everyx € I, |Df™ (x)| > bforry = min{n > 0: f*(x) € U;}. Continue to construct A-nice
neighbourhoods U; = U;_; as the union of the central return domains of the previous stage.
These sets shrink at least exponentially in ¢, so we obtain a A-nice neighbourhood U = U,
as small as we want.

Nowletr; < rg < -+ < 1, = 7 be the return timesof z to U; D Uy D -+ D U,.
There is a neighbourhood J > x such that f” maps J diffeomorphically onto a component
of U. The maps f"i+17"¢|¢r; () are compositions of monotone branches of the first return
map to U;. If X is sufficiently large, then these branches are expanding, uniformly in z. Hence
|Df"(z)| = [Df™ (z)| = b. O
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5.2. Estimates for non-Collet-Eckmann maps

PROPOSITION 4. — Suppose that f € H satisfies (1). There there existst; < 1, such that on
every sufficiently small cylinder set X there is a first extendible return inducing scheme (X, F, T)
such that for all t € (t1,1] and all potential shifts S > 0

Zo(Ug) = Y ¥ <
F(z)=g
where Vg is the induced potential of the shifted potential s := py — S. Furthermore for the
equilibrium state py ,, .\, W, {7 = n} decays exponentially for t € (t1,1), and polynomi-
ally fort = 1.

Proof. — For the case t = 1, if the critical points all have the same order then [8] gives an
inducing scheme with polynomial tails (this is also sufficient to show Zy(¥s) < oo for all
S > 0). Below we show that Type B inducing schemes fit into the framework of [8]. We also
show that the machinery of [§] can also be applied to maps with critical points with different
critical orders, by Lemma 10.

Fix to < 1 such that § = fpax(1 + %) — 1,and let ty < t < 1. Fix a single cylinder set
X € P, and § € (0,1) so small that a §-scaled neighbourhood of X is contained in 7 (D)
for at least one domain D of the closed primitive subgraph £ (cf. Lemma 2) of the Hofbauer
tower. Let (X, F') be the corresponding first extendible, i.e., Type B, inducing scheme to X:
for each X, there is a minimal 7; > 0 for which there is a neighbourhood X/ such that f™
maps X/ diffeomorphically onto a d-scaled neighbourhood X. Let X c 7~ '(X) be such
that (X, F') corresponds to the first return map to X. Since X is a cylinder set, X is nice in
the Hofbauer tower, in the sense that for n > 1, f(&) never intersects the interior of X for
each # € 8X. There is a dense orbit orb( ) in &, and for each ¢/ € orb() N X, there is a
neighbourhood X; 5 §' such that f™ : X; — X is extendible to a d-scaled neighbourhood
of a component of X. Therefore, the union U; X; (and hence (X, F)®) is dense in X, and
the niceness of X guarantees that the sets X; are pairwise disjoint.

Note that (1) and our choice of ¢y, above imply that

(14) S (e D e)l) " < oo,

n

for every t € (to,1] and ¢ € Crit and summable sequence {7, }nen With v, € (0, 3).

We use ideas and results of [8] extensively. To start with, take a neighbourhood U of Crit
asin Lemma 10 (so that (13) holds) and so that either U D X or U N X = @. We can assign
toany z € I asequence of binding periods along which the orbit of 2 shadows a critical orbit,
followed by a free period during which the orbit of « remains outside U. During the binding
period, the derivative growth of x is comparable to derivative growth along the critical orbit

that  shadows. The precise definition of binding period of z € U is:

p(2) = min{k > 1: [f*(2) = f*(c)] > el f¥(c) — Crit]},
where c is the critical point closest to z. At the end of the binding period, derivatives have
recovered from the small derivative incurred close to c. Indeed, Lemma 2.5 of [§] states that
there is Cy > 0, independent of U, such that

(15 Fi(x) == nf{|Df?(z)| : z € U,p(x) = p} > Co (v D (f(e))]) ",
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where c is the critical point closest to x. Let ( = 4C;, 1/to CéO#Crit (see later in the proof)
be a fixed number involving a Koebe distortion constant and a constant emerging from the
Bounded Backward Contraction Condition (13). If U is a small neighbourhood, then p(x) is
big. Hence we can take U so small that the minimal binding period py := min{p(z) : x € U}
is so large that for any ¢ € (to, 1],

S C(ATIDI(FE)])

p=2pU

it _ 1—k&

for some k = k(to, {Yntnen) > 0. Summing the powers of the above sum gives

n

S coeprE) ™) <Ya-mr =k

n20 \ p=2pu n>0

Taking an appropriate subset of the terms in this series, we obtain ") for any n € N:

t 1 fpi bl o 1
(16) max Yo Y [L¢ (oD (En]) T <
s<n (pl ----- ps) Y23
ngn
PiZPpU

During the free period, derivatives grow exponentially (Mafié’s Theorem, see [30, Theorem
I11.5.1.]), because there exist C; > 0 and A\; > 1, depending only on f and U, such that

(17) IDff(x)| = CiAY  if fi(z) ¢ Ufor0 <i< k.

Now fix a neighbourhood U of Crit as in Lemma 10 with OU C U,, f~™(Crit) and so small
that estimate (16) holds. In fact, parallel to (17), one can derive that sets A that avoid U for
a long time are exponentially small: there are C; > 0 and A2 > 1 such that

(18) 17 (A)] < CoA* i A NU = for0<i<k.

We define v; =v;(X;) inductively as vj:=min{n:n>v;_1+pj1<n<7,
fM(X;) NU # o}. The j-th binding period of X, starts at v; and the j-th blndlng pe-
riod itself is p; = p;(X;) = min{p;(z) : « € X;}. Since f7~"™ maps f™(X;) to X in an
extendible way for each n < 7;, the distortion of f™~"| s (x,) is bounded uniformly in i
and n. In the terminology of [8], every return time is a deep return, and there are no shallow
returns. Let 7] be the time that the final binding period ends, so 7/ = v, + ps < 7; if X; has
s binding periods.

Note that the inducing time 7; of X; cannot be inside a binding period, unless v, > 6| X]|.
Indeed, during the binding period, X; shadows some critical value f*(c) yx-closely, so there
will not be the required Koebe-space of §| X | unless v, > §|X|. Take kg = ko (] X|) such that
vk < 0| X | forall k > ko. There is C3 = C3(|X]|) € (0, 1] such that (15) can be replaced by

_ 1/£.
Fy(x) > C30o (3= IDFP(f(e))]) ",
where c is the closest critical point to z. We will use this estimate only for those X; for which

the final binding period p; (X;) is cut short because inducing time 7; falls into the proper final
binding period.

() This is an adaptation of Equation (5) in [8] taking into account the typo that there the — in the exponent is
missing.
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To estimate Zy(¥g), we first group together domains X; into a ‘cluster’ if they have the
same binding periods py, . .., ps up to their common time 7} and f7(convA) N Crit = & for
j < 7i, where conv A is the convex hull of the cluster. By the Holder inequality

Zo(Us) =<agis » | Xil'e™ ™" Ze_ns > > > Xl

i n’'<n cluster A X; CA
T(A)=n,r'(A)=n'

< Z e s Z Z (#{i : X; belongs to A})!~* Z | X;]

n n'Sn cluster A_ X;CA
T(A)=n,7’'(A)=n’

< e 3 el (1-1) > A",

n n’'<n _ cluster A~
T7(A)=n, 7/ (A)=n'

where the cardinality #{i : X; belongs to A} is estimated by e(ter(HN+)(n=n") for some
small € = (t) > 0, because the cluster A has n — n’ iterates left to the inducing time.

Toestimate 3 4)_, -/ (A)=n’ |A|*, we distinguish two classes of clusters depending on the
amount of free time in the first 7/ iterates. For n > 0 to be fixed later, and for given n and n’,

let
A:pn, = {A : T'(A) = n”T(A) =n, sz < nn}
=1
and

737/{,”, = {;l : 7'/(;1) = n’vT(A) =n, Zpi > nn}_

i=1

The estimates for 75’ s and 75” n Will use Lemmas 3.5 and 3.6 of [8] respectively. Indeed,

Lemma 3.5 of [§] glves some 7 (ﬁxmg the definition of P nr)and Az > 1 depending on A\
and 7 such that
(19) ST <A sup [FY AN < optag AT

AeP; AeP!

where the last inequality follows by (17) because f™ (A) is disjoint from U for the remaining
n — n’ iterates.

Continuing with P!/, for this n, define d,,(c) := min;<,(7i/|DfI(f(c)))/ %[ fi(c) —
Crit| < 1 (formula (2) in [8]) and let (following [8, page 635])

(in,j(c) :=d;(c) for i = max { [%} , 1} .

Then we will adapt Lemma 3.6 of [§] to get a constant Cy > 0 such that

n’ t
~ _ _ n_nl t _
0) > Aot e (g

Aep!

n,n’

Indeed, select the longest binding period among (p1,...,ps) of the cluster, and call it p;.
Note that p; > nn/(2;52), because otherwise 3 7_, px, < nn, contradicting the definition of
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P! ... The interval [z, y] := f*’ (convA) satisfies

lz —yl < C jomax  dple () - |£*7Pi (convA)| = C5 dy j(c) - | £/ (convA)],
2
where C5 is a uniform distortion constant. Write A = A, . to indicate that p; is the
longest binding period of A. By Lemma 3.2 of [8], and recalling that all returns are deep, we
can find Cg such that

7 1
|Ap1,-~~,pg| CSC] |f¥7- A 1(C0nVAp1, Pj ) H F’ )

where the single factor C3 accounts for the possibility that final binding period is ‘cut short’
by inducing time n. Following the proof of Lemma 3.6 of [§], we obtain

2. MI's Z > My

5 clusterﬁ.‘ j= 1(p1 7p])
T(A)=n,7'(A)=n’

n’ t
<2 (¢ gy @)
j=1
t

X Z C3 (2#Crit)? <C] 1H F ) | £73%P3 (conv Ay, p,)IF,

where the (2#Crit)? accounts for the different sides of critical points that have intervals with
the same binding period.

The maps f*i1Pi|
tion. Each set f (4,

and f'~(+) | f3+23 (conv Ay, ) have bounded distor-

convAy, .., j

p]) is disjoint from U for the remaining n — n’ iterates, so (18) gives

|7 (convAy,,...p,)| < Corg "7
Using (16) with ¢ = 40(;1/’50 Cg#Crit, we can estimate

t
Y (2#Crit)j( o 1H 7 ) %

(P1,---,P5)

Combining the previous three displayed formulas, we obtain

n’ t
~ —(n—n')t .
> A <ot (o de)

_ clusterA_ j=1
7(A)=n,7"(A)=n’'

for Cy = (C3C5)t/k. This proves (20). Note that the factor Z?/:l 2~ (maxcecrit Jnr,j)t in
(20) decays polynomially, as in the proof of [8, Proposition 3.1]. This is why for ¢ = 1 (and
n =~ n'), where there is no exponentially small factor A~ (=1t e still obtain polynomial
tails.
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Now we obtain (using(19) and (20))

Z0(Vs) <ais Ze—ns Z e(htop(f)+e)(n—n")(1-t) Z |A|t + Z |A|t

n’sn AeP’ Aep”

n,n’ n,n’

< Ze—ns Z e(htop(f)+e)(n—n")(1-1)

n’'<n

/ , n' t
x [ ortay IR 4 ot i, Z; 27 (I&‘é"i Cin/,j(c)> ,
j=
which is finite, provided ¢ is sufficiently close to 1. The proof that [ 7duy < oo amounts
to showing that ne™"5 %", S __ ., |X;|" is summable in n, cf. (12). If ¢ < 1, then
S = P(pr) > 0by (2),sofort € (tf, 1) where t; € (to,1) is sufficiently close to 1, the
exponential factor e dominates n and summability follows. This also implies the required
exponential tail property for (X, F, B pgr)- O

For the case t = 1 we already know by [9] that there is an acip, so the above proposition
shows that the acip must have polynomial tails. Hence the proof of Theorem | (except for
the proof that t — P(¢p;) is analytic, which is postponed to the end of Section 6) essentially
amounts to an application of Proposition 2 (Case 4) to the case t € (¢1,1), and is completed
in a similar way to the proof of Theorem 2. The rate of decay of the tails follows from Propo-
sition 4.

Proposition 4 and the proof of Theorem 2 parts (a) and (b) now allow us to prove Propo-
sition 1.

Proof of Proposition 1. — By Lemma 5, there exist g, ¢ > 0 such that for any ¢ € (¢1, t2),
hu(f)+ [ i dp > Py (1) — e implies h,,(f) > e. We can choose {X*}o<x<n as in Propo-
sition 3: we need only select these sets so small that the corresponding inducing scheme is
uniformly expanding, in order to satisfy (a) of that proposition, and so that z € w(X°).
Property (b) of Proposition 3 follows for all ¢t € (¢1,t2) by the computations in the proof of
Theorem 2(a) and (b) and in Proposition 4. The fact that for any ¢ € (¢, t2), ¢ is compatible
to our (X, Fy) follows by Lemma 9. Therefore, Proposition 3 implies that the measures u
must be compatible to (X°, Fy). Finally take (X, F) = (X9, Fp). O

6. Proofs of Theorem 1 and 2; exponential tails and positive discriminant

In Theorems 1 and 2 we see that with the exception of non-Collet-Eckmann maps
(i.e., satisfying (1) but not (3)) with potential ¢ = —log |D f|, all the equilibrium states .,
obtained are compatible to an inducing scheme with exponential tail behaviour:
wy({x € X : 7(z) =n}) < Ce™ ™ for some C, a > 0.

The literature gives many consequences; we mention a few:

— The system (I, f, 1) has exponential decay of correlations and satisfies the Central
Limit Theorem. This follows directly from Young’s results [47] relating the decay of
correlations to the tail behaviour of the Young tower.
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— The system (I, f, ) satisfies the Almost Sure Invariance Principle (ASIP), see [29] or
[17] for earlier ideas in this direction.

— In[13], Collet proves Gumbel’s Law (which is related to exponential return statistics)
for the acip provided the Young tower construction has exponential tail behaviour. It
seems likely that this result extends to the equilibrium states for ¢; = —tlog |D f| and
t<1.

Another application of exponential tails pertains to analyticity of the pressure function
t — P(p:) and the absence of phase transitions (which would be expressed by lack of
differentiability of the pressure function). A key result here is phrased by Sarig [41] in terms
of directional derivatives

d
£P('Lp + svU)|s=0

where ¢ and v are suitable potentials. To prove analyticity of ¢ — P(ty) near ¢t = 1, we take
v = 1 = . Sarig obtains his results for Gurevich pressure. For appropriate potentials and
inducing scheme, he first introduces the concept of discriminant ©, which is positive if and
only if the inducing scheme has exponential tails with respect to the equilibrium state of the
induced potential. Next it is shown that if the inducing scheme is a first return map, then
positive discriminant implies analyticity of s — Pg(¢ + sv) near s = 0. In our case, the
inducing scheme is a first return map on the Hofbauer tower, but also a Rokhlin-Kakutani
tower can be constructed for which the first return map to the base is isomorphic to the in-
ducing scheme. Currently, in the context of smooth dynamical systems, these towers tend
to be called Young towers [47]. In this section we will use the Young tower rather than the
Hofbauer tower since its good distortion properties on elements of its natural partition A; ;
(see below) are particularly useful here.

The resulting analyticity of the pressure function on the Young tower then needs to be
related to the original system. We will do that using a transition from Gurevich pressure to
the following type of pressure:

P, (v) :=sup {hu(f)+/¢du:M€M+ and —/wdu<oo}

for which we use a result by Fiebig et al. [14].

The set-up of the remainder of this section is as follows. We first introduce the Young
tower associated with the inducing scheme, and then discuss directional derivatives and dis-
criminants. This gives us the necessary terminology to state the main theorem (Theorem 5).
Then we show how this can be applied to prove the remaining analyticity parts of Theorems |
and 2. Finally, we prove Theorem 5.

Let X C I and (X, F, 7) be an inducing scheme on X where F' = f7. As usual we denote
the set of domains of the inducing scheme by { X };cn. The Young tower, see [47], is defined

as the disjoint union
Ti— 1

A= | Xid),

ieN j=0
with dynamics
. (:L‘,]+].) if.’EEXi,j<TZ’—].;
fA(xu.]) = . .
(F(z),0) fze X;,j=7,— 1
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Forie Nand0 < j < 7, let A, j :={(z,j) : z € X;} and A; := | J;cy Ay, 18 called the I-th
floor. Define the natural projection ma : A — X by 7a(z,5) = f/(z),and mx : A — X by
mx(z,j) = z. Note that (A, fa) is a Markov system, and the first return map of fa to the
base Ag is isomorphic to (X, F, 7).

Also, given ¢ : I — R, let o : A — R be defined by ¥a(z,j) = ¥(f7(x)). Then
the induced potential of A to the first return map to Ay is exactly the same as the induced
potential of ¢ to the inducing scheme (X, F, 7).

The differentiability of the pressure functional can be expressed using directional deriva-
tives %Pg(ﬂ) + sv) |8:0. We will use the method of [41], but will require less stringent con-
ditions on the potentials. Let (W, f) be a topologically mixing dynamical system with the set
of n-cylinders denoted by Q,,. For a potential ¢ : W — [—o00, 00] we can ask that 1) satisfies

2D sup  sup |¢n(z) — Yn(y)| = o(n).
CnhE€Py z,yely

As shown in [14], this guarantees that ¢ satisfies (1 1) which means that the Gurevich pressure
is well defined and independent of the initial cylinder set X;, where Z,, (v) = Z, (¢, X;); also
Theorem 7 below is satisfied. Moreover, if the induced potential is weakly Holder continu-
ous, then (21) is a sufficient condition on the original potential to allow us to use the results
of [41, Section 6], see Theorem 6.

For an inducing scheme (X, F, 1), let 1o and va be the lifted potentials to the Young
tower. Suppose that 1A : A — R satisfies (21). We define the set of directions with respect
to 1 as the set

o0
/v du‘ < 00, vp satisfies (21), Z Va(T) < 00, and

n=2

Dirp(¢) := {U : sup

HEM

Je > 0s.t. Po(tha + svpa) < ooV s € (—5,6)},

where T is the induced potential of v. As in previous sections, let ¢g := ¥ — S (and so
Vs = U — S7). Set pi[t] := inf{S : Pg(¥s) < oo}.? If ph[t)] > —oo, we define the
X-discriminant of v as

DF (Y] :=sup{Pa(¥s) : § > pp[¢]} < oo.
Given a dynamical system (X, F'), we say that a potential ¥ : X — R is weakly Holder
continuous if there exist C,~ > 0 such that V,,(¥) < Cy" for alln > 0.
The main result of this section is as follows:

THEOREM 5. — Let f € H be an interval map with potential ¢ : I — (—o0,00]. Suppose
that o satisfies (21) or is of the form ¢ = —tlog |Df|. Take ) = ¢ — P(p). Then D[] > 0
if and only if (X, F, py) has exponential tails.

Moreover, the inducing scheme can be chosen such that, given v € Dirp(v) such that
YA + va is continuous and the induced potential Y is weakly Hoélder continuous, there exists
€ > 0 such that s — Py (¢ + sv) is real analytic on (—¢, €).

@ Note that we use the opposite sign for P[] to Sarig.
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As noted before, the appropriately shifted potential ¢, = —tlog|Df| gives rise to an
equilibrium state with exponential tail for ¢ in a neighbourhood of 1 if (3) holds, and for
t € (t1,1) if (3) fails but (1) holds. Take v = —log|Df|. Any induced system provided

in Section 5 is extendible, so by the Koebe lemma the induced potential T has summable
variations, and in fact is weakly Holder. Similarly (—log|Df|)a satisfies (21). Also,
since Pg(¢ha + sva) < Pg(¥ + sT) which is clearly bounded for small s, we have that
Pg(¢a + sva) < oo for small s. Therefore there is an inducing scheme with v € Dirp(v).
Thus Theorem 5 can be applied to give the analyticity of ¢t — P(p;) fort € (¢1,0), to
complete the proofs of Theorems | and 2.

Proof. — Suppose that D p[¢)] > 0. This is equivalent to the existence of 0 > e > p}[¢/]
such that Pg(¥.,) < oo. By the Gibbs property, for ¢ > g we have pg_ ({7 = n}) <
> = €¥iT". Then

Mo, ({T = ’I’L}) = ein(ai‘go) Z e¥i—neo

Ti=n
Notice that
et < iy, ({r=n}) < pu,, (X) =1,

so py. ({7 =n}) < Ce ™(E=20) Since e — g9 > 0, (X, F, uy_) has exponential tails.
Conversely, suppose that (X, F, uy) has exponential tails with exponent « > 0, that is
Z e¥i < py({r = n}) < Ce ™.
Then, for all —a < &g, and for Z; defined on page 580,
Pg(U.,) < CZ(¥.,) <CY Y e¥imneo <0 ) emmete0) < oo,

Therefore p}[¢)] < —a < 0 and so Dp[yp] > 0.
For the second part of the theorem, we use the following result from [41, Theorem 4].

THEOREM 6. — Let (W, f) be a topologically mixing dynamical system and
Y : W — (—o00,00] be a potential satisfying (21), such that P () < oo and for X € P,,
Dr[w] > 0and ¥ is weakly Holder continuous. Then for all v € Dirg(¢) such that Y is
weakly Holder continuous, there exists € > 0 such that s — Pg (v + sv) is real analytic on

(—¢,¢).

We can use this to show that s — Pg(¢ + sv) is analytic. However, to go from the Gure-
vich pressure to the usual pressure, we need a Variational Principle. Sarig’s theory provides
various conditions on potentials which yield a Variational Principle, but they are somewhat
restrictive, and in particular for our case, are not satisfied by the potential —¢log |D f|. One
aim of [14] is to weaken these conditions. There, the following theorem is proved.

THEOREM 7. — If (W, S) is a transitive Markov shift and ¢ : W — R is a continuous func-
tion satisfying (21), then Pg(¢) = P(%).
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We now apply Theorem 6 to the symbolic space induced by (A, fa). In this space, the po-
tential (—tlog | D f|—S")a satisfies (21) and is continuous in the symbolic metric. Theorem 6
implies that there is ¢’ > 0 such that s — Pg(¢a + sva) is analytic on (—¢’,¢’). Thus, by
Theorem 7, s — P(¢a + sva) is also analytic on (—¢’, ¢’).

All fa-invariant probability measures v have positive Lyapunov exponents. This is be-
cause the induced map (X, F') (which is isomorphic to the first return map to Ag) is uniformly
expanding and the Ergodic Theorem gives

Av) = /log |Dfa| dv = V(Ao)/log |[DFA| dv > v(Ap) inflog |DF(x)| > 0.

Therefore P(1)a + sva) = Py (¢a + sva) for s € (—¢’, ).

Since the inducing scheme (X, F') is obtained from both (I, f) and (A, fa) with the same
inducing time 7 = 7a, Lemma 6 implies that

ar) = ([ rdne)” b (F) = ()
and »
palpa) = (/ TdMF) pr(®) = p(e),

whenever pa and pp are the induced measures of pto (A, fa) and (X, F') respectively, and ¢
is any potential. Thus the free energy of 1 and the lifted version ua are the same. This implies
that s — Pg (¢ + sv) is analytic on (—¢’, ¢’) if the definition of pressure involved only those
measures which lift to A. Moreover, Py (¥a + sva) < Py (¥ + sv) for s € (—€', ).

It remains to prove that there exists € > 0 so that for all s € (—¢,¢), P+ (¢a + sva) >
P, (+sv). Theissue is that in principle there might be measures which have high free energy
but do not lift to A. We show how Proposition | implies that this is impossible, thus complet-
ing the theorem. Since by assumption sup,,c o, | [ v du| < 00, P(¢ + ev) — Py () = 0
ase — 0. Therefore there exists 0 < ¢ < ¢’ so that for any s € (—¢, €), we have P, (¢4 sv) >
—5. Hence for all s € (—¢, 5),Aifa measure g has b, (f) + [ ¢ + sv du > Py (¢ + sv) — 2
then Proposition | implies (X) > 0. Hence Py (¢¥a + sva) = P (¢ + sv). Therefore
Py (a+sva) = Py (1 +sv), and the analyticity of s — P, (¢ + sv) on (—e, ¢) follows. [

It would be a further step to say that ¢t — u,, is analytic (where p,, indicates the equilib-
rium state of ¢;). Using the weak topology we can ask whether ¢t — [ g du,, is analytic for
any fixed continuous function g. We do have the following corollary:

COROLLARY 2. — In the setting of Theorems | and 2, let (X, F, T) be any inducing scheme
as in Section 3. Fix s € (t1,1) or s in a small neighbourhood of 1, according to whether (1) or
(3) holds. Take vy = py — Py (ps) for oy = —tlog |Df|, and let ®; be the induced potential.
Then the function t — [ < Tdpw, is analytic for t sufficiently close to s, where py, denotes the
equilibrium state of V.

Proof. — We know that t— Py(¢;) and t+— P(¥,) are analytic. By Lemma 6,
P(U,) = ([ 7dpw,) Py (1), so analyticity of ¢ — [ rdug, follows. O
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7. Concerning the hypotheses of Theorems 1 and 2

In this section, we argue that the hypotheses of Theorems | and 2 cannot easily be relaxed.
We also discuss some consequences of our proofs.

The set M. — The question how large the set M_. is in comparison to M., is answered
by Hofbauer and Keller [18] in certain contexts. For unimodal maps, they prove that any
measure g € M., \ M has entropy 0 and belongs to the convex hull of the set of weak
accumulation points of {2 "7 775 % (c) JneN, Where 0 7x () indicates the Dirac measure at the
k-th image of the critical point. If we restrict to the potential p; = —tlog |D f| att = 1, then
the following examples can be given:

— If f has a neutral fixed point, then the Dirac measure at this fixed point is an equilib-
rium state.

— There is a quadratic map without equilibrium measure for ¢1, see [7]. In this case, the
summability condition (14) fails.

— For maps such as the Fibonacci map (which satisfies (1) for £ = 2), there is only one
measure in M, \ M, namely the unique invariant probability measure p,, () sup-
ported on the critical omega-limit set w(c). This gives rise to a phase transition for the
pressure function ¢t — P(p;) att = 1. The quadratic Fibonacci map has two equilib-
rium states for ¢;: an absolutely continuous probability measure and fi,,(.).

Moreover, there is a sequence of periodic points p, with Lyapunov exponents
Alpn) \ 0asn — oo, see [32]. The equidistributions on orb(p,) belong to M,
which shows that P, (¢;) = 0fort > 1, but M, contains no equilibrium states if
t > 1. See [7] for more information on the phase transition.

— It is also possible that M., \ M contains several equilibrium states, all supported
on w(c). In [6] an example is given where w(c) supports at least two ergodic measures,
while there is also an acip, as follows from [5, Theorem A (c)].

Differentiability of the map f. — A C'T¢ assumption is necessary in order to use the result
that A\(u) > 0 implies liftability. This result, proved in [20], relies on the property that
p-typical points have nondegenerate unstable manifolds, see [24]. If f is only piecewise con-
tinuous, this property as well as liftability no longer hold; this is illustrated by an example
due to Raith [37], see the left-hand graph in Figure |. This is piecewise continuous map
f with slope 2, having a zero-dimensional set H on which f is semiconjugate to a circle
rotation. The unique f-invariant measure p of (H, f) has A(u) = log 2 > 0, but cannot be
lifted to the Hofbauer tower, described in Section 3. This follows since it can be shown that
foreachz € H and & € n~(z), f"(&) belongs to a domain D,, € D and lim,,_, o, |D,,| — 0.
As shown in the graph on the right of Figure 1, it is easy to adjust this example into a con-
tinuous map with slope +2, but this map is not differentiable at the turning points. Another
part where C? differentiability is used is Mafié’s Theorem in the proof of Proposition 4.

Measures with supp(p) C orb(Crit). — Makarov and Smirnov [25, 26] discuss specific
polynomials f on the complex plane for which there is a phase transition for the potential
p = —tlog|Df| at some t < 0, and consequently these examples would contradict our
main theorem. The reason for this is that the Julia set J(f) has ‘very exposed’ fixed points
on which the Dirac measures can become equilibrium states for ¢ sufficiently small. In the
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1—-4a

/

It 3 +2a

FIGURE 1. Left: Raith’s example. For specific choices of «, the points whose orbits
stay in the domains of branches 1 and 4 (bold lines) for ever form a zero-dimensional
Cantor set H on which f is semi-conjugate to a circle rotation.

Right: Rescaling the left bottom square and inserting a new branch gives a contin-
uous example. Again the set of points whose orbits stay in the domains branches
1 and 3 (bold lines) for ever form a zero-dimensional Cantor set H on which f is
semi-conjugate to a circle rotation.

interval setting this applies to the Chebyshev polynomials f : [0,1] — [0, 1] of any degree
d > 2. The set {0, 1} consists of the critically accessible points; each critical point is prefixed,
and either (a) 0 = f(0) = f(1) = f?(Crit); or (b) 0 = f(0), f(1) = 1 and 0 and 1 are
both critical values of critical points. The critical accessibility creates an obstruction in our
strategy of finding an induced scheme in Section 3. Further results on phase transitions for
t > 1 are given in [27].

The Gibbs property. — Although the equilibrium states obtained in M, (ie, for the
original system) are positive on open sets, we cannot expect them to be Gibbs. First,
if o = —log|Df|, then ¢ is unbounded near critical points, so it is impossible to have
e?n(@)=nP(@) < K1i(C,[z]) uniformly in z. But also if the number K is allowed to depend
on z, measures cannot always satisfy this weaker form of the Gibbs property. For example,
if f(x) = axz(1 — x) has an acip p, and the potential is ¢ = —log |Df|, then the pressure
P(yp) = 0 and it is well known that ‘3—’; > po > 0 on a neighbourhood of ¢. Suppose by
contradiction that for each = ¢ U,z f™(c), there exists K = K (z) such that

1 C.
— < M < K foreachn > 0.
K ePn (@)
Now pu-a.e. x has an orbit accumulating on ¢, so almost surely there exists n such that
|f™(x) — ¢| < ;%= But then
1 1 1 1 4K?
C, > —etnti(@) = Zeen() ____— 5~ (C,lz])— > 2u(C,

which contradicts that C,,11[z] C C,[z]. Thus u cannot be a Gibbs measure.
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In some cases, a weak Gibbs property can be proved. For example, it was shown in [11]
that for unimodal maps with critical order ¢ satisfying a summability condition, and every
e > 0, there exists K = K (x) for Lebesgue a.e. x such that

1 :u'sa(cn[z]) 2(14€)
Rod) S gon@y S KT

Appendix

In this appendix we give the two remaining proofs. The first is a lemma on the structure
of the Hofbauer tower. First let us define a natural partition of I. Welet P, := Dvz~1(Py).
We then let P,, := \/};_; f="(P1). One can show that there is a one-to-one correspondence
between n-paths D — --- — D’ in I and elements Cn € P,.

Proof of Lemma 2. — We start with case (a), so €2 is a finite union of intervals. Let 2 € Q
be any point with a dense orbit in §2. Suppose that (£, —) is a maximal primitive subgraph
that is not closed, then for any # € 7~1(z) N Dy for some Dy € &, orb(Z) leaves &, i.e,
f¥(&) ¢ & for k sufficiently large. Indeed, since £ is not closed, there are D € £ and D' ¢ £
such that D — D’. There is an n-path Dy — --- — D for arbitrarily large n, corresponding
to sets C,, € P,,. Each C,, hasann + 1-subcylinder Cn+1 corresponding to the n + 1-path
Dy — --- — D — D’. For n sufficiently large, Cn+1 is compactly contained in D. Since
orb(z) is dense in Q, there is m such that f™(z) € n(Cpy1). Therefore f™(&) € ! o
7(Cpy1) and 771 (3) € D” for some domain such that 7(D”) C «(D’). Regardless of
whether D” = D’ or not, there is no path from D" back into &, because if there was, there
would be a path from D’ back into &, contradicting maximality of £.

Consequently, orb(£) will leave every maximal primitive subgraph that is not closed. If
there is a closed primitive subgraph (£, —), then it is unique, f*(z) € & for all sufficiently
large k and necessarily m(Upecg D) D Q. Let us also show that there is § with a dense orbit
in €. Fix Dy € € and let U,, be a countable base of Lipc¢D. Each U, intersects some D and
U,, contains an r,-cylinder Crn € P,, which itself is contained in D. Since € is primitive,
thereisa path Dy — --- — D oflength l,, and another path D — --- — Dg oflengthl/, > r,
such that if 2 € D takes this path, then 2 € C,.,. Let p, := I, + I,. Because (§,—) isa
Markov graph, for each n > 1 we have a cylinder C,,, C Dy such that fi»(C,, ) c C,. c U,
and f7(C,, ) = Dy.

Let go = 0 and ¢, := Y7, p. Let C,, = C,,. By the Markov structure, we can pull
back inductively to obtain a nested sequence of cylinder sets an C---C qu C Dy with
fq"+l"+1((§qn+1) C Up+1 and f%(éqnﬂ) = Cpnﬂ for alln > 0. The point § € (), C,,
has a dense orbit in £. In this case the lemma is proved.

Alternatively, suppose that no closed primitive subgraph exists. Abbreviate Qp :=
7=1(Q) N Ig. If #(orb(2) N Qr) = oo for some R, then #(orb(z) N D) = oo for some
D c Qpg, and f k(&) is in the non-empty maximal primitive subgraph containing D, for all
sufficiently large k. The above argument shows that this subgraph is closed as well, so we
would be in the previous case after all.

Therefore orb(z) has a finite intersection with every compact subset of I. We will show
that this contradicts orb(z) being dense in I, by showing that orb(z) cannot accumulate on
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an orientation reversing fixed point p, leaving the (very similar) argument where p is orien-
tation preserving and/or where p has a higher period to the reader.

Assume (for the moment) that all critical points are turning points (and not inflection
points). Call ¢ a precritical point of order k if f¥(¢) € Crit and f(¢) ¢ Crit fori < k.

flt

CO C2 Cn C'n+2 P C; C;/

. c, ' | N
(&) " —  m(Dg) r!

D*CQR ¢—\

m(D) = f"(m(D")) A

F(D//)

FIGURE 2. The w-images of domains D = Dy and D’, their positions
with respect to {,, and a sketch of how this leads to a path from Dj_;
back into Qg.

Let p be an orientation reversing fixed point and ¢, be a precritical point such that (o, p)
contains no precritical point of lower order. Then there is a point {; € f~1({p) at the other
side of p with no precritical point of lower order in (p, ¢;). Continue iterating backwards to
findasequence (o < (o < {4 < -+ <p< -+ < (5 <3< ,suchthat (¢,,p) (or (p, (nr1))
contains no precritical point of lower order. Let R be such that (o, {2) compactly contains
an R-cylinder C%,. It follows that if D is a domain such that 7(D) D ({o, {2), then there is
an R-path from D leading to D* C Qpg, see Figure 2. To continue the argument, we need
the following claim which is proved at the end of this proof.

CLAamM. — Take e := min{|c — /| : ¢ # ¢’ € Crit}, fix | > 0 and let J be any interval such
that | f*(J)| < e for alli < 1. Then for any pair of l-cylinders C;, C} C J, there is an l-cylinder
C/ in the convex hull of C; and C} such that the images f'(C;), f'(C}) C fY(C}).

Let Dy, be the domain containing f k(#). Recall that for every maximal primitive non-
closed subgraph £, D, € & for at most finitely many k. So let ko be such that Dy, does
not belong to any maximal primitive subgraph that intersects Q5. It follows that for each
k > ko, there is no path from Dy, leading back into Q5. Furthermore, if lim supy, |Di| > e,
where ¢ is as in the claim, then for arbitrarily large k, there are paths Dy, leading back into
Q. Therefore we can take ko so large that |Dy| < ¢ for all k > k.

Assume by contradiction that p € orb(z). Then there are arbitrarily large n such that if
k = k(n) is the first integer such that f*(z) € ((n,Cnr1), then & > ko. Now if 7(Dy) D
(¢ns Cnt2), then there is an n-path from Dy, — --- — D where 7(D) D ({o,{2), and hence
an n 4+ R-path leading back into 25 (as in Figure 2). This contradicts the definition of k.

Otherwise, ie., if 71(Dg) 2 (CnyCnr2), then the claim implies that there exist I and
l-cylinders C;, C) C (D) such that f/(C;) = m(Dy) while D" is such that 7(D") =
fUCY)) D n(Dy) and 7(D") D ((n, Cnt2), see Figure 2. Take I minimal with this property.
As before, this gives an [ + n + R-path leading from Dy _; to Qg. Ifk — 1 > ko, then we
have a contradiction again with the choice of ky. However, we can repeat the argument
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for infinitely many n, and hence infinitely many k. If D;_; has been used for one value of
k, then at least one domain in f (Dg—1) is the starting domain of a path leading into Qr.
Minimality of [ implies that the same Dj_; no longer serves for the next value of k. This
proves that for n sufficiently large, k — [ > kg, and this contradicts the choice of kg, proving
the lemma.

Finally, if there are critical inflection points, then we can repeat the argument with a
branch partition and Hofbauer tower that disregards the inflection points. Indeed, the
above arguments made use only of the topological structure of f, so whether f|¢, is diffeo-
morphic or only homeomorphic on C; € P; makes no difference.

Proof of the claim. — Let J be an interval such that |J| < . We argue by induction.
For | = 1, the claim is true, since J can contain at most one 1-cylinder. Suppose now the
claim holds for all integers < [ and |f*(J)| < eforalli < I — 1. Let C;,C, C J be
l-cylinders, contained in ! — 1-cylinders C;_;,C;_;. By induction, we can find an
! — 1-cylinder C}'_, in the convex hull [C;_1, C]_,] such that f'=1(C;_1), fI=1(C]_,) C
ey ). If Critn f=1(C)_,) = @ then Cj_, is also an I-cylinder and f'(C;), f(C)) C
fYCy_,), proving the induction hypothesis for I. Otherwise, by definition of ¢, f'=1(C/_,)
contains a single critical point, and the f!-image of one I-subcylinder of C}’_; contains the
f'-image of the other. It is easy to see that this I-subcylinder satisfies the claim. O

This completes the proof of the claim and hence of Part (a) of Lemma 2. Part (b) deals
with renormalisable maps, so assume that J # I is a p-periodic interval which is minimal in
the sense that no proper subinterval of J has period p. We claim that J is associated with
an absorbing subgraph (E,bsorb, —) of (D, —). Indeed, by minimality of J, f? : J — J is
onto, and for any z € orb(J) and n > 0, there is z,, € orb(J) such that f"(z,) = x. Let
J=npf* (r=Y(orb(J))). This set has the following properties:

— J # @ Since J contains an (interior) p-periodic point, it lifts to a p-periodic point

in J.

- If & € J and D € D is the domain containing #, then D C J. This follows from the
Markov property. Let z = (%), take z,, € orb(J) as above and £, € 7~ !(orb(.J))
such that f”(ﬁcn) = &. For§ € D arbitrary, we can find 9, € Z, [,] such that
F™(4) = 9. Since this holds foralln € N, j € J.

— Jis f-invariant. This is immediate from the f-invariance of orb(.J) and the definition
of J.

Take Eapsorb :={D €D : DN J # @}, Then the f-invariance of J implies that (Eapsorb, —)
is indeed absorbing. Now apply Part (a) to the subgraph (D\ E,bsorb; — ) to find the required
(non-closed) primitive subgraph. O

The next proof shows that measures of positive entropy must lift to cover a large portion
of the Hofbauer tower.

Proof of Lemma 4. — Liftability of u was shown by Keller [20], so it remains to show that
fi(Ig) > n uniformly over all measures with h,,(f) > ¢.

Fix R € Nand § > 0 such that (6 + 2) log(1+ #Crit) < £/2. Let P¥ be the collection of
n-cylinders such that 2#{k < n : f¥o0i(Cy) c Ig} < 8, where as before i~ = =|p,, and
let P!, be the remaining n-cylinders.
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If fi(Ig) is small, then #(Ug, ept Cy) is small as well. Hence, if the lemma was false, then
for any n > 0 we could find a measure p with b, (f) > € and p(Uc, ep: Cn) < m.
So assume by contradiction that there is such a measure .

If D € D is any domain outside IR, then only the two outermost cylinder sets in Pg N D
can map under f £ to domains of level > R. The f R_images of the other cylinder sets J' have
both endpoints of level < R, so they have level(f#(J’)) < R. Repeating this argument for

f R(J") of those outermost cylinder sets, we can derive that for infinitely many n:

AT = #PY < (14 #Crit) ™ (1 + #Crit) 1=920/ B and X! .= #P!, < (1 + #Crit)",
sologA, < (6 + %)log(1 + #Crit) < &/2 and logA; < log(1 + #Crit). For any fi-
nite set of nonnegative numbers ay such that ", ar = a < 1, Jensen’s inequality gives

— > aklogar < alog #{ax}. Since the branch partition P is assumed to generate the Borel
o-algebra, the entropy of p can be computed as

hu(f) =int =5 3" (Cy)log u(C)

C,.E€Pxn

1
= inf —— > w(Cn)logu(Cn) + > p(Cp)logu(Ch)
C,ePL C,ePy

n

<'f1( €
<inf— | 00—
n n \2(1+ #Crit)

This contradiction establishes the required n > 0.

Now to prove the second statement, for each D C Ir, we can find kp > 0 such that
it: & € Dand d(2,0D) < kp, then f¥(2) ¢ Igfor R < k < §R/n. Obviously the set
E:=Upc;.{% € D :d(& D) > rp} is compactly contained in Ig. If  is a typical point
for /i, then the relative time of orb(z) spent outside I is at least (g \ E)(% —-1)<1,s0
i(Ir \ E) < n/2, whence i(E) > n/2. O

log A} + log )\Z) <e.
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