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CONTINUITY AND DISCONTINUITY
OF THE BOUNDARY LAYER TAIL

 W M. FELDMAN  I C. KIM

A. – We investigate the continuity properties of the homogenized boundary data g for
oscillating Dirichlet boundary data problems. The homogenized boundary condition arises as the
boundary layer tail of a problem set in a half-space. The continuity properties of this boundary layer
tail depending on the normal direction of the half space play an important role in the homogenization
process in general bounded domains. We show that, for a generic non-rotation-invariant operator
and boundary data, g is discontinuous at every rational direction. In particular this implies that the
continuity condition of Choi and Kim [16] is essentially sharp. On the other hand, when the condition
of [16] holds, we show a Hölder modulus of continuity for g. When the operator is linear we show that
g is Hölder- 1

d
up to a logarithmic factor. The proofs are based on a new geometric observation on

the limiting behavior of g at rational directions, reducing to a class of two dimensional problems for
projections of the homogenized operator.

R. – Nous étudions les propriétés de continuité des données sur les bords homogénéisées
g pour des problèmes de Dirichlet avec des données oscillantes. La condition au bord homogénéisée
se pose comme la queue de la couche limite d’un problème posé dans un demi-espace. Les propriétés
de cette queue de la couche limite en fonction de la direction normale du demi-espace jouent un rôle
important dans le processus d’homogénéisation dans des domaines bornés généraux. Nous montrons
que, pour un opérateur non-rotation invariant générique et les données au bord, g est discontinu
à chaque direction rationnelle. En particulier, cela implique que la condition de continuité de Choi
et Kim [16] est essentiellement sharp. D’autre part, lorsque la condition de [16] est satisfaite, nous
montrons un module de continuité Hölder pour g. Lorsque l’opérateur est linéaire, nous montrons que
g est 1

d
�Hölder jusqu’à un facteur logarithmique. Les preuves sont basées sur une nouvelle observation

géométrique sur le comportement limite de g dans des directions rationnelles, ce qui réduit à une classe
de problèmes deux dimensionnelles pour les projections de l’opérateur homogénéisé.
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1018 W. M. FELDMAN AND I. C. KIM

1. Introduction

To motivate the questions considered in this paper, let us start by discussing the homoge-
nization of oscillating Dirichlet boundary data problems,

(1.1)

(
F.D2u"; x

"
/ D 0 in U

u" D g.x
"
/ on @U:

Here F.M; y/ is uniformly elliptic and positively 1-homogeneous in M , g.y/ is continuous,
and both are Zd -periodic in y. In the linear case we are considering operators of the form
F.M; y/ D �Tr.A.y/M/ with 1 � A.y/ � ƒ and Zd -periodic in y. There is no problem to
include a large scale x dependence in g but we omit it here for clarity.

This type of problem has a singular behavior near boundary points x with inward normal
direction �x aligned with a Zd -lattice vector, called rational directions. In order to mitigate
the effects of the singularities the bounded domain U � Rd is typically assumed to be
uniformly convex, although more general assumptions which rule out large flat portions
of @U are also be sufficient for the results discussed below, see [19, 16]. In such domains it
is known due to Feldman [19] that there exists g W Sd�1 ! R, continuous at irrational
directions, so that u" converges to u locally uniformly in U where u is the unique solution
of,

(1.2)

(
F .D2u/ D 0 in U

u D g.�x/ on @U;

where, again, �x is the inward normal of U at x 2 @U . Similar results have been obtained
for linear divergence form equations starting with the work of Gérard-Varet and Masmoudi
[21, 22] and continued by several authors [28, 2, 3, 4].

In this paper we study the continuity properties of the homogenized boundary data g by
investigating the associated cell problem (1.4). Besides being a natural question on its own,
continuity properties of g play an important role in obtaining rates of convergence for (1.2).
In fact, if we could obtain Lipschitz continuity of g for the linear problem then we could also
obtain an optimal rate of convergence that matches the rate for Laplacian operator. To our
knowledge this particular connection has not been written down explicitly in the literature,
however it is implicit in the methods used in several works [21, 22, 20]. Let us point out that
the typical strategy to study homogenization of (1.1) is by ensuring that the impact coming
from singular boundary points are negligible: this is because in the linear case zero measure
sets are not seen by the Poisson kernel, and in the nonlinear case an analogous argument
applies for boundary sets of small Hausdorff dimension. In contrast, here we investigate the
behavior of g as �x approaches rational directions. In the linear case we show, interestingly,
that g extends continuously to the rational directions, and in the nonlinear case we show that
discontinuity is generic.

In the Neumann case the continuity of the corresponding g has been studied by Choi-
Kim-Lee and Choi-Kim [15, 16]. There it was shown that when the averaged operator NF is
rotation invariant, homogenization holds and the homogenized boundary data is contin-
uous. Following these works [19] showed homogenization for general F in the Dirichlet
setting, due to the new observation that (1.2) has a unique solution if the discontinuity
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CONTINUITY OF BOUNDARY LAYER TAIL 1019

set of g.�x/ on @U has sufficiently small Hausdorff dimension. This brings up the natural
question of whether the homogenized boundary condition could in fact be discontinuous
when NF is not rotation-invariant. Our main results are (i) an explicit estimate on the mode of
continuity for g when F is rotation invariant or linear, (ii) when F is not rotation invariant
or linear, g is ‘generically’ discontinuous at every boundary point with rational normal
direction (see Theorem 1.3 and Corollary 1.4). These results seem to be new even in the
linear case.

We expect our main results in this paper to hold with parallel proofs in both the Dirichlet
and Neumann case. On the other hand we hope to keep our illustration simple so that our
main ideas are presented clearly. For this reason we will only discuss the Dirichlet problem,
even though our arguments build on the framework introduced for the Neumann problem
in [16]. We leave the task of proving parallel results for the Neumann problem, including the
general homogenization results in [19], for the future work.

We proceed to give a more precise, but still informal, derivation of (1.4) from (1.2). We
begin by reminding the reader of the derivation of the cell problem determining g. We
consider a rescaling of the solution u" of (1.1) near a boundary point x0 2 @U with unit
inner normal �x0 ,

v".y/ D u".x0 C "y/:

The limit of v".R�x0/ as R !1 and "! 0, if it exists, will be the homogenized boundary
data Ng.�x0/ as long as "R! 0. The behavior of v" outside of the oscillating boundary layer
is the quantity of interest. To proceed with the analysis we inspect the equation solved by
the v",

(1.3)

(
F.D2v"; y C "�1x0/ D 0 in "�1.U � x0/

v" D g.y C "�1x0/ on "�1.@U � x0/:

Since F and g are assumed to be Zd periodic in y, "�1x0 can be replaced by �" D "�1x0
mod Zd . Note that along various subsequences �" could converge to any � 2 Œ0; 1/d . This
motivates the definition of the cell problem. Let � 2 Sd�1, � 2 Œ0; 1/d and be a continuous
Zd -periodic function and define v�;� .�I . ; F // W P� ! R to solve,

(1.4)

(
F.D2v�;� ; y C �/ D 0 in P� WD fy � � > 0g

v�;� D  .y C �/ on @P� :

It is not too difficult to see, at least formally, that,

jv".y/ � v�x0 ;�".yIg.x0; �//j ! 0 as "! 0:

From this identification we can replace understanding Ng.�/with the easier problem of under-
standing the limit v�;� .R�/ as R!1 for every � 2 Œ0; 1/d .

For irrational directions � the distribution of g on P� C �� is, in an appropriate sense,
invariant with respect to � . For this reason it was possible to show, in [15, 16, 19], that, for
irrational directions �, there exists a limit�.�;  ; F /, the so-called boundary layer tail of v�;� ,
such that

(1.5) sup
�2Œ0;1/d

sup
y2@P�

jv�;� .y CR�I / � �.�;  ; F /j ! 0 as R!1:

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



1020 W. M. FELDMAN AND I. C. KIM

Note that in the context of (1.1) and (1.2) we should define Ng.�/ WD �.g; F; �/. It was
further shown in [15, 16, 19] that Ng.�/ W Sd�1 n RZd ! R is continuous, see Theorem 2.6.
Thus the remaining question is to understand the limiting behavior of Ng.�/ as � converges to
a rational direction �0 2 Sd�1 \ RZd .

The rate of convergence in (1.5) degenerates at rational directions where, in fact, the
boundary layer tail does depend on � . Indeed the rational directions � are the possible
discontinuity points of Ng. It turns out that the asymptotic behavior near the rational direc-
tions is actually quite structured and a more careful analysis is warranted. We will show that
there is a multi-scale homogenization occurring, near-boundary in the micro-scale and then
further away from the boundary in an intermediate scale, as irrational directions approach
a rational direction. This phenomenon, partially described previously in [16], leads to a
secondary homogenization problem associated with (1.4) with its own ‘cell problem’ and
‘effective operator’. This is far from obvious, and it will indeed be the main observation of
the paper. Let us attempt to give a heuristic derivation of the secondary homogenization
problem. The reader may wish to skip to the statement of the main results as the following
description is unavoidably somewhat technical.

We begin with a lattice point � 2 Zd n f0g and its associated unit direction O�. We may
assume that � is irreducible in the sense that the greatest common divisor of its entries
gcd.�1; : : : ; �d / is 1. A Zd -periodic  on Rd restricts to @P� to be periodic with respect to
a lattice on @P� with unit cell of size comparable to j�j (by the irreducibility). The limit
of v�;0.yCR O�/ as R!1 exists by the periodicity of the boundary data. Again we refer to
this limit as the boundary layer tail of v�;0. The same argument applies to v�;� but unlike in
the case of irrational boundary normal, generically, the boundary layer tail of v�;� is not the
same as that of v�;0 unless .@P� C �/ mod Zd D @P� mod Zd . We can concisely write down
the set of limit points as,

(1.6) m�.t I . ; F // WD lim
R!1

v
�;t O�
.R O�I . ; F // which is a 1

j�j
-periodic function on R.

Now consider an irrational direction � which is very close to O�. For a fixed y0 2 @P� the
boundary @P� is close to @P�C.y0 � O�/ O� on a very large region of size� j�� O�j�1 centered at y0
and so the respective cell problem solutions are also close in a smaller region (See Figure 1
in Section 4.1). This observation leads to the conclusion that, far from the boundary, v�
averages similarly to the following two-dimensional problem:

(1.7)

(
F .D2w�;�/ D 0 in P�

w�;� D m�.y � �I . ; F // on @P� ;

where � is the “approaching direction of � to �,” more precisely � is the unique unit
vector � ? O� so that the geodesic on the unit sphere, leaving O� at time t D 0 with velocity ��,
reaches � before time t D � .

The limit of the homogenized profile �.�;  ; F / as � ! O� can then be identified in terms
of the approaching direction �. In other words we can show that for given  , F , � and
� approaching �, there is a directional limit L D L�.�/, with � the approaching direction
of � to O� as defined above, such that

(1.8) �.�;  ; F / � L�.�/! 0 as � ! O�:

4 e SÉRIE – TOME 50 – 2017 – No 4
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Precise statement of this result (stated quantitatively in Proposition 4.10) is the following:

T 1.1. – Let ˇ 2 .0; 1/ and  2 C 0;ˇ .Td /. For any � 2 Zd n f0g, irreducible,
there exists a function L�.�/ D L�.�I ;F / on unit vectors tangent to Sd�1 at O� and a mode of
continuity, !j�j;ˇ , such that the following holds:

j�.�.t/;  ; F / � L�.�
0.0//j � !j�j;ˇ .j�.t/ � �.0/j/

for any � W Œ0; 1/! Sd�1 a unit speed geodesic with �.0/ D O�.

The first half of the paper is spent to rigorously justify this derivation of the secondary
cell problem and to obtain a quantitative estimate on the asymptotics of v� near rational
directions. When the effective operators L� are constant for every rational direction the
quantitative estimates allow us to derive an explicit modulus of continuity for the homog-
enized boundary condition. From the previous arguments in [16] and [19] we know that
L� are constant, for instance, when NF is either rotation invariant or linear.

The characterization of the asymptotic behavior near rational directions described in (1.7)
and (1.8) also opens the possibility of proving discontinuity of �. One would just need to
show that L� can be non-constant for some operator F , boundary condition  and lattice
vector � 2 Zd n f0g. This simplicity turns out to be somewhat deceptive, as the situations
where we can actually compute the boundary layer tail in (1.7) is when either the boundary
data is trivial or the operator is linear, and L� is constant in those cases. Another natural
case to consider is when the operators are extremal, but then they are rotation invariant and
thus L� is constant, � is continuous. While it is difficult to come up with a specific example,
it turns out that a better point is to show that a generic operator and boundary data will
result in non-constant L� . In fact we are able to argue that if L� were to be constant, then
we would be able to find many nearby F 0,  0 with L0

�
non-constant. The perturbation of the

operator is monotone and hence intrinsically nonlinear, and is designed to affect F in one
direction � ? � while leaving another direction �0 ? �; � unaffected. The existence of �; �0

mutually orthogonal and orthogonal to � requires d � 3, and we are only able to achieve the
desired perturbation of F when F D F is homogeneous. In fact, since the perturbations we
make are quite explicit, besides showing that discontinuity is a generic phenomenon one can
also generate specific examples of . ; F / where discontinuity of � occurs.

1.1. Main Results

The operators F.M; y/ discussed below will be positively 1-homogeneous, uniformly
elliptic with ellipticity ratio ƒ, and Zd periodic in y. When F is linear we will write
F.M; y/ D �Tr.A.y/M/. If we say thatF is spatially homogeneous we mean thatF D F has
no y dependence. For more details on these assumptions see Section 2.2.

First we state our result about continuity. More details can be found in Section 5, for the
improved estimate in the linear case see Section 7.

T 1.2. – Let d � 2 and F such that (i) the homogenized operator F is rotation
invariant or (ii) F is linear. Then there exists ˛ D ˛.ƒ/ 2 .0; 1/ such that for any ˇ 2 .0; 1/,
 2 C 0;ˇ .Td / and �; �0 2 Sd�1 n RZd we have

j�.�;  ; F / � �.�0;  ; F /j � C.d;ƒ; ˇ/k kC0;ˇ.Td /j� � �
0
j
˛ˇ=d :

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



1022 W. M. FELDMAN AND I. C. KIM

In case (ii) we have additionally,

j�.�;  ; F / � �.�0;  ; F /j � C.d;ƒ; kAkC5.Td //k kC7.Td /j� � �
0
j
1=d Œ1C .log 1

j���0j
/3�:

For linear, divergence form systems a mode of continuity for �.�;  ; F / is obtained by
Gérard-Varet and Masmoudi [22] on the set of Diophantine irrational directions. Our result
on the other hand is based on the mode of continuity near rational directions, and the
modulus of continuity we obtain is uniform on the entire sphere. In the linear case it may
be possible to combine these two results, but we do not pursue this here.

Next we state our result about discontinuity. The statement is not completely precise, see
Section 6 for the full details.

T 1.3. – For d � 3, there is a residual set (in the Baire category sense) of
continuous boundary conditions and spatially homogeneous nonlinear operators . ; F / such that
�.�;  ; F / does not extend continuously at any rational direction.

The following question is left open.

O P. – Does Theorem 1.3 hold when (i) F is taken to be inhomogeneous or
(ii) d D 2?

The argument used in the proof of Theorem 1.3 appears to be insufficient to address the
above questions, however we do believe that the theorem holds in both cases (i) and (ii).

The above results can be easily translated in terms of the original problem (1.2), since
g.x/ D �.�x ; g; F / for x 2 @U with �x 2 Sd�1 n RZd . The details can be found in [19].

C 1.4. – LetU � Rd be bounded uniformly convex domain, and let Ng be as given
in (1.2). Then the following holds:

(a) Suppose F is rotation invariant or linear, then the homogenized boundary data Ng.x/
extends to be Hölder continuous on @U , with mode of continuity in �x as given in
Theorem 1.2.

(b) Let d � 3. Then there is a residual set of g and F in (1.1), in the sense of Theorem 1.3
such that Ng, and hence u as well, are discontinuous at every x 2 @U with �x a rational
direction.

1.2. Literature

There has been a surge of recent interest in the homogenization of oscillating boundary
conditions, both in the linear divergence form and nonlinear non-divergence form settings.
These works have much in common but there are some key differences which necessitate
differing approaches.

The problem is first addressed in the book of Benssoussan, Papanicolaou and Lions [12],
which considers linear divergence form operators with co-normal oscillating Neumann
boundary condition in general domains with no flat sides. The case of an oscillating Dirichlet
boundary condition remained mostly open for quite a long time. For linear, divergence form
systems recent progress began with the works of Gérard-Varet and Masmoudi [21, 22] where
they show homogenization of the oscillating Dirichlet boundary condition problem with
an explicit rate of convergence in L2.U /. In that setting they show that the cell problem
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homogenizes at normal directions satisfying a Diophantine condition and that the rate of
convergence to the boundary layer tail is better than polynomial. Continuing this inves-
tigation, in the direction of improved rates of convergence, are the works of Aleksanyan,
Sjölin and Shahgholian [2, 3, 4]. They identify the expected optimal Lp convergence rate
in general domains and obtain this rate under certain assumptions on the inhomogeneity
of the operator. In a slightly different direction is the work of Prange [28] which extends
the results of [21, 22] to include all irrational directions. He shows that the convergence
to the boundary layer tail can occur at an arbitrarily slow polynomial rate without the
Diophantine assumption. Perhaps the most relevant work to our paper is a recent result of
Aleksanyan [1] on the continuity of the homogenized boundary condition. He shows for
layered media, where the operator is independent of translations in the ed direction, that the
homogenized boundary condition is as regular as the boundary data away from a possible
singular set on xd D 0. Compared to his result, we do not rely on any structure assumption
on the operator, but on the other hand we obtain only Hölder- 1

d
continuity in the linear

case. It should be remarked that our result is in the non-divergence setting, nonetheless it
may be possible for our approach to carry over to the setting of linear systems.

Next we discuss the nonlinear, non-divergence form operators. For nonlinear operators
there are several significant differences from the linear case. Firstly, due to the blow up
procedure leading to the cell problem, the operators in the cell problem will always be
positively homogeneous and therefore non-smooth at 0 (or linear). This makes the cell
problem inherently impossible to linearize and so no regularity estimates better than C 1;ˇ

(or C 2;ˇ in the convex case) should be expected. On the other hand, higher regularity
seems to be essential to obtaining arbitrary polynomial rate of convergence to the boundary
layer tail at irrational directions as was done in the linear case by [22]. For these reasons
obtaining arbitrary polynomial rates of convergence for the cell problem seems quite difficult
if not impossible in the nonlinear case. The second problem, explicated for the first time in
this paper, is that the homogenized boundary condition can be discontinuous. For linear
operators a discontinuous boundary condition does not pose such a serious issue because,
by the Green’s function representation the interior values of the homogenized solution can
be estimated by measure theoretic norms of the homogenized boundary condition. In the
nonlinear case no such “boundary ABP” estimate is known and so the uniqueness and
stability of the homogenized problem is at issue (see [19] for a partial resolution to this
problem). In regards to the literature, most earlier works address the Neumann problem:
some special cases were discussed in Arisawa [5] in the half-space setting with periodic
boundary data, and also by Tanaka [29] using probabilistic methods. More general results
were proved later by Barles, Da Lio, Lions and Souganidis [10]. Only just recently the
full problem in general domains was considered by Choi, Kim [16] and Choi, Kim and
Lee [15], wherein they show continuity of the homogenized Neumann boundary condition
for rotationally invariant operators. For the Dirichlet problem Barles and Mironescu [11]
obtained homogenization in half-spaces for a general class of nonlinear operators. The full
problem in general domains was then considered by Feldman in [19]. The random case
was considered in Feldman, Kim and Souganidis [20]. We also mention the recent work by
Guillen and Schwab [23], where the half-space Neumann problem has been formulated as an
interior homogenization problem for nonlinear non-local operators.

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



1024 W. M. FELDMAN AND I. C. KIM

1.3. Outline of the Paper

In Section 2 we start with notations and preliminary results to be used later in the paper. In
Section 3 we prove the exponential rate of convergence for the half-space cell problem, when
the boundary data is periodic on the boundary. While the proof is relatively straightforward,
our result appears to be new for nonlinear operators. In Section 4 we investigate the behavior
of the homogenized boundary condition �.�;  ; F / as � approaches a rational direction O�
with � 2 Zd n f0g. We derive a second boundary homogenization problem that governs the
directional limits as � approaches O�. In Section 5 we prove Theorem 1.2 as a consequence
of estimates in Section 4 and the Dirichlet’s Theorem (Theorem 2.11). In Section 6 we show
that, when F is nonlinear, � is generically discontinuous (Theorem 1.3). Finally in Section 7
we show that when F is linear and is sufficiently regular�.�;  ; F / is Hölder- 1

d
continuous

up to logarithmic factors. In the appendix we prove an extension of the result in Section 3,
which we make use of in Section 7.
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2. Preliminaries

This section contains notational conventions, fixing of the assumptions on the pde oper-
ators, statements of previously known results, and proofs of several technical lemmas. The
material here will be used throughout the paper and we suggest that the reader refer back as
needed to this section rather than begin a careful reading here.

2.1. Notation

We denote the half space with inner normal � by P� D fy W y � � > 0g. For a vector
e 2 Rd n f0g, Oe is the unit vector in the same direction Oe D jej�1e. We will occasionally need
to project a vector e onto the orthogonal complement of another vector f 2 Rd , this we
denote,

…f?e D e � .e �
Of / Of :

We say that a constant C > 0 is universal if it depends only on the ellipticity ratioƒ and the
dimension d . These constants may change from line to line without comment. If we need to
refer to a specific universal constant which is not changing between lines we may call it C0
or C1. For two quantities A;B we write A . B if A � CB for a universal constant C . If
C additionally depends on a parameter b which is not universal then we will write A .b B.

We will work with the function spaces of Hölder continuous functions C k;ˇ .X/ for
k 2 N [ f0g and ˇ 2 .0; 1� with .X; d/ a complete separable metric space. Most often
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X D Tn D Rn mod Zn with metric inherited from Euclidean distance on Rn. We will
repeatedly use the Hölder semi-norm and norm for ˇ 2 .0; 1�, for a � W X ! R,

j�jC0;ˇ.X/ WD sup
x¤y2X

j�.x/ � �.y/j

d.x; y/ˇ
and k�kC0;ˇ.X/ D sup

x2X

j�.x/j C j�jC0;ˇ.X/:

On Rn (or Tn) the norms for the higher order Hölder spaces are defined inductively for k � 1
and ˇ 2 .0; 1� by,

k�kCk;ˇ.Rn/ D k�kCk�1;1.Rn/ C jD
k�jC0;ˇ.Rn/:

2.2. Uniformly elliptic operators and viscosity solutions

We will work in the class of fully nonlinear uniformly elliptic equations. Let M d�d be the
class of d � d real symmetric matrices. For F W M d�d ! R we say F is uniformly elliptic if
there exist 0 < � < ƒ so that,

(2.1) �Tr.N / � F.M/ � F.M CN/ � ƒTr.N / for all M;N 2 M d�d with N � 0.

Lastly we define the class of uniformly elliptic operators,

S �;ƒ D fF W M d�d ! R W (2.1) holds g:

We will assume the following on F .

(i) There is some ƒ > 0 so that F.�; y/ 2 S 1;ƒ for all y 2 Td .
(ii) F is Lipschitz continuous in y,

jF.M; y/ � F.M; z/j � C.1C kMk/jy � zj:

(iii) F is positively 1-homogeneous,

F.tM; y/ D tF .M; y/ for all t > 0:

We note that under the above assumptions F.M; y/ is in fact an Isaacs operator arising from
differential games (see for instance [13]),

F.M; y/ D inf
a2A

sup
b2B

�Tr.Aab.y/M/ with 1 � Aab.y/ � ƒ:

Next we recall the Pucci extremal operators associated with the ellipticity class S �;ƒ,
whose basic properties can be found in the book [13]:

P
C

�;ƒ.M/ WD ƒ†ei>0ei C �†ei<0ei and P
�

�;ƒ.M/ WD �†ei>0ei Cƒ†ei<0ei :

Here ei ’s denote the eigenvalues of M . The Pucci operators govern the worst possible
behavior for viscosity solutions of F.D2u; y/ D 0 with F 2 S �;ƒ. More precisely note that
for any M;N 2 M d�d and any x 2 Rn we have

(2.2) � P
C
.M �N/ � F.M; y/ � F.N; y/ � �P

�
.M �N/:

It is not too difficult to check that the weak maximum principle holds for uniformly elliptic
equations, the more difficult thing is the comparison principle. The following lemma, proved
based the method of sup and inf-convolutions originally used by Jensen [24], shows that for
uniformly elliptic nonlinear equations comparison principle for F follows from maximum
principle for the Pucci operators.
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L 2.1. – Let � be a domain in Rn, and let F 2 S .�;ƒ/ satisfy (i). Let u and v
satisfy, in the viscosity sense,

F.D2u; y/ � F.D2v; y/ in �:

Then w D u � v satisfies, in the viscosity sense, �P
C

�;ƒ.D
2w/ � 0 and �P

�

�;ƒ.D
2w/ � 0

in �.

In addition to the role they play in the above lemma, the Pucci operators are useful because
regularity results hold uniformly in the ellipticity class S .�;ƒ/. The following result is from
the book of Caffarelli and Cabré [13]:

L 2.2. – Let F 2 S .�;ƒ/, and let u be a continuous viscosity solution of

�P
C
.D2u/ � 0 and � P

�
.D2u/ � 0 in Br .0/:

Then for every ˛ 2 .0; 1/ there exists C D C.�;ƒ; n; ˛/ > 0 such that

sup
x;y2Br=2.x0/

ju.x/ � u.y/j

jx � yj˛
� C

1

r˛
sup

x2Br .x0/

u.x/:

Now given Lemma 2.1 we can discuss uniqueness/comparison principle in bounded
domains and half spaces. To start let us consider a given bounded domain U � Rn with a
smooth boundary and a continuous boundary data g W @U ! R. For an operator F which
satisfies above assumptions (i)–(iii),

(2.3)

(
F.D2u; y/ D 0 in U;

u D g.y/ on @U:

We refer to [13, 17] for existence and uniqueness of viscosity solutions of (2.3), which is
based on the following comparison principle.

L 2.3 (Comparison principle). – Let u1, u2 be viscosity sub- and supersolutions
of (2.3) with boundary data g1 � g2. Then

u1 � u2 in U:

As for our cell problem (1.4) posed in the half-space, we will be using the following
comparison principle for bounded viscosity solutions.

L 2.4 (Lemma 2.9, [19]). – Suppose that U D P� a half space with inward normal
� 2 Sd�1. Let g1; g2 2 C ˛.Rn/ bounded and u1, u2 be bounded sub and supersolutions of (2.3)
with Dirichlet date g1 and g2 respectively, then

u1 � u2 in U:

A similar result will hold for sub/super solutions with sublinear growth, as one can easily
check there is non-uniqueness once one allows for linear growth.
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2.3. Regularity in Two Dimensions

In d � 3 it is not known in general whether the solutions of fully nonlinear uniformly
elliptic equations are smooth, examples of non-classical viscosity solutions in high dimen-
sions (d � 12) have been given by Nadirashvili and Vlădut, [25, 26] . On the other hand
in d D 2 it is a classical result of Nirenberg [27] that solutions are C 2;˛ for a small ˛. We
will be able to use this result because the asymptotics near rational directions of the homog-
enized boundary condition in any dimension naturally turn out to be determined by a two-
dimensional problem. We state the result using more modern terminology, but our statement
follows easily from Nirenberg’s theorem in [27].

T 2.5 (Nirenberg). – There exists ˛.ƒ/ 2 .0; 1/ and C.ƒ/ > 0 so that if
u W B1 ! R is a viscosity solution ofF.D2u/ D f inB1 for someF 2 S1;ƒ and f 2 C 0;ˇ .B1/
then for ˛ D minf˛0; ˇg,

kD2ukC0;˛.B1=2/ � C.ƒ/Œosc
B1
uC kf kC0;ˇ.B1/�:

2.4. Results from Homogenization Theory

First we describe the results obtained in [19] regarding the cell problem, the Neumann
counterpart is in [16, 15]. Let v�;� .�I . ; F // solve the cell problem (1.4). The following result
says that, when � is irrational, v�;� has a limit as y �� !1 and the limit is independent of � .

T 2.6 (Theorem 1:2 of [19]). – For � 2 Sd�1nRZd there exists�.�;  ; F /, called
the boundary layer tail or homogenized boundary condition, such that,

sup
�2Œ0;1/d

sup
y2@P�

jv�;� .y CR�/ � �j ! 0 as R!1:

Moreover �.�;  ; F / is continuous on Sd�1 n RZd .

We will also need a rate of interior homogenization. In general this can be derived by the
same methods used by Caffarelli-Souganidis [14] (also see Armstrong-Smart [6]). However
in this paper we will only require an interior homogenization rate in the special situation
where the solution of the homogenized problem in consideration is C 2;˛0 due to our two
dimensional reduction and Theorem 2.5. In this case it is straightforward to obtain a rate of
convergence, so we provide the proof.

For � 2 Sd�1 and R > 0, we consider the homogenization problem,
(2.4)(
F.D2u"; x

"
/ D 0 in 0 < x � � < R

u" D g.x/ on x � � 2 f0;Rg
which homogenizes to

(
F .D2u/ D 0 in 0 < x � � < R

u D g.x/ on x � � 2 f0;Rg;

where we are considering g W Rd ! R to be bounded and continuous. Suppose g satisfies

(2.5) g.x/ D g0.x � �; x � �/ for some unit vector � ? � and some g0 W R2 ! R:

Then by uniqueness u.x C t�/ D u.x/ for any � ? spanf�; �g. In particular u.t� C s�/

actually solves a fully nonlinear uniformly elliptic problem in d D 2 and hence has interior
C 2;˛0 estimates by Theorem 2.5.
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We recall, for example from Evans [18], that for each M 2 M d�d there is a unique
constant F .M/ and a unique (modulo constants) Zd -periodic bounded solution v.yIM/ of

(2.6) F.M CD2v; y/ D F .M/ in Rd ;

satisfying kv.�IM/kL1 � C.ƒ; d/kMk. Again from [18],F turns out to be uniformly elliptic
with the same ellipticity ratio ƒ as F.M; y/.

T 2.7. – Let u"; u; g be as given in (2.4) and (2.5). There exists 0 < ˛.ƒ/ < 1 such
that for any ˇ 2 .0; 1/ and any R > 0,

sup
0<x��<R

ju".x/ � u.x/j � C.ƒ; d/. osc
x��2f0;Rg

g CRˇ jgjC0;ˇ /.R
�1"/˛ˇ :

Proof. – After rescaling we may assume that R D 1 and U D f0 < x � � < 1g.
Let ı 2 .0; kgkC0;ˇ.@U /� to be chosen later and uı solve

(2.7)

(
F .D2uı/ D ı in U

uı D g.x/ on @U:

We claim that
sup
U

juı � uj � 1
8
ı:

To prove this we look at w D uı � u which, by Lemma 2.1, is a solution of

�P
C

1;ƒ.D
2w/ � ı � �P

�

1;ƒ.D
2w/ in U with w D 0 on @U :

Comparing with 0 implies w � 0 and, for the other direction, let '.x/ D ı
2
.1
4
� .x � �� 1

2
/2/,

then�P
C

1;ƒ.D
2'/ D ı with ' � 0 on @U , so comparison principle impliesw � ' � ı

8
inU .

We will construct a supersolution barrier function based on Nuı to compare with u" away
from the boundary. We begin by collecting uniform estimates on uı . Let 1 > h > 0 to be
chosen small and call Uh D fx W d.x; @U / > hg. By the C 0;ˇ estimates up to the boundary—
see Lemma 2.11 of Feldman or combine Lemma 2.2 above with Lemma 2.8 below—for
both u and u" at unit scale,

kuıkC0;ˇ.U / C ku
"
kC0;ˇ.U / � C.kgkC0;ˇ.@U / C ı/ � CkgkC0;ˇ.@U /;

where we have used that ı � kgkC0;ˇ.@U /. Moreover, due to Theorem 2.5 we have

jD2uı.x/j � C.h�2 osc
Bh.x/

uı C ı/ � Chˇ�2kgkC0;ˇ for x 2 Uh

where we have also used again ı � kgkC0;ˇ.@U / and hˇ�2 > 1. Similarly from Theorem 2.5,

jD2uı.x/jC0;˛0 .Uh/ � Ch
ˇ�.2C˛0/kgkC0;ˇ :

Note that for x 2 U n Uh there is y 2 @U with jy � xj � h and thus

juı.x/ � u".x/j � juı.x/ � g.y/j C ju".x/ � g.y/j � CkgkC0;ˇ.@U /h
ˇ :

We wish to show that, in fact, the maximum of u".x/ � uı.x/ in U is obtained in U n Uh.
Suppose otherwise, then there exists x0 2 Uh such that

(2.8) u".x0/ � u
ı.x0/ D max

U
.u" � uı/:
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In particular uı.x/C u".x0/� uı.x0/ touches u" from above at x0. Let us define the barrier
function

�".x/ WD u".x0/CDu
ı.x0/ � .x � x0/C

1
2
.x � x0/ �D

2uı.x0/.x � x0/C "
2v.x

"
ID2uı.x0//C

ı
2ƒ
jx � x0j

2;

where v is the corrector given in (2.6). Note that

(2.9) j�".x0/ � u
".x0/j � C0kD

2uıkL1.Uh/"
2:

One can verify that, using the uniform ellipticity and the definition of the corrector,

F.D2�".x/; x
"
/ � F .D2uı.x0// � ı � 0:

Let us choose

r D minŒ"
2

2C˛0 .kD2uıkL1.Uh/=jD
2uı jC0;˛0 .Uh//

1
2C˛0 ; h�:

We claim that, for ı sufficiently small and C0 from (2.9),

(2.10) �".x/ � u".x/C 2C0kD
2uıkL1.Uh/"

2 on @Br .x0/:

The comparison principle then would yield that the same inequality holds inBr .x0/, yielding
a contradiction to (2.9). We now verify that ı can be chosen so that (2.10) holds. Using (2.8)
we have

�".x/ � u".x/C ı
2ƒ
jx � x0j

2
� CkD2uıkL1.Uh/"

2
� C jD2uı jC0;˛0 .Uh/jx � x0j

2C˛0 ;

we have chosen r above so that the last two terms are of the same size on @Br .x0/. Thus,
evaluating this on @Br .x0/ we have

�".x/ � u".x/C ı
2ƒ
"

4
2C˛0 .kD2uıkL1.Uh/=jD

2uı jC0;˛0 .Uh//
2

2C˛0 � C1kD
2uıkL1.Uh/"

2:

Now suppose r < h and let us choose

(2.11) ı � CkgkC0;ˇ maxf"
2˛0
2C˛0 hˇ�.2C˛0/; hˇ�4"2g;

then due to the regularity estimates on Nuı given above we arrive at (2.10). If r D h then
ı D Mhˇ�4"2 to get the same contradiction. By a parallel argument we can show that the
same choice of ı will result in the minimum of u".x/ � uı.x/ occurring in U n Uh.

Now we put together the bounds obtained above. Since the maximum and minimum
of uı � u" are achieved in U n Uh for ı as above,

sup
U

ju � u"j � sup
U

ju � uı j C sup
UnUh

juı � u"j � Cı C CkgkC0;ˇh
ˇ :

Using ı as chosen in (2.11),

sup
U

ju � u"j � CkgkC0;ˇ ."
2˛0
2C˛0 hˇ�.2C˛0/ C hˇ�4"2 C hˇ /:

By choosing h D "
2˛0

.2C˛0/
2 we arrive at

sup
U

ju � u"j � CkgkC0;ˇ"
ˇ

2˛0

.2C˛0/
2 :
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2.5. Continuity up to the Boundary

We will use the following result repeatedly in what follows. It is a fundamental technical
tool used in estimating the difference between cell problem solutions in nearby half-spaces.
The result addresses the continuity-up-to-the boundary for solutions of the Dirichlet
problem, but it can be also viewed as a localization result.

L 2.8. – Suppose that ! W Œ0;1/! Œ0;1/ is a modulus of continuity and u � !.1/
satisfies, (

�P
C

1;ƒ.D
2u/ � 0 in B1 \K

u.x/ � !.jxj/ on @.B1 \K/;

whereK is any set satisfying 0 2 @K and B1 \K � BC1 . Then there is a modulus N! depending
on ƒ; d and ! such that

u.x/ � C.ƒ; d/ N!.jxj/ in B1 \K:

If !.r/ D rˇ for some ˇ 2 .0; 1/ then N!.r/ D C.ƒ; d; ˇ/rˇ .

For us K will either be the upper half space Ped or an intersection of two half-spaces
(see Lemma 4.4). Because it is not obvious how to calculate N! for general ! we will work
with Hölder continuous boundary conditions throughout the paper so that we get explicit
estimates. The generalizations to arbitrary ! present only notational difficulties.

Proof. – By rescaling, without loss !.1/ D 1. The proof is quite analogous to the
standard barrier method for boundary continuity for harmonic functions, we just need to
work with the Pucci operator instead of the Laplacian. Let � be a positive, smooth function
in BC1 satisfying(

�P
C

1;ƒ.D
2�/ � 0 in B1 \K

� � 1 on @B1 \K
and �.x/ � C0.ƒ; d/jxj in B1 \K:

For example one can choose � to be a rescaled translation of the downward pointing funda-
mental solution for the Pucci operator,

�.x/ D L.1 � jx C ed j
1�ƒ.d�1// with L D . min

jxjD1;xd>0
j1 � jx C ed j

1�ƒ.d�1/
j/�1;

which one can check is actually a smooth solution of �P
C

1;ƒ.D
2�/ D 0 except at x D �ed .

For each r > 0 and an M > 1 to be chosen large consider the barrier,

�r .x/ D !.Mr/C . sup
BMr\K

u/C�..Mr/�1x/:

Then �r .x/ � .supBMr\K
u/ � u on @BMr \K and

�r .x/ � !.Mr/ � !.jxj/ � u.x/ on @K \ BMr ;

since ! is monotone. By comparison principle u � �r in BMr \ K and therefore it follows
that

(2.12) . sup
Br\K

u.x//C � !.Mr/C . sup
BMr\K

u/C sup
x2Br\K

�. x
Mr
/ � !.Mr/C . sup

BMr\K

u/C
C0
M
;
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where we have used that �.x/ � C0jxj for the second inequality. To get a modulus of
continuity, let " > 0, choose M � 2"�1C0 and then choose r sufficiently small to make
the right hand side in (2.12) less than or equal to ".

On the other hand, since the argument is valid for every r > 0, applying the estimate
repeatedly up until M nC1r � 1,

sup
Br\K

u.x/ �

n�1X
jD1

!.M j r/.C0
M
/j�1 C . sup

B1\K

u/C.
C0
M
/n�1:

In case !.r/ D rˇ for some ˇ 2 .0; 1/, choose M 1�ˇ D 2C0.ƒ; d/ so that

sup
Br\K

u.x/ �Mrˇ
n�1X
jD1

C
j
0M

�.1�ˇ/j
C . sup

B1\K

u/C.M
�.1�ˇ/C0/

n�1M�.n�1/ˇ

� 2Mrˇ C . sup
B1\K

u/C2
�.n�1/M 2ˇ rˇ

� C 0.ƒ; d; ˇ/.1C . sup
B1\K

u/C/r
ˇ :

2.6. Some Number Theory

Lastly we present some elementary number theoretic results which we will make use of.
When � 2 RZd is a rational direction then there is some minimal T D T .�/ > 0 such that,

(2.13) .@P� C T �/ mod Zd D @P� :

L 2.9. – If � 2 Zd n f0g is irreducible in the sense that gcd.�1; : : : ; �d / D 1 then,

T . O�/ D j�j�1:

Proof. – From Bézout’s identity there exists x 2 Zd so that � � x D gcd.�/ D 1. Then
x � O� D j�j�1 and so x 2 @P O� C

1
j�j
O�. Thus,

0 2 Œ@P O� mod Zd � \ Œ.@P O� C
1

j�j
O�/ mod Zd �;

and so the two sets are the same. This shows that T . O�/ � 1
j�j

, for the other direction one just

needs to note that � � x is an integer for every x 2 Zd so that if � � x ¤ 0 then j� � xj � 1.

L 2.10. – If � 2 Zd n f0g then @P� is spanned by d � 1 vectors f j 2 Zd with
jf j j � j�j.

Proof. – Without loss assume that j�d j D arg max
1�i�d

j�i j > 0 since � ¤ 0. Then call,

for 1 � j � d � 1,

f j D �dej � �j ed and from the definition f j � � D 0:

Next we state a classical number theoretic result, the simultaneous version of Dirichlet’s
approximation theorem. The proof is by pigeon-hole principle.
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T 2.11. – For given real numbers ˛1; : : : ; ˛n and N 2 N, there are integers
p1; : : : ; pn; q 2 Z with 1 � q � N such that

jq˛i � pi j �
1

N 1=n
:

3. Asymptotics of Half-space Solutions with Periodic Boundary Conditions

Here we consider the convergence rate for homogenization of half-space problems. First
consider the solution v of the following problem in a half-space,

(3.1)

(
F.D2v; y/ D f .y/ in Ped ;

v D �.y/ on @Ped :

We assume that F , f and � are periodic with respect to linearly independent translations
`1; : : : `d�1 2 @Ped . We define the lattice of periodicity and its unit cell,

Z WD

�
z W z D

d�1X
jD1

kj j̀ ; kj 2 Z
�
; Q WD

�X
�j j̀ W �j 2 Œ0; 1/

�
; and L WD diam.Q/:

In this section we will only consider the case f � 0 for the simplicity of presentation. The
proof of Lemma 3.1 for the general case f ¤ 0, which is needed in Section 7, is presented in
the appendix. The calculations are rather delicate, since for later usage it will be important
for us to keep track of the dependence on the unit cell size L.

The following lemma states that the rate of convergence to the homogenized boundary
condition will be exponentially fast depending on L and universal constants. This result
is originally due to Tartar [30] for linear divergence form operators. To the best of our
knowledge the result is new for nonlinear operators. The proof is an iterative argument using
the Z -periodicity of the solution and the interior oscillation decay from Harnack inequality.

L 3.1. – There exist �.�; F / and c0.ƒ; d/ > 0 such that,

sup
y�ed�R

jv.y/ � �j � C.ƒ; d/.osc�/ exp.�c0L�1R/;

and this estimate gives the optimal rate up to the determination of c0.

Proof. – By rescaling we may assume without loss that osc� D 1. Let ˛.d;ƒ/ 2 .0; 1/ be
the Hölder continuity exponent andC0.ƒ; d/ the constant in the interior Hölder estimate for
the maximal class (see [13]). For r > C 1=˛0 L we claim that

(3.2) osc
PedCkred

v � C k0 .L=r/
˛k for any k 2 N:

Supposing that this result holds, let k D ŒR=r� to obtain

osc
PedCRed

v � osc
PedCkred

v � exp
�
k log

C0L
˛

r˛

�
:

When we choose r D eC 1=˛0 L the estimate becomes

osc
PedCRed

v � exp

 
�

"
R

eC
1=˛
0 L

#!
� C exp .�cR=L/
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with C D e and c D e�1C�1=˛0 .

It remains to prove (3.2) by induction. For k D 0 (3.2) follows from the maximum
principle. Assuming (3.2) for k, we prove it for k C 1. Note that

vk.y/ D C
�k
0 r˛kL�˛kv.y C kred /

satisfies F.�; y C kred / D 0 in Ped with boundary data �k.y/ D C�k0 r˛kL�˛kv.y C ked /.
Both the operator and the boundary data are periodic with respect to . j̀ /d�1jD1 translations by
uniqueness, and osc�k � 1 by the inductive hypothesis. Then by the interior Hölder estimate
in Br .red /,

jvkjC˛.Br=2.red // � C0r
�˛ and so osc

QCred

vk � C0.L=r/
˛;

where we have used r > 2L so that Q � Br=2.0/. On the other hand vk is periodic
on @Ped C red with respect to the translations . j̀ /d�1jD1 and periodicity cell Q. Therefore

osc
PedCred

vk � osc
@PedCred

vk � C0.L=r/
˛;

where we have again used maximum principle for the first inequality. Rewriting this in terms
of v,

osc
PedC.kC1/red

v D C k0 .L=r/
˛k osc
PedCred

vk � C
kC1
0 .L=r/.kC1/˛:

This completes the inductive proof.

Lastly to show that the rate is optimal we take F D �� and � D cos 2�y1
L

. Then v.y/ can
be explicitly computed using separation of variables as

v.y/ D cos.2�y1
L
/ exp.�2�

L
y2/:

Plugging in y1 D 0 and y2 D R completes the proof since evidently � D 0 in this case.

We will need a slight variant of Lemma 3.1 when the operator does not share the peri-
odicity cell of the boundary data but its oscillations are at a smaller scale (see the proof of
Proposition 4.3). We no longer assume that F shares the periodicity lattice of � and instead
we suppose that there is 0 < " � L such that,

(3.3) for every y 2 @Ped there is y0 with jy � y0j � " and F.M; � C y0/ D F.M; �/ in Ped .

L 3.2. – Let �; v andL as given in Lemma 3.1 andF satisfies (3.3). Then there exists
C; c > 0 depending only on ƒ; d such that,

osc
y2@Ped

v.Red C y/ � C Œ.osc�/ exp.�cL�1R/C !v."/�:

Here !v is the modulus of continuity of v at points of @Ped ,

!v.r/ WD supfjv.y/ � v.y0/j W y 2 @Ped ; y
0
2 Ped and jy � y0j � rg:

Note that by Lemma 2.8 we have, for any ˇ 2 .0; 1/, !v."/ � C.ƒ; d; ˇ/k�kC0;ˇ"
ˇ .
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Proof. – The proof is a minor modification of the proof of Lemma 3.1 and so we mainly
focus on the difference in the proof. We will prove that there is ˛.ƒ; d/ 2 .0; 1/; C0.ƒ; d/ > 0
such that for r � .2C0/1=˛L

(3.4) osc
PedCkred

v � C k0 .L=r/
˛k.osc�/C C0!v."/ for any k 2 N:

Following the proof of Lemma 3.1 we are done as long as we can show (3.4).

The proof of (3.4) is again by induction. We wish to show that (3.4) holds for all k.
Assuming that (3.4) holds up to k we prove for kC 1. Note that vk.y/ D v.yCkred / solves
the equation

Fk.D
2vk ; y/ WD F.D

2vk ; y C kred / D 0 in Ped

with boundary data �k.y/ D vk�1.y C red /. Note that Fk satisfies the same assumption
asF . By the interior oscillation decay for the ellipticity class, there exists a universal constant
C1 > 1 such that

osc
`CQCred

vk � C1.L=r/
˛ osc
@Ped

�k for any ` 2 Z :

For an arbitrary y 2 @Ped let ` 2 Z such that y 2 `CQ,

jvk.y C red / � vk.red /j � 2 osc
`CQCred

vk C jvk.`C red / � vk.red /j

� 2C 00.L=r/
˛ osc
@Ped

�k C jvk.`C red / � vk.red /j:(3.5)

The second term on the right hand side above appears since vk is no longer periodic. By the
assumption on F there is `0 2 Ped with j`0 � `j � " and F.M; � C `0/ D F.M; �/ in Ped for
all symmetric matrices M . Therefore we can estimate,

jvk.`C red / � vk.red /j � jvk.`C red / � vk.`
0
C red /j C jvk.`

0
C red / � vk.red /j:

The first term can be estimated by,

(3.6) jvk.`C red / � vk.`
0
C red /j � C

0
0.j` � `

0
j=r/˛ osc

@Ped

�k :

For the second term it suffices to boundw.y/ D v.yC`0/�v.y/ inPed . From the invariance
of the operator F under translation by `0 and Lemma 2.1, w is a viscosity solution of

�P
C

1;ƒ.D
2w/ � 0 � �P

�

1;ƒ.D
2w/ in Ped :

Using the periodicity of � we havew.y/ D v.yC`0/��.yC`/ on @Ped . Then by maximum
principle and the definition of !v,

(3.7) sup
Ped

jwj � sup
@Ped

jwj D sup
@Ped

jv.y C `0/ � �.y C `/j � !v.j` � `
0
j/:

Plugging (3.6) and (3.7) into (3.5) and using j` � `0j � " � L we obtain,

(3.8) jvk.y C red / � vk.red /j � 3C
0
0.L=r/

˛ osc
@Ped

�k C !v."/:
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We can conclude now since,

osc
@PedC.kC1/red

v D osc
@PedCred

vk

� 3C1.L=r/
˛ osc
@Ped

�k C N!�."/

� 3C1C
k
0 .L=r/

.kC1/˛ osc� C .3C1C k0 .L=r/
k˛
C 1/!v."/

� C kC10 .L=r/.kC1/˛ osc� C C0!v."/

where the last step holds if we choose C0 D 3C1 and r � 21=˛LC 1=˛0 since 1 < C1.

4. Asymptotics of half-space solutions near rational directions

In this section we study asymptotic behavior of half-space solutions as the normal direc-
tion � approaches a rational direction, O� for some � 2 Zd nf0g. Let us recall the solution v�;�
of the cell problem (1.4) defined for a direction � 2 Sd�1, a � 2 Rd and a continuousZd -peri-
odic  by,

(1.4)

(
F.D2v�;� ; y C �/ D 0 in P�

v�;� D  .y C �/ on @P� :

Due to Theorem 2.6, for irrational directions there exists a limit �.�;  ; F / such that,

(4.1) sup
�2Rd

sup
y2@P�

jv�;� .y CR�I . ; F // � �.�;  ; F /j ! 0 as R!1:

We are interested to understand the asymptotic behavior of �.�;  ; F / as � approaches
a rational direction O� for � 2 Zd n f0g. The limiting behavior, it will turn out, depends on
the direction of tangential approach. The main result of this section (stated quantitatively in
Proposition 4.10) is the following:

T 4.1. – Let ˇ 2 .0; 1/ and  2 C 0;ˇ .Td /. For any � 2 Zd n f0g, irreducible,
there exists a function L�.�/ D L�.�I ;F / on unit vectors tangent to Sd�1 at O� and a mode of
continuity, !�;ˇ , such that the following holds:

j�.�.t/;  ; F / � L�.�
0.0//j � !j�j;ˇ .j�.t/ � �.0/j/

for any � W Œ0; 1/! Sd�1 a unit speed geodesic with �.0/ D O�.

The basic idea behind these asymptotics already appeared in [15, 16] for the Neumann
problem as a part of their proof that, when F is rotation invariant, �.�;  ; F / has a contin-
uous extension from the irrational directions to the entire unit sphere. The proof proceeds by
a series of reductions which will be carried out by a multi-scale homogenization argument.
Our analysis is a quantitative and improved version of the proof given in [16] in the following
sense. First we have tried to obtain optimal estimates at each stage of the argument. We do
this with the hope of clarifying the proof and of achieving improved quantitative results on
the continuity of � in the end. Secondly we introduce the directional limit L and observe
thatL depends on a two-dimensional projected version of the problem (see Section 4.3). It is
for this reason that we are able to use Nirenberg’s two dimensional regularity result and the
corresponding interior homogenization result, Theorem 2.7. By this careful exposition we
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are able to obtain a precise characterization of the asymptotic behavior of� at rational direc-
tions and its dependence on the operatorF and boundary data . With this characterization
we are able to understand both continuity and discontinuity, Sections 5 and 6 respectively,
in a unified way.

4.1. Step 1: Replacing the Boundary Condition at an Intermediate Scale

Let � 2 Zd nf0g be irreducible and let v�;� solve (1.4) inP� . By the results of Section 2.6 the
boundary data  j@P� is periodic with respect to a lattice on @P� with unit cell size � Cd j�j.

The result of the previous section implies that for each � 2 Rd there is a limit at infinity in the
� direction. The limit for �; � 0 2 Rd is the same when �; � 0 are both in @P�C t O� modulo Zd for
some t 2 R. By Lemma 2.9 this is exactly when � � O� mod 1

j�j
Z D � 0 � O� mod 1

j�j
Z. We define

m�.t I . ; F // WD lim
R!1

v O�;t O�.R
O�/

which is continuous, 1
j�j

-periodic on R. By definition we have

lim
R!1

v�;� .R O�/ D m�.� � O�I . ; F //:

Generally speaking m� inherits the up to the boundary regularity of the cell problem solu-
tions. In the general fully nonlinear case this is limited to C 0;1, but for linear operators the
result would hold for arbitrary C k;ˇ , see Section 7.

L 4.2. – If  is continuous with modulus ! thenm�.�I . ; F // is continuous with the
new modulus N! from Lemma 2.8. In particular for ˇ 2 .0; 1/,

km�.�I . ; F //kC0;ˇ � C.ƒ; d; ˇ/k kC0;ˇ :

Moreover we also have,

km�.�I . ; F //kC0;1 � C.ƒ; d; ˇ/k kC1;ˇ :

The proof is a straightforward application of the boundary continuity estimates Lemma 2.8
combined with the definition of m� , and is postponed till the end of this section. We drop
the dependence of m� on . ; F / as long as there is no ambiguity. Due to Lemma 3.1 of the
previous section,

sup
P�CR

O�

jv
�;t O�
.�/ �m�.t/j � C.osc / exp.�cR=j�j/:

Let � 2 Sd�1 be an irrational direction and �.�;  ; F / the boundary layer tail of the cell
problem solutions v�;� (see Theorem 2.6 for the definition of�). Since the limit is independent
of � (from Theorem 2.6) we simply refer to v� D v�;0 when � is irrational. We consider the
asymptotics of �.�;  ; F / as � approaches O�.

When � ¤ �O� there is a unique vector � ? � (see Figure 1) so that,

(4.2) � D .cos j�j/ O� � .sin j�j/ O� with j�j D j� � O�j CO.j� � O�j2/:

It may be helpful, although it is not essential, to note that this is just the minus of the inverse
of the exponential map exp O� W T O�S

d�1 ! Sd�1 n f�O�g where T O�S
d�1 is the tangent

4 e SÉRIE – TOME 50 – 2017 – No 4



CONTINUITY OF BOUNDARY LAYER TAIL 1037

|η|

ν
ξ̂

−η
ξ ν

y0

∂Pν
∂Pξ

∂Pξ + (y0 · ξ̂)ξ̂

R

vν(y1) ≈ mξ(y0 · ξ̂) ≈ mξ(y0 · η)

∼ |η||y − y0|
y

y1 = mξ(y1 · η)

F 1. The appearance of m� at an intermediate distance from @P� .

space to Sd�1 at O�. The goal of this section is to show that, after moving to the interior and
rescaling, the cell problem solution v� is very close, in terms of j� � O�j, to w�;� solving,

(4.3)

(
F.D2w�;�; j�j

�1y/ D 0 in P�

w�;� D m�.y � O�/ on @P� ;

in their common domain of definition. We do not claim that (4.3) has a boundary layer tail.
Indeed the periodicity lattices of the boundary data and the operator may not be aligned. On
the other hand, by Lemma 3.2, it will almost have a limit up to an error small in j�j and this
will be sufficient for our purposes. More precisely we aim to prove:

P 4.3. – Let � 2 Zdnf0g, irreducible, and � 2 Sd�1nRZd with j��j�j�j � 1=2
then, for any ˇ 2 .0; 1/,

�.�; F;  / � lim inf
R!1

w�;�.R O�I . ; F // � C.ƒ; d; ˇ/j jC0;ˇ j� � j�j�j
ˇ log 1

j��j�j�j
:

The parallel statement holds for the lim sup as well.

We remark that the result does not depend on the Hölder continuity of  (any continuity
modulus for  would yield an analogous result). Furthermore when  2 C 1;ˇ the estimate
can be improved to

�.�; F;  / � lim inf
R!1

w�;�.R O�I . ; F // � C.ƒ; d; ˇ/k kC1;ˇ j� � j�j�j log 1
j��j�j�j

:

Let us give a heuristic proof of Proposition 4.3, which is illustrated in Figure 1. Pick a
point y0 2 @P� . In a neighborhood of y0 the boundary data  for v� is very close to that
of  restricted to @P� C .y0 � O�/ O�. This causes v� to be close to m�.y0 � O�/ at y1 WD y0 C R O�
for R D o.j O� � �j�1/. Next, observe that y0 � O� � y0 � �, since O� � � is almost � and y0 is
perpendicular to �. But now, since � is perpendicular to �, we have y0�� D y1��. Consequently
one can now say v�.y/ is now close tom�.y ��/ R-away from @P� , and this describes the near-
boundary homogenization for v� . Now taking m�.y � �/ as the new boundary data for the
interior homogenization, we arrive at the interior problem (4.3) and Proposition 4.3.
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The actual proof is slightly more involved for technical reasons.

L 4.4. – Let � 2 Zd n f0g be irreducible. For j� � j�j�j � 1=2 and ˇ 2 .0; 1/ let us
define R0 WD c�1j�j log 1

j�jj��O�j
. Then we have

sup
y2@P�

jv�.R0� C y/ �m�.y � O�/j � C.ƒ; d; ˇ/j jC0;ˇ j� � j�j�j
ˇ log 1

j��j�j�j
:

We remark that the log term in above estimate can be improved slightly as may be noticed
from the proof.

Proof of Lemma 4.4. – We first show that for all R > 1,

sup
y2@P�

jv�.R� C y/ �m�.y � O�/j . .osc / exp.�cR=j�j/C j jC0;ˇR
ˇ
j� � O�jˇ :

This will imply the desired result by choosing R0 D c
�1j�j log 1

j�jj��O�j
and using

.osc / . j jC0;ˇ . Fix y0 2 @P� and we consider comparing v� with the solution w
of,

(4.4)

(
F.D2w; y/ D 0 in P� C y0;

w D  .y/ in @P� C y0:

Note that y0 2 @P� C .y0 � O�/ O� and therefore, using that � � O� � 1=2,

(4.5) jw.y0 CR�/ �m.y0 � O�/j � C.osc / exp .�cj�j�1R/:

On the other hand for y 2 @Œ.P� C y0/ \ P� � there exists y0 2 @P� C y0 such that

jy0 � yj � j� � O�jjy � y0j;

and so by the Hölder continuity of w up to the boundary,

jw.y/ �  .y/j � jw.y/ � w.y0/j C j .y0/ �  .y/j � C.d;ƒ/j jC0;ˇ j� �
O�jˇ jy � y0j

ˇ :

The same argument holds for v� and by combining the two estimates we have

jv�.y/ � w.y/j � minfC j jC0;ˇ j� � O�j
ˇ
jy � y0j

ˇ ; osc g for y 2 @Œ.P� C y0/ \ P� �;

where the second term is from maximum principle, min � w; v� � max . Now we claim
that,
(4.6)
jv�.y/�w.y/j � C.ƒ; d; ˇ/minfj jC0;ˇ j� � O�j

ˇ
jy � y0j

ˇ ; osc g for y 2 .P� C y0/\P� ;

but this is just a rescaling of Lemma 2.8. In particular (4.6) combined with (4.5) implies,

jv�.R� C y0/ �m.y0 � O�/j � jv�.R� C y0/ � w.R� C y0/j C C j jC0;ˇR
ˇ
j� � O�jˇ

. .osc / exp.�cR=j�j/C j jC0;ˇR
ˇ
j� � O�jˇ :

This was the desired estimate.

Next we return to the proof of Proposition 4.3 from Lemma 4.4.
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Proof of Proposition 4.3. – By maximum principle in the domain P� C R0� Lemma 4.4
implies that,

(4.7) jv�.y CR0�/ � u.y/j . j jC0;ˇ j�j
ˇ
j� � O�jˇ log 1

j�jj��O�j
for y 2 P�

where u solves (
F.D2u; y/ D 0 in P�

u.y/ D m�.y � O�/ D m�.y �…�?
O�/ on @P� ;

where we recall that…�?
O� WD O��. O� ��/� is the orthogonal projection onto @P� . In particular

an estimate of the same form as (4.7) holds for the respective boundary layer tails. Call
�0 D …�?

O� and recall that we had defined � as

� WD � exp�1
O�
.�/ defined so that � D .cos j�j/ O� � .sin j�j/ O�:

From the definition of � we calculate,

�0 D …�?
O� D O� � . O� � �/� D .sin j�j/2 O� C .sin j�j/.cos j�j/ O�;

and so,

j�0 � �j � j sin j�j � j�jj C j�0 � .sin j�j/ O�j

� j sin j�j � j�jj C .sin j�j/
p
2.1 � cos j�j/

� j�j2:

Now we rescale to Qu.z/ D u.j�j�1z/ which solves(
F.D2 Qu; j�j�1z/ D 0 in P�

Qu.z/ D m�.z � j�j
�1�0/ on @P� ;

and estimate the difference of Qu and w�;� in their common domain P� \ P� . The aim is to
obtain an estimate on the difference of their respective boundary layer tails. From here the
proof will follow a familiar argument. From the estimates above and Lemma 4.2,

jm�.z � j�j
�1�0/ �m�.z � O�/j � jm� jC0;ˇ jzj

ˇ
j�jˇ :

Using this we bound the difference Qu�w�;� for z 2 @.P�\P�/. First note that for z 2 @P�\P�
there is z0 2 @P� with jz0 � zj D jzjj�j. Therefore we have

j Qu.z/ � w�;�.z/j � jm�.z � j�j
�1�0/ �m�.z � O�/j C jw�;�.z/ �m�.z � O�/j

� jm� jC0;ˇ jzj
ˇ
j�jˇ C jw�;�.z/ �m�.z

0
� O�/j C jm�.z

0
� O�/ �m�.z � O�/j

� C jm� jC0;ˇ jzj
ˇ
j�jˇ ;

where the middle term in the second line is estimated using the continuity up to the
boundary of w�;� from Lemma 2.8. Combining this with oscm� � jm� jC0;ˇ j�j

�ˇ , and
jm� jC0;ˇ � C.ƒ; d/j jC0;ˇ we have(

�P
C

1;ƒ.D
2. Qu � w�;�// � 0 in P� \ P�

. Qu � w�;�/.z/ � C.ƒ; d/j jC0;ˇ minfjzjˇ j� � O�jˇ ; j�j�ˇ g on @.P� \ P�/:

Therefore by the rescaled version of Lemma 2.8,

(4.8) Qu.R O�/ � w�;�.R O�/ � C.d;ƒ; ˇ/j jC0;ˇR
ˇ
j� � O�jˇ for any R > 0:
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At this stage we want to combine this estimate with the exponential convergence of Qu;w�;� to
their respective boundary layer tails, but there is a minor technical issue that
F.M; j�j�1z/ does not share the same periodicity lattice asm�.z ��/. However, the conditions
of Lemma 3.2 do hold and the rate of convergence established in Lemma 3.2 combined with
(4.8) implies, for any R > 0,

lim sup
R0!1

Qu.R0 O�/�lim inf
R0!1

w�;�.R
0 O�/ . .oscm�/ exp.�cj�jR/Cj jC0;ˇR

ˇ
j��O�jˇCj�jˇ j jC0;ˇ :

Now we are free to minimize over R > 0, then plugging in j�j � j� � O�j to obtain

lim sup
R!1

Qu.R O�/ � lim inf
R!1

w�;�.R O�/ � C j jC0;ˇ j� �
O�jˇ log 1

j��O�j
:

Finally combining with (4.7) and the remark below it that the same estimate holds for the
boundary layer tails,

�.�;  ; F / � lim infw�;�.R O�/ � C.ƒ; d; ˇ/j jC0;ˇ j�j
ˇ
j� � O�jˇ log 1

j�jj��O�j
:

A symmetric argument yields the same estimate for lim supR!1w�;�.R O�/��.�;  ; F /.

Proof of Lemma 4.2. – For the purposes of this proof it will be useful to work with a
slightly different definition of the cell problem solution. We call Qv�;� .y/ D v�;� .y � �/ which
now solves,

(4.9)

(
F.D2 Qv�;� ; y/ D 0 in P� C �

Qv�;� D  .y/ on @P� C �:

Of course the boundary layer tail remains unchanged. The point is that the Qv�;� now solve
the same interior equation for all � 2 Rd , but in different domains. When � � � 0 is small the
domains are close and we can combine the boundary continuity estimate of Lemma 2.8 with
comparison principle Lemma 2.4 to estimate the difference of the cell problem solutions, and
hence of their boundary layer tails as well. It suffices to estimate the continuity ofm� at t D 0.
Let ˇ 2 .0; 1/, " > 0 and any y 2 @P� ,

Qv
�;�" O�

.y/ � Qv�;0.y/ D Qv�;�" O�.y/ �  .y/

D Qv
�;�" O�

.y/ � v
�;�" O�

.y � " O�/C  .y � " O�/ �  .y/

� "ˇ .sup
�
k Qv�;�kC0;ˇ.P� / C k kC0;ˇ.Td //

� C.d;ƒ; ˇ/"ˇk kC0;ˇ.Td /:

Then, by maximum principle the same estimate holds in P� and therefore,

jm�.�"/ �m�.0/j D lim
R!1

j Qv
�;�" O�

.R O�/ � Qv�;0.R O�/j

� sup
P�

j Qv
�;�" O�

.R O�/ � Qv�;0.R O�/j

� C.d;ƒ; ˇ/"ˇk kC0;ˇ.Td /:

Parallel arguments work for " < 0. To get the Lipschitz estimate use the fact that

sup
�
k Qv�;�kC0;1.P� / � C.d;ƒ; ˇ/k kC1;ˇ.Td / for any ˇ > 0:
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4.2. Step 2: Interior Homogenization at the Intermediate Scale

From the reduction performed in the first step we are left to consider the following
problem. For an � ? � with j�j > 0 small,
(4.10)(

F.D2w�;�;
y
j�j
/ D 0 in P�

w�;� D m�.y � O�/ on @P� ;
which homogenizes to

(
F .D2w�; O�/ D 0 in P�

w�; O� D m�.y � O�/ on @P� :

We wish to make this convergence quantitative so that we can get an estimate of the difference
between �.�; F;  / and boundary layer tail of the homogenized problem in (4.10).

At this stage it is useful to note that the homogenized solution w�; O� is actually two
dimensional. The key observation here is that since the boundary data only varies in the
O� direction and the homogenized operator is translation invariant, the solution w�; O� only
varies in the O�; O� directions. This is a simple consequence of uniqueness.

C. – w�; O�.x/ only depends on x � O� and x � O�:

We prove the claim only to emphasize the importance of passing from w�;� to w�; O�.

Proof. – For any � ? O�; O� and t 2 R note that w0 D w�; O�.y C t�/ solves

F .D2w0/ D 0 in P� C � D P� with w0.y/ D m..y C t�/ � O�/ D m.y � O�/ on @P� :

This is of course the same equation satisfied by w�; O� so by the uniqueness of bounded
solutions

w�; O�.y C t�/ D w�; O�.y/:

In particular we have reduced to a situation where, by Nirenberg’s Theorem, the homog-
enized solution is C 2;˛0 on the interior. By using the exponential rate of convergence to the
boundary layer tail established in Section 3 combined with Theorem 2.7 we are able to show,
up to a logarithmic factor, that the same rate of convergence holds for (4.10).

L 4.5. – Let � ? � with j�jj�j � 1=2. Then there is ˛.ƒ/ 2 .0; 1/ such that for any
ˇ 2 .0; 1/,

jw�;�.y/ � w�; O�.y/j � C.ƒ; d/j jC0;ˇ.Td /j�j
ˇ.˛�1/

j�j˛ˇ .log 1
j�jj�j

/;

and, in particular, the same estimate holds between the boundary layer tail of w�; O� and
lim infR!1w�;�.R O�/ or lim supR!1w�;�.R O�/.

Before we proceed with the proof we state a consequence of Proposition 4.3 and
Lemma 4.5.

L 4.6. – Let � 2 Zd n f0g irreducible and � an irrational direction with � D �.�/ as
in (4.2). Then there is ˛.ƒ/ 2 .0; 1/ such that for any ˇ 2 .0; 1/,

j�.�;  ; F / � lim
R!1

w�;�.R O�/j � C.ƒ; d; ˇ/j jC0;ˇ.Td /j�j
˛ˇ
j�j˛ˇ :
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Proof of Lemma 4.5. – We would like to apply Theorem 2.7 to prove the lemma, however
a modified argument is necessary since w�;� and w�; O� are solutions in an entire half-space.
In order to replace with a homogenization problem in a bounded width strip we use that
w�; O�.R O�/ converges with exponential rate to its boundary layer tail� andw�;�.R O�/, although
it does not quite have a boundary layer tail, converges with exponential rate to a neighbor-
hood of width small in j�j centered at any of its subsequential limits � (see Lemma 3.2).

Now we begin with the technical details of the proof. First recall that m� is 1
j�j

-periodic

onR. Thereforem�.y� O�/ is 1
j�j

-periodic on @P� in the direction O� and constant in the directions
orthogonal to O�. Due to Lemma 4.2 we can estimate

oscm� � j�j
�ˇ
jm� jC0;ˇ.R/ � C j�j

�ˇ
j jC0;ˇ ;

and

jm� jC0;˛ˇ.R/ � j�j
ˇ.˛�1/

jm� jC0;ˇ.R/:

Next let � and � respectively denote any subsequential limit of w�;�.R�/ and the limit
of w�; O�.R�/ as R!1, and let ˛.ƒ/ be as given in Theorem 2.7. Then from Lemma 3.2 we
have
(4.11)
jw�;�.y/��jCjw�;�.y/��j � C.oscm�/ exp.�cj�jR/CC jm� jC0;˛ˇ j�j

˛ˇ for y 2 P�CR O�:

We use (4.11) to restrict to a domain where we can use Theorem 2.7, then we simultaneously
are able to estimate � � � and w�;� � w�;�. Fix an R to be chosen and consider,

(4.12) Qw�;�.y/ WD w�;�.y/CR
�1y � O�

24.� � �/C sup
@P�CR

O�

�
jw�;�.�/ � �j C jw�;�.�/ � �j

�35 :
Note that with this modification Qw�;� still solves the same equation as w�;� in P� with the
same boundary condition on @P� but also

(4.13) Qw�;�.y/ � w�;�.y/ on @P� CR O�:

Now Theorem 2.7 implies that

(4.14) w�;�.y/ � Qw�;�.y/ � C.j�j
�ˇ
CRˇ /.R�1j�j/˛ˇ jm� jC0;ˇ.R/:

Note that we are not quite applying Theorem 2.7 directly. To be precise we first solve the
equation F.D2u; y

j�j
/ D 0 with boundary data matching w�;� in 0 < y � O� < R. By

comparison principle and the ordering (4.13) we know u � Qw�;�. On the other hand from
Theorem 2.7 we have the desired estimate for ju � w�;�j, combining these two steps we get
(4.14).

Rewriting (4.14) in terms of w�;� using (4.11),

w�;�.y/ � w�;�.y/

� .���/R�1y � O�CC j jC0;ˇ j�j
�ˇ Œ.R�1j�j/˛ˇ .1Cj�jˇRˇ /Cexp.�cj�jR/Cj�j˛ˇ j�j˛ˇ �:

Let us choose R D 2.cj�j/�1 log 1
j�jj�j

to obtain

(4.15) w�;�.y/ � w�;�.y/ � .� � �/R
�1y � O� C C j jC0;ˇ j�j

ˇ.˛�1/
j�j˛ˇ .log 1

j�jj�j
/:

4 e SÉRIE – TOME 50 – 2017 – No 4



CONTINUITY OF BOUNDARY LAYER TAIL 1043

This implies an estimate for � � � as well by evaluating for y 2 @P� C 1
2
R O�:

� � � � 1
2
.� � �/C C j jC0;ˇ j�j

ˇ.˛�1/
j�j˛ˇ .log 1

j�jj�j
/:

Here we have used (4.11) to estimate ��w�;� and ��w�;� on @P� C 1
2
R O�, the error is of the

same order as in (4.15) so we combined terms. Rearranging the last inequality and making
a similar argument for the lower bound, we conclude that

(4.16) j� � �j � C j jC0;ˇ j�j
ˇ.˛�1/

j�j˛ˇ .log 1
j�jj�j

/:

But now we can plug (4.16) back into (4.15) and obtain for any 0 < y � O� < R,

(4.17) jw�;�.y/ � w�;�.y/j � C j jC0;ˇ j�j
ˇ.˛�1/

j�j˛ˇ .log 1
j�jj�j

/;

the same estimate is obtained for y � O� � R by using (4.16) in combination with (4.11). Thus
we obtain (4.17) for all y 2 P� .

4.3. Step 3: Reduction to a two-dimensional Problem

The third step of our reduction procedure is actually more of notation change. Let NF be
a homogeneous, uniformly elliptic operator. We are concerned with the solution of,

(4.18)

(
F .D2w�;�/ D 0 in P�

w�;� D m�.y � �/ on @P�

for a fixed unit vector � 2 Sd�1 with � � � D 0.

In the previous section we have already observed that w�;� varies only in the O�; � directions.
To emphasize the two-dimensionality of w�;� let us define W�;� W R2C ! R by,

(4.19) W�;�.z/ D w�;�.z1�C z2 O�/:

Now W�;� will solve an equation in the upper half space with an operator G�;� which is
essentially the projection of F onto the �-� plane. LetM 2 M 2�2 a symmetric 2�2matrix,
the definition ofG�;�.M/ is somewhat cumbersome in terms of notation but the idea is quite
simple,

(4.20) G�;�.M/ WD F .
X

1�i;j�2

Mijfi ˝ fj / with f1 D �; f2 D O�:

It is quite important to note the dependence of G on the orientation of �; G�;� may not be
the same operator as G��;� .

L 4.7. – LetW�;� andG�;� be as given in (4.19) and (4.20). ThenW�;�.z/ is the unique
solution of

(4.21)

(
G�;�.D

2
zW�;�/ D 0 in R2C

W�;� D m�.z1/ on @R2C:

The key point of this reduction is that we realize w�;� as the solutions of different pdes in the
same domain with the same boundary conditions.

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



1044 W. M. FELDMAN AND I. C. KIM

4.4. Step 4: The directional limits of � at rational directions

We are now ready to precisely characterize the limiting behavior of �.�;  ; F / near a
rational vector � 2 Zd n f0g of �.�;  ; F / in terms of the boundary layer tails of the class
of simpler two dimensional problems (4.21).

D 4.8. – Let F be a uniformly elliptic operator as given in Section 2. For
 2 C 0;ˇ .Td /, a rational vector � 2 Zd and a unit vector � ? � define

L�.�I . ; F // WD lim
R!1

W�;�.0; RI . ; F //:

Similar arguments to those used in the previous section will show that L� is continuous
in �. For example see the proof of Proposition 4.3.

L 4.9. – For � 2 Zd n f0g, ˇ 2 .0; 1/ and any �; �0 unit vectors orthogonal to �,

jL�.�I . ; F // � L�.�
0
I . ; F //j � C.ƒ; d; ˇ/k kC0;ˇ j� � �

0
j
ˇ .1C log 1

j���0j
/:

A combination of the results of the previous sections yields the following classification of
the asymptotic behavior of �.�;  ; F / near �:

P 4.10. – Let � 2 Zd n f0g be irreducible and let � W Œ0; 1/! Sd�1 a geodesic
path with unit speed and �.0/ D O�. Then there is ˛.ƒ/ 2 .0; 1/ such that for any ˇ 2 .0; 1/,

j�.�.t/;  ; F / � L�.�
0.0/I . ; F //j � C.ƒ; d/j jC0;ˇ.Td /j�j

˛ˇ t˛ˇ :

5. Continuity of �

One immediate consequence of Proposition 4.10 is a continuity result analogous to
Theorem 4:1 of Choi and Kim [16] for operators F.M; y/ such that F is rotation invariant.
Let us repeat that the proof we have given of this result is not new, rather we have made each
of the steps [16] quantitative and elucidated the secondary two-dimensional cell problem
underlying the limiting behavior near rational directions. This additional work will be
essential to the results that follow but is not so important just to get a continuous extension
of �.�;  ; F / to the rational directions without an explicit modulus.

T 5.1. – Let � 2 Zd n f0g be irreducible. If F is invariant with respect to the rota-
tions/reflections that preserve � orF is linear, thenL�.�I . ; F // � L�. ; F / independent of the
approach direction. As a consequence,�.�;  ; F / extends continuously to O� with valueL�. ; F /
and,

j�.�;  ; F / � L�. ; F /j � C.ƒ; d; ˇ/j jC0;ˇ.Td /j� � j�j�j
˛ˇ ;

for some ˛.ƒ/ 2 .0; 1/ and any ˇ 2 .0; 1/. In particular, if F is rotation invariant or linear,
�.�;  ; F / extends from Sd�1 n RZd to a continuous function on Sd�1.
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Proof. – It suffices to show L� is constant in the cases claimed, the rest of the theorem
will then follow from Proposition 4.10. For any �1; �2 ? � let O be a rotation sending �1
to �2 and holding � fixed. Noww�;�1.O

t �/ has the same boundary data asw�;�2.�/ and by the
rotation invariance of F they solve the same pde in P� . Thus by uniqueness they are equal.
In particular they have the same boundary layer tail so L�.�1I . ; F // D L�.�2I . ; F //.

In the second case we refer to Lemma 3.6 of [19] which shows, using Riesz Representation
Theorem, that when F is linear and homogeneous �.�;  ; F / D h i (the average over the
torus). We apply this tow�;� which satisfies the assumptions of the lemma since it is a solution
of F which is homogeneous and, by assumption, linear. We derive for every � ? �,

L�.�I . ; F // D lim
R!1

w�;�.R O�/ D j�j

Z 1=j�j

0

m�.t I . ; F //dt:

The right hand side is independent of � which was the desired result.

As a corollary of Theorem 5.1 we will show an explicit modulus of Hölder continuity for
the homogenized boundary condition when F is rotation invariant or linear. The argument
is entirely number theoretic and relies on Dirichlet’s Theorem, Theorem 2.11. A sharper
estimate in the linear case can be found in Section 7. The improvement there is in the rate
of convergence at a single rational direction. The argument using Dirichlet’s Theorem stays
the same.

C 5.2. – LetF satisfying the assumptions of Theorem 5.1. There is˛.ƒ/ 2 .0; 1/
such that for all ˇ 2 .0; 1/,  2 C 0;ˇ .Td /, and �1 and �2 irrational vectors in Sd�1 we have

j�.�1;  ; F / � �.�2;  ; F /j � C.d;ƒ; ˇ/j jC0;ˇ j�1 � �2j
ˇ˛=d :

Proof. – Assume j jC0;ˇ � 1, the general case follows from scaling. Let " WD j�1 � �2j,
and let N D "�.d�1/=d . Then due to Lemma 2.11 there exists � 2 Zd and n 2 Z with
1 � n � N such that ˇ̌̌̌

n
�1

j�1j1
� �

ˇ̌̌̌
� .d � 1/1=2N�1=.d�1/:

Note that n & j�1j1j�j � d�1=2j�j. Due to this and the choice of N we have

j�2 � n
�1
j�1j1�j D j�1 � �2j C

ˇ̌
�1 � n

�1
j�1j1�

ˇ̌
� "C .d � 1/1=2n�1j�1j1N

�1=.d�1/

� "C Cd j�j
�1N�1=.d�1/:

Now we apply Theorem 5.1 with � D �j at the rational direction � to conclude that

j�.�1/ � �.�2/j . N�
˛ˇ
.d�1/ C j�j˛ˇ"˛ˇ :

Using that j�j . N we obtain

j�.�1/ � �.�2/j . N�
˛ˇ
.d�1/ logN C .N"/˛ˇ . "˛ˇ=d :
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6. Discontinuity of �

Given the set up of the previous sections it may seem at least plausible to the reader that
whenF is nonlinear and not rotation invariant, for a given � the directional limit functionL�
will typically be non-constant, resulting in the discontinuity of the homogenized boundary
data. On the other hand it is not obvious, at least to the authors, how to prove that any specific
pair . ; F / results in a non-constant L� . Apart from explicitly computing the solutions the
only way to differentiate the boundary layer tails of the W�;� would be to use maximum
principle. However, except in some specially arranged cases, one cannot choose �1; �2 ? � so
that G�;�1 � G�;�2 and so there is no reason for W�;�j to be ordered in the whole of R2C for
any such pair �1; �2. We instead find monotonicity by perturbing . ; F /. We are then able
to show that the class of . ; F / for which L�.�I . ; F // is non-constant is open and dense in
the appropriate topologies.

Let us give a heuristic description of how this monotonicity arises. The goal is to show that
for any . ; F / and � 2 Zd nf0gwe can find a nearby . 0; F 0/ such thatL�.�I . 0; F 0// is non-
constant. In this paper we are only able to show that a small perturbation of F would lead
to L� being non-constant, which directly corresponds to perturbation of the homogeneous
operators since F D F . In the general case of inhomogeneous F it is not clear to us whether
it is possible to perturb F to correspond to the desired perturbation of NF ; we leave this as
an open question. Let us now describe the perturbation of homogeneous operators F . First
note that we only need to perturb . ; F / when L�.�I . ; F // is constant, otherwise we could
take . 0; F 0/ D . ; F /. When d � 3 we can find two directions �1; �2 perpendicular both
to each other and to �. We then perturb F in a monotone and hence intrinsically nonlinear
way, heuristically affecting the choice of diffusions in the �1 direction while leaving the �2
direction unchanged. More concretely the perturbation will satisfy that G0

�;�1
� G�;�1 while

G0
�;�2
D G�;�2 . Then, up to a small perturbation of  , strong maximum principle will imply

thatW 0
�;�1

< W�;�1 and, since periodicity provides compactness in the lateral directions, also
L�.�1; . 

0; F 0// < L�.�2; . ; F //, while L�.�2/ remains unchanged. Now, having assumed
that L�.�I . ; F // was originally constant, L�.�I . 0; F 0// must be non-constant.

The only natural notion of genericity in this setting, to our knowledge, is topological. We
make precise the topological setting. Our boundary data will be taken from the space,

(6.1) C.Td / D f W Td ! R continuousg with the supremum norm:

Let us next define the space of uniformly elliptic operators,
(6.2)
UEd D fF W M d�d ! Rj F 2

[
ƒ>1

S 1;ƒ uniformly elliptic and positively 1-homogeneousg:

Here we recall that M d�d is the space of symmetric d � d matrices with real entries.
For F 2 UEd we define the ellipticity ratio ƒ.F / to be the minimal ƒ > 1 such that
F 2 S 1;ƒ. It is easy to check from this that F 2 UEd are Lipschitz continuous with
Lipschitz constant dƒ.F / with respect to the operator norm metric on M d�d . Conversely
consider an F which is Lipschitz continuous with respect to the operator norm metric
on M d�d ' R

d.dC1/
2 . For this F the gradient DF , from standard inner product Tr.AB/

on d�d matricesA;B, is defined Lebesgue almost everywhere. The Lipschitz constant ofF is
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kDF kL1.Md�d / where we implicitly take the underlying matrix norm to be the dual of the
operator norm. Based on this definition it is straightforward to check thatƒ.F / � kDF k1.
We take as the metric on UEd ,

dUEd .F1; F2/ WD sup
kMkD1

jF1.M/ � F2.M/j C kDF1 �DF2kL1.Md�d /:

Noting that Cauchy sequences have kDFnk1 bounded and henceƒ.Fn/ bounded we see that
.UEd ; dUEd / is complete. We draw our operator and boundary data . ; F / from the space,

X D C.Td / �UEd with distance dX .. 1; F1/; . 2; F2// D sup j 1 �  2j C dUEd .F1; F2/;

which is a complete metric space.

T 6.1. – Let d � 3 and � 2 Zd n f0g. Then the set

E� D f. ; F / 2 X j �.�;  ; F / is discontinuous at O�g is open and dense in X .

In particular there is a residual set E � X , a countable intersection of open dense sets
E D

T
�2Zd nf0gE� , such that for all . ; F / 2 E,

�.�;  ; F / is discontinuous at every rational direction.

The proof of the theorem consists of the following two steps. First we prove that E� is
open. The proof of Lemma 6.2 is more or less standard, and is due to comparison principle
and the stability of viscosity solutions with respect to uniform convergence.

L 6.2. – For each � 2 Zd , . ; F / 2 X , L� W f� 2 Sd ; � � � D 0g � X ! R is
continuous with respect to dX at . ; F /,

sup
�2Sd ;���D0

jL�.�I . 
0; F 0// � L�.�I . ; F //j ! 0 as dX .. 0; F 0/; . ; F //! 0:

In particular by Proposition 4.10 E� is open.

Next we will show thatE� is dense, whose proof strongly depends on the conditions d � 3
and that F is homogeneous.

P 6.3. – Let d � 3 and � 2 Zd . Then for given . ; F / 2 X and " > 0, there
exists . "; F"/ such that

dX .. "; F"/; . ; F // � " and L�.� I . "; F"// is non-constant.

In particular �.�;  "; F"/ is discontinuous at � by Proposition 4.10.

Now we proceed with the proofs.

Proof of Lemma 6.2. – Let . n; Fn/ be a sequence in .X; dX / converging to . ; F /. Let
us recall the definition of L�.�I . n; Fn// given in Definition 4.8:

(6.3)

(
F n.D

2wn/ D 0 in P�

wn.y/ D m�.y � �I . n; Fn// on @P�
and L�.�I . n; Fn// D lim

R!1
wn.R�/:
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Since F 0ns are homogeneous, F n D Fn but we continue to write F n to emphasize the
correct definition of L� . We begin by first investigating the continuity properties of m� . The
claim is

sup
t
jm�.t I . n; Fn// �m�.t I . ; F //j ! 0 as n!1:

Observe that by maximum principle,

jm�.�I . n; Fn// �m�.�I . ; Fn//j � k n �  k1:

Thus it remains to show that supt jm�.t I . ; Fn//�m�.t I . ; F //j ! 0. The pointwise conver-
gence with fixed t is due to stability of viscosity solutions with respect to uniform convergence
of Fn, but a little extra work is required to show that the convergence is uniform in t . Note
that by Lemma 4.2, we have some modulus N! depending on the continuity modulus ! of  
and ƒ.Fn/ so that,

jm�.t I . ; Fn// �m�.t
0
I . ; Fn//j � N!.jt � t

0
j/ and jm�.t I . ; Fn//j � k k1:

Since Fn ! F is a convergent sequence in dUEd , kFnk1 and ƒ.Fn/ are bounded. Since
m�.�I . ; Fn// are uniformly bounded and equicontinuous 1

j�j
-periodic functions on R, every

subsequence has a uniformly convergent subsequence. It follows that, since m�.�I . ; Fn//
converge pointwise to m�.�I . ; F //, they will also converge uniformly.

Now let us define Qwn to solve(
F n.D

2 Qwn/ D 0 in P� I

Qwn.y/ D m�.y � �I . ; F // on @P� :

Since we have already proven thatm�.y � �I . n; Fn//! m�.y � �I . ; F // uniformly on @P� ,
by comparison principle Lemma 2.4,

j lim
R!1

Qwn.R�/ � L�.�I . n; Fn//j � sup
y2P�

jwn.y/ � Qwn.y/j

� sup
t2R
jm�.t I . n; Fn// �m�.t I . ; F //j ! 0 as n!1:

By a similar argument as above, since F n ! F uniformly on compact sets of M d�d when
dUEd .Fn; F /! 0, we have that Qwn ! w locally uniformly in P� and

j lim
R!1

Qwn.R�/ � L�.�I . ; F //j ! 0:

Combined with the previous estimate this yields that

jL�.�I . n; Fn// � L�.�I . ; F //j ! 0 as n!1:

This shows pointwise convergence of L�.�I . n; Fn//. Uniform convergence over all unit
vectors � ? � will again follow from uniform boundedness and equicontinuity of L� (see
Lemma 4.9).

Finally we give the proof of Proposition 6.3.

Proof of Proposition 6.3. – Let � 2 Zd and . ; F / 2 X . If L�.�I . ; F // is non-constant
then we are done, so we suppose it is constant and construct . "; F"/.

Let us first show that we can assume without loss that m�.�I . ; F // is non-constant.
We will choose  0 with k 0 �  kC.Td / � " such that m�.�I . 0; F // is non-constant. If
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m�.�I . ; F // is already non-constant then we don’t need to do anything and can take 0 D  .
Otherwise let us take

(6.4)  0.y/ WD  .y/C " cos .2�y � �/ which satisfies k 0 �  kC.Td / � ":

Observe that for each fixed hyperplane @P� C t O� we have  0.y/ D  .y/ C " cos.2�j�jt /.
Therefore

m�.t I . 
0; F // D m�.t I . ; F //C " cos.2�j�jt /:

This is evidently non-constant when m�.�I . ; F // is constant. If L�.�I . 0; F // is non-
constant we are done, thus we may suppose without loss that it is constant.

Let �1; �2 be unit vectors such that �j ? � and �1 ? �2, which is possible since d � 3. We
will aim to perturb F to construct .F";  "/ so that

(6.5) L�.�1I . "; F"// < L�.�2I . "; F"//:

To this end let us define,

F".M/ WD maxfF.M/; F.M C ".�T1M�1/�1 ˝ �1/g:

It is not difficult to check the definition of ellipticity to see that F" 2 UEd . Also,

sup
kMkD1

jF.M C ".�T1M�1/�1 ˝ �1/ � F.M/j � ƒ.F /";

and furthermore, since DŒF.M C ".�T1M�1/�1 ˝ �1/� D DF C ".�
T
1DF�1/�1 ˝ �1,

jDF" �DF j .d "ƒ.F / where it is defined.

Combining these two estimates it follows that F" is close to F in dUEd metric,

dUEd .F; F"/ .d ƒ.F /":

Let us now show (6.5). From the definition of the 2-d operators G�;e for N 2 M 2�2,

G"�;�2.N / D max

8<:F
0@X

ij

Nij˛i ˝ j̨

1A ; F 0@X
ij

Nij .˛i ˝ j̨ C ".�1 � ˛i /.�1 � j̨ /�1 ˝ �1/

1A9=;;
with ˛1 D �2 and ˛2 D O�. Note that �1 � j̨ D 0 for j D 1; 2 since �; �2 ? �1 and so

(6.6) G"�;�2.N / D G�;�2.N / for all " > 0:

On the other hand, calling e1 D .1; 0/,

G"�;�1.N / D maxfG�;�1.N /;G�;�1.N C "N11e1 ˝ e1/g:

Now for any N with N11 � 0 by uniform ellipticity,

G�;�1.N C "N11e1 ˝ e1/ � G�;�1.N / � "N11;

and thus

(6.7) G"�;�1.N / > G�;�1.N / if N11 < 0:

We will make use of these observations below.
We now aim to perturb  to  e so that m�.t; . "; F"// D m�.t I . ; F //. We can always

write,
m�.t; . ; F // D m�.t; . ; F"//C .m�.t; . ; F // �m�.t; . ; F"///:
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From the proof of Lemma 6.2 .m�.t; . ; F // � m�.t; . ; F"/// converges to zero uniformly
as "! 0. Define a modified boundary data  ", satisfying  " �  ! 0 uniformly as "! 0,

 ".y/ D  .y/C .m�.y � O�; . ; F // �m�.y � O�; . ; F"///

and we claim m�.�; . "; F"// D m�.�; . ; F //. The claim is immediate from the fact that the
added term is constant on hyperplanes parallel to @P� , it is the same argument as for the
previous perturbation (6.4). Now let us refer to

W "
�;�.�/ D W�;�.�I . "; F"// and W�;�.�/ D W�;�.�I . ; F //;

these two solutions have the same boundary data on @R2C but the interior operators areG"
�;�

and G�;� respectively.
From above discussions we know that,

W "
�;�1
� W�;�1 and W "

�;�2
� W�;�2

where the first inequality is due to the fact G"
�;�1

� G�;�1 . On the other hand, since
G�;�1.D

2W "
�;�1

/ � 0, the dichotomy holds due to the strong maximum principle:

(6.8) .i/ W "
�;�1

< W�;�1 or .i i/ W "
�;�1
� W�;�1 :

In case (i), since W�;�1 and W "
�;�1

are 1
j�j

-periodic in the z1 direction,

W "
�;�1

.z1; 1/ � W�;�1.z1; 1/ � ı for some ı > 0:

By maximum principle it follows

W "
�;�1

.z/ � W�;�1.z/ � ı for z2 > 1

and therefore

(6.9) L�.�1I . "; F"// D lim
z2!C1

W "
�;�1

.z/ � lim
z2!C1

W�;�1.z/ � ı < L�.�1I . ; F //:

We have just shown that (6.8) (i) implies (6.9) and therefore we actually have the dichotomy,
(6.10)
.i/ L�.�1I . "; F"// < L�.�1I . ; F // or .i i/ W�;�1.�I . "; F"// � W�;�1.�I . ; F //:

In case (i) we have that

L�.�1I . "; F"// < L�.�1I . ; F // D L�.�2I . ; F // D L�.�2I . "; F"//

which achieves the result since . "; F"/! . ; F / in dX as "! 0.
We just need to justify that (i) holds. Suppose this is not the case and (ii) holds in (6.10).

By Nirenberg’s Theorem (Theorem 2.5)W�;�1 ; W
"
�;�1

are C 2;˛0 for a small ˛0.ƒ/ > 0 and are
classical solutions of their respective equations. But then D2W "

�;�1
� D2W�;�1 and

G�;�1.D
2W�;�1.z// D 0 D G

"
�;�1

.D2W "
�;�1

.z// D G"�;�1.D
2W�;�1.z// for every z 2 R2C

and therefore, by (6.7), D2
11W�;�1.z/ � 0 for every z 2 R2C :

On the other hand, by the 1=j�j periodicity of W�;� in the z1 variable,Z aC1=j�j

a

D2
11W�;�1.z1; z2/dz1 D 0 for all a 2 R; z2 > 0

and therefore D2
11W�;�1 D 0 in the whole of R2C. In particular for any t > 0, W�;�1.�; t / is

constant, so W�;�1 is also constant in fz2 > tg by uniqueness of the bounded solution
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of G�;�1.�/ D 0. Since t > 0 was arbitrary W�;�1 is constant in R2C, but this contradicts the
boundary data m�.�I . ; F // being non-constant. This completes the proof.

7. Improved Estimates in the Linear Case

In this section we show the best possible continuity estimates for�.�;  ; F / by our current
methods in the linear case. The main tool is the higher regularity estimates available for linear
operators in Rd or in half-spaces with smooth boundary data. For our purpose W 3;d esti-
mates would be sufficient, but we do not pursue this minimal assumption since it would be
too much to expect in the general nonlinear case anyway.

Consider u" solving, for � 2 Sd�1 and R > 1,

(7.1)

(
F.D2u"; x

"
/ WD �Tr.A.x

"
/D2u"/ D 0 in 0 < x � � < R

u" D g.x/ on x � � 2 f0;Rg:

We assume thatA isZd -periodic and smooth and satisfies .Id/d�d � A � ƒ.Id/d�d . Due to
the linearity, the interior corrector can be written as v.y;M/ D †ij vij .y/Mij , where vij .y/
solves

�Tr
�
A.y/.ei ˝ ej CD

2
yvij /

�
D �Aij in Rd ;

with the estimate

(7.2) kvij k1; kDvij k1 � C.ƒ; d/:

The following result is not optimal in terms of the required regularity of g, but it is
sufficient to improve the estimate of Section 4.2, to match the order of the estimate in
Section 4.1.

T 7.1. – Let g and u" as given above, and let Nu be as given in (2.4) solving the
homogenized equation. Then u" converges to Nu with the convergence rate

sup
0<x��<R

ju".x/ � u.x/j � C.ƒ; d; ˇ/kg.R�/kC3;ˇR
�1" for any R > 0:

In order to use the above theorem to obtain the desired interior homogenization rate,
higher regularity of the boundary condition is needed. In our setting in Section 4.2, that
boundary condition is m�.x � O�/ for some � ? �. In the following lemma we show that
m�.�I . ; F // has sufficient regularity to apply Theorem 7.1 when  is regular. Indeed the
proof of this lemma is the most interesting and delicate part of this section.

L 7.2. – Let F be as in (7.1). Then for all k 2 N, ˇ 2 .0; 1�,

km�.�I . ; F //kCk;ˇ.R/ � C.k; ˇ;ƒ; d; kAkCkC1/.log.2C j�j//dkCˇek kCkC4 :

Note that by Lemma 4.2 when k D 0, ˇ 2 .0; 1/ an improved estimate holds without any
logarithmic growth in j�j. It is important here that the estimate is not getting too much worse
in terms of j�j as k increases.

Now we can return to the proof of Lemma 4.5 and use Theorem 7.1 to achieve the
following result:
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L 7.3. – Let � 2 Zd n f0g and � ? �. Define w�;�; w�;� as in (4.10). Then, when F is
linear,

sup
P�

jw�;� � w�; O�j � C.ˇ;ƒ; d; kAkC5/km�.j�j
�1
�/kC3;ˇ.R/j�jj�jŒ1C .log 1

j�jj�j
/3�:

Note that by Lemma 7.2,

km�.j�j
�1
�/ �m�.0/kC3;ˇ.R/ . j�j

�3�ˇ
jD3m� jC0;ˇ .A k kC7 ;

where we have used the 1
j�j

-periodicity to estimate the lower order terms by jD3m� jC3;ˇ

and we also used .log.2 C j�j//4=j�j3Cˇ . 1 for j�j � 1. Combining the estimates of
Theorem 7.1, Lemma 7.2 and Lemma 7.3, in the same way as we did before in the general
case in Theorem 5.1 and Corollary 5.2, we now obtain the continuity estimate,

T 7.4. – If F is linear and  2 C 7.Td /, then for every irreducible � 2 Zd n f0g
and � 2 Sd�1 n RZd ,

j�.�;  ; F / � L�. ; F /j � C.ƒ; d; kAkC5/k kC7 j� � j�j�jŒ1C .log 1
j��j�j�j

/3�:

Furthermore, for every �; �0 2 Sd�1 n RZd ,

j�.�;  ; F / � �.�0;  ; F /j � C.ƒ; d; kAkC5/k kC7 j� � �
0
j
1=d Œ1C .log 1

j���0j
/3�:

We omit the proof of Theorem 7.4 as it is a straightforward consequence of the improved
estimates of Lemma 7.2 and Lemma 7.3 and its usage in the proof of Theorem 5.1 and
Corollary 5.2. Before we proceed with the proofs of Theorem 7.1 and Lemmas 7.2–7.3, we
make an interlude to explain some background results that we will make use of.

7.1. Background Results

For the proofs in the next subsection we will need to use the regularity results of
Avellaneda-Lin [8] for solutions of non-divergence form linear homogenization problems.
We state the result here in the form that we will use it. Suppose that u"; v" solve respectively,

(7.3) � Tr.A.x
"
/D2u"/ D f .x/ in B1 and

(
�Tr.A.x

"
/D2v"/ D f .x/ in B1 \ P�

v" D g.x/ on @P� \ B1:

The following results hold uniformly in � 2 Sd�1. We first state the classical results in unit
scale.

T 7.5. – For everyˇ 2 .0; 1/ there exists a constantC.d;ƒ; ˇ; kDAkL1.Td // such
that,

.1/ kD2u1kC0;ˇ.B1=2/ � C.oscB1 u
1 C kf kC0;ˇ.B1//;

.2/ kD2v1kC0;ˇ.B1=2\P�/ � C.oscB1\P� v
1 C kf kC0;ˇ.B1\P�/ C kgkC2;ˇ.@P�\B1//:

Scaling arguments yields that the best possible uniform in " regularity estimate is C 1;1.
[8, 9] shows that this estimate indeed holds, although for our purposes the more useful
estimate will be the W 2;p estimate. Below is a combinations of the main theorems in [8, 9]:
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T 7.6 (Avellaneda-Lin). – For every 1 < p < 1, ˇ > 0 there exist constants
C1.d;ƒ; ˇ; kDAkL1.Td // and C2.d;ƒ; p; kDAkL1.Td // such that for all " > 0,

.1/ kD2u"kL1.B1=2/ � C1.oscB1 u
" C kf kC0;ˇ.B1//;

.2/ kD2u"kLp.B1=2/ � C2.oscB1 u
" C kf kLp.B1//:

7.2. Proofs of the results of Section 7

Finally we prove Theorem 7.1, and Lemmas 7.2 and 7.3.

Proof of Theorem 7.1. – It suffices to consider the caseR D 1, the case for generalR > 0
follows from rescaling. Let u be as given in the theorem. Let U WD f0 < x � � < 1g. By the
classical C 2;1 estimate up to the boundary (for the Laplacian) at unit scale,

kD3ukL1.U / � C.ƒ; d; ˇ/.osc
U
uC kD3gkC0;ˇ.@U // � CkgkC3;ˇ.@U /:

Let u".x/ WD �" ?u.x/ with a standard mollifier �", well defined on U" D f" < x � � < 1� "g,
and define

�".x/ WD u".x/C
X
i;j

"2vij .
x
"
/D2

iju
".x/:

Then we have

j�".x/ � u.x/j � "kDukL1.U / C C.d/"
2
kD2u"kL1.U / sup

ij

kvij kL1.Rd /

� C.ƒ; d/kgkC2;1.@U /":

On x � � D " we have, by the regularity up to the boundary of Theorem 7.6,

j�".x/ � u".x/j � j�".x/ � u.x/j C ju.x/ � g.x0/j C jg.x0/ � u".x/j � C.ƒ; d/"kgkC2;1 :

A similar estimate holds on x � � D 1 � ". Thus we can estimate,

(7.4) sup
U

ju � u"j � sup
U"

ju � u"j C C.ƒ; d/"kgkC2;1 � sup
U"

j�" � u"j C C.ƒ; d/"kgkC2;1 :

It remains to estimate supU" j�
" � u"j. In U", using the uniform ellipticity and then the

definition of the corrector,

�Tr.A.x
"
/D2�".x// � �TrŒA.x

"
/.D2u".x/C

X
i;j

D2vij .
x
"
/D2

iju
".x//� � � �

� � � �

X
i;j

ƒ
�
2"jDvij .

x
"
/jjDD2

iju
".x/j C "2jvij .

x
"
/jjD2D2

iju
".x/j

�
� �Tr.AD2u.x// � C jD2u.x/ �D2u".x/j � � �

� � � � C".sup
i;j

kDvij k1/jD
3u".x/j � C"2.sup

i;j

kvij k1/�jD
4u".x/j:

Recall that, from (7.2), kDkvij k1 � C.ƒ; d/ for k D 0; 1. Since �Tr.AD2u.x// D 0 we get
the following supersolution/subsolution conditions,

f .x/ � �Tr.A.x
"
/D2�".x// � �f .x/

where we have called f .x/ to be the error from the preceding calculation,

f .x/ WD C.ƒ; d/ŒjD2u.x/ �D2u".x/j C "jD3u".x/j C "2jD4u".x/j�:
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The first and third terms can be estimated in terms of Nu by standard mollification estimates:

jD4u".x/j � "�1kD3ukL1 and jD2u.x/�D2u".x/j � "kD3ukL1 for all " < x �� < R�":

Thus we have,

kf kL1 � C.ƒ; d/kD
3ukL1":

Finally, using C.ƒ; d/kf k1.x � �/.1 � x � �/ as a barrier

sup
U"

j�" � u"j � sup
@U"

j�" � u"j C C.ƒ; d/kf kL1.U"/;

which, when combined with the estimate near the boundary gives,

sup
U"

j�" � u"j � C.ƒ; d; ˇ/kgkC3;ˇ.@U /":

Combining with (7.4) completes the proof.

The proof of Lemma 7.3 is almost exactly the same as the proof of Lemma 4.5 except we
now use the improved interior homogenization rate given in Theorem 7.1.

Proof of Lemma 7.3. – Recall that m�.y � O�/ is 1
j�j

-periodic on @P� in the direction O� and
constant in the directions orthogonal to O�. As usual we can restrict to the case j�jj�j � 1=2.
Let w�;�, w, � and N� as given in the proof of Lemma 7.3. Recall from Lemma 3.1 and
Lemma 3.2 that,
(7.5)
jw�;�.y/ � �j C jw�;�.y/ � �j � C Œ.oscm�/ exp.�cj�jR/C kDw�;�kL1.P� /j�j� for y 2 @P� CR O�:

By Theorem 7.6, for any r > 0,

kDw�;�kL1.B
j�j�1

\P� / � C.j�j oscm� C j�j
�1
kD2m�k1/ � Ckm�.j�j

�1
�/kC3;ˇ j�j:

Fix an R � j�j�1 to be chosen and consider,

Qw�;�.y/ D w�;�.y/C .� � �/R
�1y � O� C sup

@P�CR
O�

�
jw�;�.�/ � �j C jw�;�.�/ � �j

�
:

Note that with this modification Qw�;� still solves the same equation as w�;� in P� with the
same boundary condition on @P� but now also,

Qw�;�.y/ � w�;�.y/ on @P� CR O�:

Now Theorem 7.1 implies that,

w�;�.y/ � Qw�;�.y/ � Ckm�.R�/kC3;ˇR
�1
j�j � Ckm�.j�j

�1
�/kC3;ˇ .Rj�j/

3CˇR�1j�j:

Rewriting this in terms of w�;�,

w�;�.y/ � w�;�.y/

� .���/R�1y � O�CCkm�.j�j
�1
�/kC3;ˇ ŒR

2Cˇ
j�j3Cˇ j�jCC.oscm�/ exp.�cj�jR/Cj�jj�j�:

Let us choose R D 2.cj�j/�1 log 1
j�jj�j

to obtain

(7.6) w�;�.y/ � w�;�.y/ � .� � �/R
�1y � O� C Ckm�.j�j

�1
�/kC3;ˇ j�jj�j.log 1

j�jj�j
/2Cˇ :
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Due to (7.5), evaluating (7.6) for y 2 @P� C 1
2
R O� yields

� � � � 1
2
.� � �/C Ckm�.j�j

�1
�/kC3;ˇ j�jj�j.log 1

j�jj�j
/2Cˇ :

Rearranging the last inequality and making a similar argument for the lower bound,

(7.7) j� � �j � Ckm�.j�j
�1
�/kC3;ˇ j�jj�j.log 1

j�jj�j
/2Cˇ :

But now we can plug (7.7) back into (7.6) to arrive at the desired result,

(7.8) jw�;�.y/ � w�;�.y/j � Ckm�.j�j
�1
�/kC3;ˇ j�jj�j.log 1

j�jj�j
/2Cˇ :

For the proof of Lemma 7.2 we introduce a special norm for functions f W Ped ! R
which is suited to solving the equation �

P
ij Aij .y/D

2
iju D f .y/ in the half-space. See the

appendix for the full development. For each R > 0 we define F R, the class of axis aligned
cubes contained in Ped with side length R and distance to @Ped at least R=2,

F R D fQ cube W Q D Œ�R=2;R=2/d C x with xd � Rg:

Then we define,
(7.9)

Mp.f;R/ D sup
Q2F R

�
1

jQj

Z
Q

jf .y/jp dy

�1=p
and Ip.f / DMp.f; 0/C

X
N22N

N 2Mp.f;N /;

These norms measure an Lp-averaged decay of f in the yd direction. One can easily extend
this norm to functions f in other half spaces by simply rotating appropriately the cubes used
in the definition. We will use the norms Mp.f;R/ and Ip.f / for functions f W P� ! R for
a general � 2 Sd�1 without further comment. Roughly speaking, when Ip.f / is finite then
there exists a bounded solution of �

P
ij Aij .y/D

2
iju D f .y/ in P� with zero (or a bounded

 ) Dirichlet boundary data and one can bound supP� juj . Ip.f /. Again we refer to the
appendix for the full explanation.

Proof of Lemma 7.2. – Recall that m�.t/ is defined as the boundary layer tail of v
�;t O�

solving the cell problem,

(7.10)

(
�
P
ij Aij .y C �/D

2
ij v�;� D 0 in P� ;

v�;� D  .y C �/ on @P� :

Let us denote the differential operator @ WD O� �D� . Take any p > d=2, for example p D d

will work fine. We will prove by induction that, for all k 2 N[ f0g: if k kCkC3 � 1 then the
following hold for all R > 0 uniformly in � 2 Rd ,

sup
y2P�

j@kv�;� .y/j .k;A .log.2C j�j//k ;(i)

osc
y� O��R

@kv�;� .y/ .k;A .log.2C j�j//k exp.�c0R=j�j/;(ii)

Mp.D
2@kv�;� ; R/ .k;A .log.2C j�j//k.2CR/�2 exp.�c0R=j�j/:(iii)

We note that if (iii) holds for some k then by Lemma A.3,

(iv) Ip.D
2@kv�;� / .k;A .log.2C j�j//kC1
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Once we have proven that (i) holds for all k we will be done since dk

dtk
m�.t/ D limR!1 @

kv
�;t O�
.R O�/.

The outline of the argument is as follows. For each k we prove (i)-(ii) using that (i)-(iii) hold
for allm < k. Then we show (iii) using Theorem 7.6 to estimateMp.f;R/ and thereby Ip.f /.

For k D 0, (i) is maximum principle and (ii) is a consequence of Lemma 3.1. To show (iii)
note that Theorem 7.6 implies

kD2v�;�kL1.fy� O��Rg/ .A R
�2 osc
fy� O��R=2g

v�;�

.A .RC 2/
�2.osc / exp.�1

2
c0R=j�j/ for R > 1;

where c0 is the exponential rate of convergence to the boundary layer tail from Lemma A.4.
For R � 1 the estimate follows from the up to the boundary C 2;ˇ estimates at unit scale, see
Theorem 7.5.

Suppose that (i)-(iii) hold for all m � k � 1. We aim to prove (i)-(iii) for @kv�;� under the
assumption k kCkC3 � 1. Our induction is based on the fact that @kv�;� solves

(7.11) �

X
ij

Aij .y C �/D
2
ij @

kv�;� .y/ D f�;� .y/ in P� ;

where
f�;� .y/ WD

X
ij

X
`CmDk;`¤0

Œ. O� �Dy/
`Aij .y C �/�D

2
ij @

mv�;� .y/

with boundary data
@kv�;� .y/ D Œ. O� �Dy/

k �.y C �/ on @P� :

(To be completely precise we should take difference quotients instead of @kv�;� ; the reader
can easily see how to make our formal argument rigorous.) Note that f�;� , the boundary
data @kv�;� , and the operator F are all periodic with respect to a lattice on @P� with unit
cell diameter of order j�j. This will allow us to use the results of the appendix which extend
Section 3 Lemma 3.1 to include equations with a right hand side. We use the inductive
Hypothesis (iii) to see that f�;� .y/ satisfies

Mp.f�;� ; R/ .k;A .log.2C j�j//k�1 exp.�c0R=j�j/:

In particular f�;� fits under the assumptions of the results of the appendix. We can apply
directly Lemma A.3 in combination with Lemma A.2 to get,

(7.12) sup
y2P�

@kv�;� .y/ .k;A k@
k k1 C Ip.f�;� / . .log.2C j�j//k :

We have used that, by assumption, k kCkC3 � 1. Then we use Lemma A.4 to get,

osc
y���R

@kv�;� .k;A
h
k@k k1 C .log.2C j�j//k

i
exp.�c0R=j�j/

. .log.2C j�j//k exp.�c0R=j�j/:(7.13)

This establishes (ii).
It remains to prove (iii). Theorem 7.6 yields that, for R > 1,

Mp.D
2@kv�;� ; R/ . R�2 osc

fy� O��R=2g

v�;� CMp.f�;� ;
R
2
/

.k;A .2CR/
�2.log.2C j�j//k exp.�c0R=j�j/:
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For R < 1 the estimate follows from the up to the boundary C 2;ˇ estimates at unit scale, see
Theorem 7.5, combined with (7.12) and k kCkC3 � 1. Together we obtain for all R > 0,

(7.14) Mp.D
2@kv�;� ; R/ .k;A .2CR/

�2.log.2C j�j//k exp.�c0R=j�j/:

Appendix

Here we prove Lemma 3.1 but now including a right hand side in the equation. We restrict
to linear equations, although a version of these results for nonlinear equations is true as well
with a stronger assumption on the right hand side. Let us consider v solving the following
problem:

(A.1)

(
�
P
ij Aij .y/D

2
ij v D f .y/ in Ped

v D �.y/ on @Ped :

We assume that A, f and � are periodic with respect to linearly independent translations
`1; : : : ; `d�1 2 @Ped . Recall that we denote Z by the periodicity lattice generated by f j̀ g,
Q its unit cell, and L the diameter of Q. Let us assume L > 1. We will furthermore assume
that A is periodic with respect to some rotation of the Zd lattice and A 2 C 0;ˇ .Rd / for some
ˇ > 0. This periodicity and regularity will only be used apply the results of [8] to obtain
estimates for the Green’s function G.x; y/ associated with the inhomogeneous operator and
the domain Ped .

When f is continuous and has sufficient decay there is a unique bounded solution of (A.1).
In order to investigate v we define an appropriate norm for the decay of f at infinity in the yd
direction, this norm measures theLp-averaged decay of f far from @Ped . For eachR > 0we
define F R, the class of axis aligned cubes contained in Ped with side length R and distance
to @Ped at least R=2,

(A.2) F R D fQ cube W Q D Œ�R=2;R=2/d C x with xd � Rg:

Then we define,
(A.3)

Mp.f;R/ D sup
Q2F R

�
1

jQj

Z
Q

jf .y/jp dy

�1=p
and Ip.f / DMp.f; 0/C

X
N22N

N 2Mp.f;N /;

where we define Mp.f; 0/ D kf kL1.Ped /. It will also be useful to define Ip.f;R/ where the
sum in the definition of Ip.f / is restricted to 2N 3 N � R,

(A.4) Ip.f;R/ D
X

2N3N�R

N 2Mp.f;N /:

Now we remind about some facts about the Green’s function for operators with periodically
oscillating coefficients. Recall that for each x 2 Ped the Green’s function G.x; y/ for the
domain Ped solves the adjoint equation,

(A.5)

(
�
P
ij DyiDyj .Aij .y/G.x; y// D ı.y � x/ for y 2 Ped

G.x; y/ D 0 for y 2 @Ped :
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From the work of Avellaneda-Lin [7, 8, 9]G.x; y/ satisfies many of the same estimates as the
Green’s function associated with the Laplace operator. We will make use of the following,

T A.1 (Avellaneda-Lin [7, 8, 9]). – Letˇ 2 .0; 1/and suppose that 1 � A.y/ � ƒ
is periodic on Rd with respect to Zd (or a rotation of the integer lattice) translations and
kAkC0;ˇ.Rd / <1. There is c D c.d;ƒ; kAkC0;ˇ ; ˇ/ <1 so that the Green’s function for the
half-space G.x; y/ solving (A.5) satisfies,

(A.6) G.x; y/ � c
xdyd

jx � yjd
and G.x; y/ �

(
cj log jx � yjj d D 2

cjx � yj2�d d � 3:

Note that the result proven in [7] is actually for divergence form operators but a standard
trick, which is explained in [8, 9], allows one to translate the results for non-divergence
form equations as well. The point is that non-divergence form equations can be written as
a divergence form equation with uniformly elliptic matrix A0 satisfying divA0 D 0.

Now we are able to state and prove, with the aid of Theorem A.1, our result on the upper
and lower bounds of solution of (A.1) in half-spaces.

L A.2. – Let p > d
2

and suppose Ip.f / is finite. There exists C.p; d; kAkC0;ˇ ; ˇ/ so
that there exists a unique bounded solution v of (A.1) with,

sup
Ped

jvj � max
@Ped

j�j C CIp.f / when d � 3

sup
Ped

jvj � max
@Ped

j�j C C ŒIp.f /C sup
N22N

N 2.logN/Mp.f;N /� when d D 2:

Proof. – It suffices to show the result with � D 0. We just need to show that

(A.7)
Z
Ped

G.x; y/jf .y/j dy . Ip.f /

so then

v.x/ D

Z
Ped

G.x; y/f .y/ dy

is well defined, solves the desired equation in Ped and has the upper bound claimed by the
lemma.

Fix an x D .x0; xd / 2 Ped , we partition Ped by dyadic cubes which are adapted
to the location of x. This is a technical step, the idea is to make the computations later
easier by keeping all of the cubes in the partition but one a controlled distance from the
singularity at x of G.x; y/. If xd � 1 let Nx 2 2N so that Nx � xd < 2Nx and
call ˛ 2 Œ1; 2/ such that ˛Nx D xd , if xd � 1 then set ˛ D 2. Then we define the
cubes QN;j D x0 C ˛N.j; 1/C Œ�˛N=2; ˛N=2/d , N 2 2N and j 2 Zd�1, with side length
comparable (by a factor of 2) to their distance to the boundary. Note that by our set up
x 2 QNx ;0 and the distance of x to any other cube QN;j is at least cdN.1C jj j/.
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Then we estimate v by,Z
Ped

G.x; y/jf .y/j dy D
X
Q

Z
Q

G.x; y/jf .y/j dy

�

X
Q

jQj1=p
�Z

Q

G.x; y/p
0

dy

�1=p0 �
1

jQj

Z
Q

jf .y/jpdy

�1=p

.
X
N22N

X
j2Zd�1

N d=pMp.f;N /

 Z
QN;j

G.x; y/p
0

dy

!1=p0
:

We claim that for any p > d
2

and every N 2 2N, j 2 Zd�1:

(A.8)

 
1

jQN;j j

Z
QN;j

G.x; y/p
0

dy

!1=p0
� C.p; d; kAkC0;ˇ ; ˇ/N

2�d .1C jj j/�d :

Taking for granted (A.8) we continue the computationX
N22N

X
j2Zd�1

N d=pMp.f;N /

 Z
QN;j

G.x; y/p
0

dy

!1=p0
.
X
N22N

X
j2Zd�1

N
d. 1pC

1
p0
/
Mp.f;N /N

2�d .1C jj j/�d

D

X
N22N

X
j2Zd�1

N 2Mp.f;N /.1C jj j/
�d

.d
X
N22N

N 2Mp.f;N / D Ip.f /:

This proves the desired estimate (A.7).

To finish the proof we need to justify (A.8). Let y 2 QN;j with either j ¤ 0 or N ¤ Nx .
If N � Nx then jx � yj & .1C jj j/N and so using the first part of (A.6),

G.x; y/ . N 2�d .1C jj j/�d :

If N < Nx then xd � yd � Nx=2 D xd=2 and jy0 � x0j � N jj j=2 so using the first part of
(A.6) again,

G.x; y/ .
Nxd

.xd CN jj j/d
.

(
N 2�d jj j�d N jj j � xd

Nx1�d
d

N jj j � xd
. N 2�d .1C jj j/�d :

Finally, if j D 0 and N D Nx then we use the second part of the Green’s function estimate
(A.6) and p0 < d

d�2
to get, when d � 3, Z

QN;0

G.x; y/p
0

dy

!1=p0
.

 Z
QNx;0

jx � yj.2�d/p
0

dy

!1=p0

.

 Z pdN
0

r .2�d/p
0

rd�1dr

!1=p0
. N 2�dN d=p0
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which, after dividing through by N d=p0 � jQN;0j
1=p0 , is the desired estimate (A.8). When

d D 2 we just use the d D 2 estimate from (A.6) instead.

For notational simplicity we will only focus on the particular case to be used in the paper:
let us assume

(A.9) Mp.f;R/ � K.2CR/
�2e�bR with b > 0:

With above assumption we estimate Ip.f / in the following Lemma:

L A.3. – Let f such that Mp.f;R/ satisfies (A.9) for all R > 0, then

(A.10) Ip.f / � CK log.2C 1
b
/ and Ip.f;R/ � CK log.2C 1

b
/e�bR:

Also, for the d D 2 case, we have,
(A.11)
N 2.logN/Mp.f;N / � CK log.2C 1

b
/ and sup

N�R

N 2.logN/Mp.f;N / � CK log.2C 1
b
/e�bR:

Proof. – Without loss of generality we can set K D 1. Note that by taking R ! 0 in
(A.9) (with K D 1) we see Mp.f; 0/ D kf kL1.Ped / � 1.

Ip.f / � 1C
X
N22N

N 2Mp.f;N / � 1C
X
N22N

e�bN

. log.2C 1
b
/C

X
N> 1

b

e�bN

� log.2C 1
b
/C

X
N> 1

b

1

bN

� log.2C 1
b
/;

where we have used ex � x in the second inequality. A similar argument proves the estimate
of Ip.f;R/ and (A.11) is straightforward from calculus.

Now we are able to prove the corresponding version of Lemma 3.1 when f is of the form
in (A.9).

L A.4. – Suppose that f satisfies (A.9) for some K; b > 0. Then there exists
�.�; F; f / and c0.ƒ; d/ > 0 such that,

sup
y�ed�R

jv.y/ � �j � C.p; d; kAkC0;ˇ ; ˇ/Œ.osc�/e�c0R=L CK log.2C 1
b
/e�bR=L�:

Proof. – We just argue when d � 3, but it will be clear given the matching estimates
obtained from Lemma A.2 and Lemma A.3 that the same result holds in d D 2.

After rescaling we may assume that K; osc� � 1. Let ˛.d;ƒ/ 2 .0; 1/ and C0 as given
in Lemma 3.1. Next define A.j / WD 2Ip.f; jr/ C r2Mp.f; .j C 1=2/r/ for j 2 N and
r > 2C

1=˛
0 L. We claim that

(A.12) osc
PedCkr�

v � C k0 .2L=r/
˛k
C

k�1X
jD0

C
k�j
0 .2L=r/˛.k�j /A.j /C 2Ip.f; kr/:
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Let us assume for now that (A.12) is correct and continue with the rest of the proof. Define

r WD .2eC0/
1=˛L and c0 WD .2eC0/

�1=˛

so that C k0 .2L=r/
˛k D e�k and

(A.13) osc
PedCkr�

v � e�k C e�k
k�1X
jD0

ejA.j /C 2Ip.f; kr/:

Due to our assumption (A.9) we have the bound

r2Mp.f; .j C 1=2/r/ � r
2.2C .j C 1=2/r/�2e�b.jC1=2/r=L

. e�bjr=L . e�c
�1
0
bj ;

and using Lemma A.3 we also have,

Ip.f; jr/ .b log.2C 1
b
/e�bjr=L � log.2C 1

b
/e�c

�1
0
bj :

Plugging these estimates into (A.13) yields

osc
PedCkr�

v . e�k C log.2C 1
b
/e�k

k�1X
jD0

e.1�c
�1
0
b/j
C log.2C 1

b
/e�c

�1
0
bk

. e�k C log.2C 1
b
/e�c

�1
0
bk :

Now for any R > 0, let k D ŒR=r� to get the desired result

osc
PedCR�

v � osc
PedCkr�

v . e�c0R=L C log.2C 1
b
/e�bR=L:

It remains to prove (A.12) by induction. For k D 0 (A.12) follows from Lemma A.2.
Assuming (A.12) for k, we prove it for k C 1. Note that

vk.y/ D v.y C kred /

satisfies �
P
Aij .y C kred /D

2
ij vk D f .y C kred / in Ped with boundary data

�k.y/ D v.y C ked /. Both the operator (by assumption) and the boundary data (by Z -peri-
odicity of operator and uniqueness) are periodic with respect to . j̀ /d�1jD1 translations, and

osc
Ped

vk � C
k
0 .2L=r/

˛k
C

k�1X
jD0

C
k�j
0 .2L=r/˛.k�j /A.j /C 2Ip.f; kr/

by the inductive hypothesis. Then by the interior Hölder estimate in Br=2.red /,

jvkjC˛.Br=4.red // � 2
˛C0r

�˛.osc vk C r
2Mp.f; .k C 1=2/r//;

and so, since r > 4L, the oscillation on Q can be estimated by

osc
QCred

vk � C0.2L=r/
˛.osc vk C r

2Mp.f; .k C 1=2/r//:

On the other hand vk is periodic on @Ped C red with respect to the translations . j̀ /d�1jD1

and periodicity cellQ so osc@PedCred vk D oscQCred vk . Using the inductive hypothesis the
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right hand side above is bounded by,

osc
@PedCred

vk � C0.2L=r/
˛.C k0 .2L=r/

˛k

C

k�1X
jD0

C
k�j
0 .2L=r/˛.k�j /A.j /C 2Ip.f; kr/C r

2Mf ..k C 1=2/r//

D C k0 .2L=r/
˛.kC1/

C

k�1X
jD0

C
kC1�j
0 .2L=r/˛.kC1�j /A.j /C C0.2L=r/

˛A.k/

D C k0 .2L=r/
˛.kC1/

C

kX
jD0

C
kC1�j
0 .2L=r/˛.kC1�j /A.j /:

Finally using Lemma A.2 in place of maximum principle to bound the oscillation in the entire
half space,

osc
PedC.kC1/red

v D osc
PedCred

vk

� osc
@PedCred

vk C 2Ip.f; .k C 1/r/

� C k0 .2L=r/
˛.kC1/

C

kX
jD0

C
kC1�j
0 .2L=r/˛.kC1�j /A.j /C 2Ip.f; .k C 1/r/;

which is the inductive hypothesis for k C 1.
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