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DIFFRACTION FROM CONORMAL SINGULARITIES

 M  HOOP, G UHLMANN  A VASY

A. – In this paper we show that for metrics with conormal singularities that correspond
to classC1,α,α > 0, the reflected wave is more regular than the incident wave in a Sobolev sense. This is
helpful in the analysis of the multiple scattering series since higher order terms can be effectively ‘peeled
off ’.

R. – Dans cet article nous montrons que, pour une métrique avec des singularités conor-
males qui correspondent à la classeC1,α, α > 0, l’onde réfléchie est plus régulière que l’onde incidente
dans un sens Sobolev. Cela s’avère utile à l’analyse des séries de diffusion multiple, les termes d’ordres
les plus élevés pouvant être ôtés de manière effective.

1. Introduction

In this paper we show that for metrics with conormal singularities that correspond to
class C1,α, α > 0, the reflected wave is more regular than the incident wave in a Sobolev
sense for a range of background Sobolev spaces. That is, informally, for suitable s ∈ R and
ε0 > 0, depending on the order of the conormal singularity (thus on α), if a solution of
the wave equation is microlocally in the Sobolev space Hs−ε0

loc prior to hitting the conormal
singularity of the metric in a normal fashion, then the reflected wave front is inHs

loc, while the
transmitted front is just in the a priori space Hs−ε0

loc . (This assumes that along the backward
continuation of the reflected ray, one has Hs

loc regularity, i.e., there is no incident Hs
loc

singularity for which transmission means propagation along our reflected ray.) Such a result
is helpful in the analysis of the multiple scattering series, i.e., for waves iteratively reflecting
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352 M. DE HOOP, G. UHLMANN AND A. VASY

from conormal singularities, since higher order terms, i.e., those involving more reflections,
can be effectively ‘peeled off ’ since they have higher regularity.

Here the main interest is in α < 1, for in the C1,1 setting one has at least a partial
understanding of wave propagation without a geometric structure to the singularities of
the metric, such as conormality (though of course one does need some geometric structure
to obtain a theorem analogous to ours), as then the Hamilton vector field is Lipschitz,
and automatically has unique integral curves; see Smith’s paper [17] where a parametrix
was constructed, and also the work of Geba and Tataru [2], as well as Taylor’s book [21,
Chapter 3, Section 11]. We also recall that, in a different direction, for even lower regularity
coefficients, Tataru has shown Strichartz estimates [19]-[20]; these are not microlocal in the
sense of distinguishing reflected vs. transmitted waves as above. However, the approach
of Tataru’s work is to allow L1L∞ behavior of the second derivatives of the metric, with
L1 behavior being in time, L∞ in space. Our case has some microlocal similarities, with the
L1 behavior being in a spatial variable (microlocally) normal to the submanifold at which our
metric is singular, which should behave similarly for normally incident rays. We also mention
that the L1L∞ analysis of Tataru’s also influenced the work of Smith and Sogge on spectral
clusters [18].

In order to state the theorem precisely we need more notation. First suppose X is a
dimX = n-dimensional C∞ manifold, and Y is a smooth embedded submanifold of
codimension

codimY = k.

With Hörmander’s normalization [7], the class of Lagrangian distributions associated to the
conormal bundleN∗Y of Y (also called distributions conormal to Y ), denoted by Iσ(N∗Y ),
arises from symbols in Sσ+(dimX−2k)/4 when parameterized via a partial inverse Fourier
transform in the normal variables. That is, if one has local coordinates (x, y), such that Y
is given by x = 0, then u ∈ Iσ(N∗Y ) can be written, modulo C∞(Rn), as

(2π)−k
∫
eix·ξa(y, ξ) dξ, a ∈ Sσ+(n−2k)/4.

For us it is sometimes convenient to have the orders relative to delta distributions associated
to Y , which arise as the partial inverse Fourier transforms of symbols of order 0, as in [4],
thus we let

I [−s0](Y ) = I−s0−(dimX−2k)/4(N∗Y ),

so elements of I [−s0](Y ) are s0 orders more regular than such a delta distribution. For
any C∞ vector bundle over X one can then talk about conormal sections (e.g., via local
trivialization of the bundle); in particular, one can talk about conormal metrics.

Thus, ifX is aC∞ manifold, Y an embedded submanifold, and g a symmetric 2-cotensor
which is in I [−s0](Y ) with s0 > k = codimY (here we drop the bundle from the notation
of conormal spaces), then g is continuous. We say that g is Lorentzian if for each p ∈ X,
g defines a symmetric bilinear form on TpX of signature (1, n− 1), n = dimX. (One would
say g is Riemannian if the signature is (n, 0). Another possible normalization of Lorentzian
signature is (n − 1, 1).) We say that Y is time-like if the pull-back of g to Y (which is a C∞

2-cotensor) is Lorentzian, or equivalently if the dual metric G restricted to N∗Y is negative
definite.
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DIFFRACTION FROM CONORMAL SINGULARITIES 353

A typical example, with Y time-like, is ifX = X0×Rt, whereX0 is the ‘spatial’ manifold,
Y = Y0 × R, g = dt2 − g0, g0 is (the pull-back of) a Riemannian metric on X0 which is
conormal to Y0, in the class I [−s0](Y0), where s0 > codimX Y = codimX0

Y0. In this case,
one may choose local coordinates (x, y′) on X0 such that Y0 is given by x = 0; then with
y = (y′, t), (x, y) are local coordinates on X in which Y is given by x = 0. Thus, the time
variable t is one of the y variables in this setting.

Before proceeding, recall that there is a propagation of singularities result in the mani-
folds with corners setting [23], which requires only minimal changes to adapt to the present
setting. This states that for solutions of the wave equation lying in H1,r

b (X) for some r ∈ R,
WF1,m

b propagates along generalized broken bicharacteristics. Thus, for a ray normally inci-
dent at Y , if all of the incoming rays that are incident at the same point in Y and that have the
same tangential momentum carry Hm+1 regularity, then the outgoing rays from this point
in Y with this tangential momentum will carry the same regularity. In other words, in princi-
ple (and indeed, when one has boundaries, or transmission problems with jump singularities
of the metric, this is typically the case)Hm+1 singularities can jump from a ray to another ray
incident at the same point with the same tangential momentum (let us call these related rays),
i.e., one has a whole cone (as the magnitude of the normal momentum is conserved for the
rays) of reflected rays carrying theHm+1 singularity. Here we recall that for r ≥ 0,H1,r

b (X) is
the subspace ofH1(X) consisting of elements possessing r b (i.e., tangential to Y ) derivatives
inH1(X); for r < 0 these are distributions obtained fromH1(X) by taking finite linear com-
binations of up to−r derivatives of elements ofH1(X). In particular, one can have arbitrar-
ily large singularities; one can always represent these by taking tangential derivatives, in par-
ticular time derivatives. Via standard functional analytic duality arguments, these estimates
(which also hold for the inhomogeneous equation) also give solvability, provided there is a
global time function t. Phrased in terms of these spaces, and for convenience for the inhomo-
geneous equation with vanishing initial data, for f ∈ H−1,r+1

b (X) supported in t > t0 there
exists a unique u ∈ H1,r

b (X) solving the equation �gu = f such that suppu ⊂ {t > t0}.
The object of this paper is to improve on this propagation result by showing that, when

s0 > k + 1 (thus I [−s0](Y ) ⊂ C1+α for α < s0 − k − 1) in fact this jump to the related
rays does not happen in an appropriate range of Sobolev spaces. As above, let (x, y) denote
local coordinates onX, Y given by x = 0, and let (ξ, η) denote dual variables. Let Σ ⊂ T ∗X
denote the characteristic set of the wave operator � = �g; this is the zero-set of the dual
metric G in T ∗X.

T 1.1. – Suppose codimY = k = 1, k + 1 + 2ε0 < s0 and 0 < ε0 ≤ s <

s0 − ε0 − 1− k/2. Suppose that u ∈ L2
loc, �u = 0,

q0 = (0, y0, ξ0, η0) ∈ Σ, ξ0 6= 0,

and the backward bicharacteristics from related points (0, y0, ξ, η0) ∈ Σ are disjoint from
WFs−ε0(u), and the backward bicharacteristic from the point q0 is disjoint from WFs(u). Then
the forward bicharacteristic from (0, y0, ξ0, η0) is disjoint from WFs(u).

R 1.2. – The theorem is expected to be valid for all values of k, and the limitation
on k in the statement is so that it fits conveniently into the existing (b-microlocal) framework

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



354 M. DE HOOP, G. UHLMANN AND A. VASY

for proving the basic propagation of singularities (law of reflection) without too many tech-
nical changes. This is discussed in Section 4, and is to some extent ‘orthogonal’ to the actual
main ideas of the paper; it is only used to microlocalize the ‘background regularity’, Hs−ε0 .
If one does not want to microlocalize the background regularity, i.e., assumes u is in Hs−ε0

at least locally, we prove the result for all codimensions, see Theorem 1.4.

Thus, the limiting Sobolev regularity s that one can obtain, if s0 is slightly greater
than 1 + k, i.e., 2 in the case of a hypersurface, which is the minimum allowed by the first con-
straint, is just above k/2. On the other hand, if s0 > 1+k then for any 0 ≤ s < s0−1−k/2,
one can choose ε0 > 0 sufficiently small so that all the inequalities are satisfied, so the
theorem always provides interesting information on wave propagation for a range of values
of s, providing at least some improvement over the basic propagation of singularities result
(which would not allow better regularity than that on backward rays from (0, y0, ξ, η0) ∈ Σ,
i.e., Hs−ε0 ).

C 1.3. – Under assumptions as in the theorem, the terms of the multiple scat-
tering series have higher regularity, in the sense of Sobolev wave front sets, with each iteration,
until the limiting regularity, Hs0−1−k/2, is reached.

In view of the propagation of singularities along generalized broken bicharacteristics, i.e.,
that singularities can spread at most to related rays, Theorem 1.1 is in fact equivalent to the
weaker version where one assumesHs−ε0

loc regularity not just on related rays. Thus, as we show
in Section 4, it suffices to prove the following theorem, which is what we prove in Section 8:

T 1.4. – Suppose that ε0 > 0, k+1+2ε0 < s0 and−k/2 < s < s0−ε0−1−k/2.
Then for u ∈ Hs−ε0

loc , �u ∈ Hs−1
loc , WFs(u) is a union of maximally extended bicharacteristics

in Σ.

Note that if s0 > 1 + k, then first taking −k/2 < s < s0 − 1 − k/2, and then ε0 > 0

sufficiently small, all the inequalities in the Theorem are satisfied.
This theorem is proved by a positive commutator, or microlocal energy, estimate. The

key issue is that as the wave operator does not have C∞ coefficients, the commutator of a
pseudodifferential microlocalizer with it is not a pseudodifferential operator; instead it is
a sum of paired Lagrangian distributions associated to various Lagrangian submanifolds
of T ∗(X ×X). Thus, the main technical task is to analyze these Lagrangian pairs, including
their Sobolev boundedness properties.

The plan of the paper is the following. In Section 2 we recall the structure of positive
commutator estimates, in particular the robust version due to Melrose and Sjöstrand [14, 15],
used in their proof of propagation of singularities at glancing rays on manifolds with a
smooth boundary. In Section 3 we describe the structure of the bicharacteristics, in particular
their uniqueness properties. In Section 4 we recall the already mentioned b-Sobolev spaces
and the ‘standard’ propagation of singularities theorem based on these, also discussing how
these can be used to reduce Theorem 1.1 to Theorem 1.4. Section 5 is the technical heart
of the paper in which we analyze paired Lagrangian distributions relevant to the positive
commutator estimates in our setting. Section 6 gives microlocal elliptic regularity in this
setting, and is used as a warm-up towards the positive commutator estimate. Section 7 gives
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DIFFRACTION FROM CONORMAL SINGULARITIES 355

the proof of the key analytic estimate towards the proof of the propagation of singularities,
which is completed in Section 8 in the form of Theorem 1.4.

2. The structure of positive commutator estimates

In order to motivate our proof, we recall the structure of the standard positive commu-
tator estimate, in the formulation of Hörmander [8], Melrose and Sjöstrand [14, 15], giving
propagation of singularities for the wave operator � on a C∞ Lorentzian manifold (X, g)

(and indeed more generally for pseudodifferential operators of real principal type).

We state at the outset that since all results are local, one may always arrange that the
Schwartz kernels of various operators we consider have proper support, or even compact support,
and we do not comment on support issues from this point on. Similarly, all Sobolev spaces in
which distributions are assumed to lie are local, and we do not always show this in the notation
explicitly.

One arranges that for an appropriate operator A ∈ Ψ2s−1(X)

i[�, A] = B∗B + E + F, B ∈ Ψs(X), E ∈ Ψ2s(X), F ∈ Ψ2s−2ε0(X),

with ε0 > 0 (typically ε0 = 1/2), where the solution is a priori known to lie inHs on WF′(E)

(this is where we propagate the estimate from), and lie inHs−ε0 on WF′(F ) (which is typically
equal to WF′(A)). Then one gets for u with �u = 0 (or even �u = f ),

(2.1) 〈iAu,�u〉 − 〈i�u,A∗u〉 = 〈i[�, A]u, u〉 = ‖Bu‖2 + 〈Eu, u〉+ 〈Fu, u〉,

provided that u is sufficiently nice for the pairings and the adjoint (integration by parts) to
make sense; then one can estimateBu inL2, and thus u on the elliptic set ofB inHs in terms
ofu on WF′(E) inHs,u on WF′(F ) inHs−ε0 andu itself in any Sobolev spaceH−N globally
(the latter is to deal with smoothing errors). A standard regularization argument gives that
u ∈ Hs actually on the elliptic set Ell(B) of B even without stronger a priori assumptions.

The desired commutator then is arranged by choosing some symbol a in S2s−1, such that,
with p denoting the dual metric function, which is the principal symbol of �,

(2.2) Hpa = −b2 + e, modulo S2s−2ε0 ,

and letting a, b, e be the principal symbols of A, B and E respectively. We recall how to do
this in a robust manner, following the presentation of [22, Section 7], though with the more
convenient notation of constants of [23] and [24]. Fix ρ to be a positive elliptic symbol of
order 1 locally in the region where we are considering, e.g., ρ = 〈ξ〉 in canonical coordinates
(x, ξ) based on local coordinates x on the base space X. Let

Hp = ρ−1Hp,

so Hp is homogeneous of degree zero. Homogeneous degree zero functions can be regarded
as functions on S∗X, and correspondingly Hp can be considered a vector field on S∗X. One
can actually arrange local coordinates (q1, q2, . . . , q2n−1) on S∗X such that Hp = ∂

∂q1
—this

is not necessary, but is a useful guide. First let η̃ ∈ C∞(S∗X) be a function with

(2.3) η̃(q̄) = 0, Hpη̃(q̄) > 0.
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356 M. DE HOOP, G. UHLMANN AND A. VASY

Thus, η̃ measures propagation along bicharacteristics; e.g., η̃ = q1 works, but so do many
other choices. We will use a function ω to localize near putative bicharacteristics. This
statement is deliberately vague; at first we only assume that ω ∈ C∞(S∗X) is the sum of
the squares of C∞ functions σj , j = 1, . . . , 2n− 2, with non-zero differentials at q̄ such that
dη̃ and dσj , j = 1, . . . , 2n− 2, span Tq̄S∗X, and such that

(2.4) Hpσj(q̄) = 0.

Such a function ω is non-negative and it vanishes quadratically at q̄, i.e., ω(q̄) = 0 and
dω(q̄) = 0. Moreover, ω1/2 + |η̃| is equivalent to the distance from q̄ with respect to any
distance function given by a Riemannian metric on S∗X. An example is ω = q2

2 + · · ·+q2
2n−1

with the notation from before, but again there are many other possible choices; with this
choice Hpω = 0. We now consider a family of symbols, parameterized by constants δ ∈ (0, 1),
ε ∈ (0, 1], β ∈ (0, 1], of the form

(2.5) a = χ0

(
z−1

(
2β − φ

δ

))
χ1

(
η̃ + δ

εδ
+ 1

)
,

where

φ = η̃ +
1

ε2δ
ω,

χ0(t) = 0 if t ≤ 0, χ0(t) = e−1/t if t > 0, χ1 ∈ C∞(R), χ1 ≥ 0,
√
χ1 ∈ C∞(R),

suppχ1 ⊂ [0,+∞), supp(1− χ1) ⊂ (−∞, 1], and z > 0 will be taken large. Here z is used
to deal with technical issues such as weights and regularization, so at first reading one may
consider it fixed. We also need weights such as ρ2s−1 where s ∈ R is as above; in a product
type Lorentzian setting these can be arranged Hamilton commute with p by taking ρ = |τ |
and thus can be ignored, otherwise taking z large will deal with them in any case. Thus, the
actual principal symbol of A is

(2.6) σ2s−1(A) = ρ2s−1χ0

(
z−1

(
2β − φ

δ

))
χ1

(
η̃ + δ

εδ
+ 1

)
.

We analyze the properties of a step by step. First, note that φ(q̄) = 0, Hpφ(q̄) = Hpη̃(q̄) > 0,
and χ1( η̃+δ

εδ + 1) is identically 1 near q̄, so Hpa(q̄) < 0. Thus, Hpa has the correct sign, and
is in particular non-zero, at q̄.

Next,
q ∈ supp a⇒ φ(q) ≤ 2βδ and η̃(q) ≥ −δ − εδ.

Since ε ≤ 1, we deduce that in fact η̃ = η̃(q) ≥ −2δ. But ω ≥ 0, so φ = φ(q) ≤ 2βδ implies
that η̃ = φ − ε−2δ−1ω ≤ φ ≤ 2βδ ≤ 2δ. Hence, ω = ω(q) = ε2δ(φ − η̃) ≤ 4ε2δ2. Since
ω vanishes quadratically at q̄, it is useful to rewrite the estimate as ω1/2 ≤ 2εδ. Combining
these, we have seen that on supp a,

(2.7) − δ − εδ ≤ η̃ ≤ 2βδ and ω1/2 ≤ 2εδ.

Moreover, on supp a ∩ suppχ′1,

−δ − εδ ≤ η̃ ≤ −δ and ω1/2 ≤ 2εδ.

Note that given any neighborhood U of q̄, we can thus make a supported in U by choosing δ
sufficiently small (and keeping ε, β ≤ 1). Note that supp a is a parabola shaped region, which
is very explicit in case η̃ = q1 and ω = q2

2 + · · · + q2
2n−1. Note that as ε → 0, but δ fixed,

4 e SÉRIE – TOME 48 – 2015 – No 2



DIFFRACTION FROM CONORMAL SINGULARITIES 357

the parabola becomes very sharply localized at ω = 0; taking β small makes a localized very
close to the segment η̃ ∈ [−δ, 0].

So we have shown that a is supported near q̄. We define

(2.8) e = χ0

(
z−1

(
2β − φ

δ

))
Hp

(
χ1

( η̃ + δ

εδ
+ 1
))

,

so the crucial question in our quest for (2.2) is whether Hpφ ≥ 0 on supp a. Note that
choosing δ0 ∈ (0, 1) sufficiently small, one has for δ ∈ (0, δ0], ε ∈ (0, 1], β ∈ (0, 1],
Hpη̃ ≥ c0 > 0 where |η̃| ≤ 2δ0, ω1/2 ≤ 2δ0. So Hpφ ≥ c0

2 > 0 on supp a if δ < δ0,
ε, β ≤ 1, provided that |Hpω| ≤ c0

2 ε
2δ there, which is automatically the case if one arranges

(2.9) Hpqj = 0 for j ≥ 2, and σj = qj+1,

i.e., any ε > 0 works. Note that if Hpφ ≥ c0
2 on supp a then one can let

(2.10) b = z−1/2δ−1/2
√

Hpφ

√
χ′0

(
z−1

(
2β − φ

δ

))√
χ1

(
η̃ + δ

εδ
+ 1

)
;

thus (2.2) holds with s = 1/2 and ε0 = 1/2.
However, we do not need such a strong relationship to Hp, which cannot be arranged (with

smooth σj) if one makes p have conormal singularities at a submanifold. Suppose instead
that we merely get ω ‘right’ at q̄, in the sense that

(2.11) ω =
∑

σ2
j , Hpσj(q̄) = 0.

Then, Hpσj being a C∞, thus locally Lipschitz, function,

(2.12) |Hpσj | ≤ C0(ω1/2 + |η̃|),

so |Hpω| ≤ Cω1/2(ω1/2 + |η̃|). Using (2.7), we deduce that |Hpω| ≤ c0
2 ε

2δ provided that
c0
2 ε

2δ ≥ C ′′(εδ)δ, i.e., that ε ≥ C ′δ for some constant C ′ independent of ε, δ (and of β).
Now the size of the parabola at η̃ = −δ is roughly ω1/2 ∼ δ2, i.e., we have localized along a
single direction, namely the direction of Hp at q̄.

By a relatively simple argument, also due to Melrose and Sjöstrand [14, 15] in the case of
smooth boundaries, one can piece together such estimates (i.e., where the direction is correct
‘to first order’) and deduce the propagation of singularities. We explain this in more detail in
the last section of the paper.

This argument would go through if one manages to arrange this with F having just the
property that F : Hs−ε0 → H−s+ε0 , i.e., the ps.d.o. behavior of F does not matter as long as
one has Hs−ε0 background regularity—indeed, one only needs the Hs−ε0 regularity on the
wave front set of F .

We finally indicate how one deals with regularizers and weights. Let ρ is a positive elliptic
symbol of order 1 as above. It is convenient to write

ǎ = ρs−1/2
√
a ∈ Ss−1/2

with a as in (2.5), and let Ǎ ∈ Ψs−1/2 have principal symbol ǎ, WF′(Ǎ) contained in the
conic support of ǎ, and be formally self-adjoint (e.g., take Ǎ0 to be a quantization of ǎ in
local coordinates, and then take the self-adjoint part, Ǎ = (Ǎ + Ǎ∗)/2), and let A = Ǎ2.
We also let Λr, r ∈ [0, 1], be such that the family is uniformly bounded in Ψ0(X), Λr ∈ Ψ−1
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for r > 0, and Λr → Id in Ψε for ε > 0, and Λr formally self-adjoint. For instance, one can
take Λr to be a (symmetrized) quantization of φr = (1 + rρ)−1. Let

Ar = ΛrAΛr, ar = φ2
rρ

2s−1a.

Recalling that Hp = ρ−1Hp is homogeneous degree zero, the principal symbol of i[�, Ar],
as a family with values in Ψ2s, is

φ2
rρ

2s(Hpa) + aφ2
rρ

2s((2s− 1)− 2rφrρ)(ρ−1Hpρ).

Now, |rφrρ| ≤ 1 while ρ−1Hpρ is bounded, being a symbol of order 0, so the second term is
bounded in absolute value by Caφ2

rρ
2s. Now, given M > 0, for sufficiently large z, not only

is Hpa of the form −b2 + e, but

φ2
rρ

2s
(
Hpa+ ((2s− 1)− 2rφrρ)(ρ−1Hpρ)a

)
= −b2r −M2ρar + er,

with er = φ2
rρ

2se, e as before. This is due to χ0(t) = t2χ′0(t) for t ∈ R, so, in 0th order
symbols,
(2.13)

z−1δ−1(Hpφ)χ′0

(
z−1

(
2β − φ

δ

))
−
((

(2s− 1)− 2rφrρ
)
(ρ−1Hpρ) +M2

)
χ0

(
z−1

(
2β − φ

δ

))
= z−1δ−1

(
(Hpφ)−

((
(2s− 1)− 2rφrρ

)
(ρ−1Hpρ) +M2

)
z−1δ

(
2β − φ

δ

)2
)

× χ′0
(
z−1

(
2β − φ

δ

))
,

and |2β− φ
δ | ≤ 4 on supp a, so for sufficiently large z (independent of δ, ε, β ∈ (0, 1] as long

as ε ≥ C ′δ,C ′ as above), the factor in the large parentheses on the right hand side is positive,
with a positive lower bound, and thus its square root cr, defined near suppχ0 ∩ suppχ1, sat-
isfies that cr ∈ S0 uniformly, and cr is elliptic on suppχ0∩suppχ1. Now withEr = ΛrEΛr,
E as before with wave front set in the conic support of a, and taking Br a family, uniformly
bounded in Ψs, with (uniform, or family) wave front set in the conic support of a and with
principal symbol

(2.14) br = φrρ
scr

√
χ′0

(
z−1

(
2β − φ

δ

))√
χ1

(
η̃ + δ

εδ
+ 1

)
,

we have

i[�, Ar] = −B∗rBr −M2(Ǎr)
∗Q∗QǍr + Er + Fr, Ǎr = ǍΛr,

with Q ∈ Ψ1/2 with symbol ρ1/2 (thus elliptic), with Fr uniformly bounded in Ψ2s−1, and
with uniform wave front set in the conic support of a. Now for r > 0 applying this expression
to u and pairing with u, as in (2.1), makes sense provided WFs−1/2(u) is disjoint from the
conic support of a, and we obtain

(2.15) ‖Bru‖2 +M2‖QǍru‖2 ≤ 2|〈Aru,�u〉|+ |〈Eru, u〉|+ |〈Fru, u〉|.
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Further, with G a parametrix for Q with GQ = Id +R, R ∈ Ψ−∞,

(2.16)
2|〈Aru,�u〉| ≤ 2|〈QǍru,G∗Ǎr�u〉|+ 2|〈RǍru, Ǎr�u〉|

≤ ‖QǍru‖2 + ‖G∗Ǎr�u‖2 + 2|〈RǍru, Ǎr�u〉|,

and the first term on the right hand side now can be absorbed into M2‖QǍru‖2 (if we
chose M ≥ 1). Letting r → 0 we get a uniform bound for ‖Bru‖, and thus by the weak
compactness of the unit ball in L2 plus that Bru → B0u in distributions, we conclude that
B0u ∈ L2, completing the proof that the elliptic set of B0, i.e., where χ0 (and thus χ′0) and
χ1 are positive, is disjoint from WFs(u).

One completes the proof of the propagation estimate by an inductive argument in s,
raising the order s by 1/2 in each step. During this process one needs to shrink the support
of a so that, denoting the replacement of a given in the next step of the iteration by a′, at
every point of supp a′ either b is elliptic (the b corresponding to the original a), or one has a
priori regularity there (which is the case on supp e). This can be done by reducing β which
shrinks the support as desired. We refer to [9, Section 24.5], in particular to last paragraph
of the proof of Proposition 24.5.1, for further details.

3. Bicharacteristics

Since g is notC∞, we need to discuss the behavior of bicharacteristics, i.e., integral curves
of Hp, in some detail. When g ∈ I [−s0](Y ) and codimY + 1 + α < s0 < codimY + 2 (with
0 < α < 1), which is the main case of interest for us, then g is C1,α, and thus Hp is a C0,α.
Thus, the standard ODE theory ensures the existence of bicharacteristics, but does not ensure
their uniqueness (as Hölder-α, α < 1, is insufficient for this; Lipschitz would suffice).
Nevertheless, for normally incident rays at a codimension one hypersurface Y one has local
uniqueness. In this setting, locally, Hp is transversal to T ∗YX, i.e., the codimension codimY

submanifold ∪p∈Y T ∗pX of T ∗X, and using local coordinates (x, y) such that Y = {x = 0}
and dual coordinates (ξ, η), Hp is continuous in x andC∞ in (y, ξ, η), so the following lemma
gives this conclusion:

L 3.1. – If I ⊂ Rxn is an open interval containing 0, O ⊂ Rn−1
x′ open containing 0,

V =
∑n
j=1 Vj(x)∂j is a continuous real vector field on O × I with Vj ∈ C(I;C0,1(O)) and

with Vn(0) 6= 0 then there exists Ω ⊂ O × I open containing 0 and δ > 0 such that for any
given x(0) ∈ Ω, there is a unique C1 integral curve x : (−δ, δ)→ O × I with x(0) = x(0).

Proof. – Since the other sign works similarly, we may assume that Vn(0) > 0, and also at
the cost of shrinking I and O then Vn > c > 0 on O × I.

Being an integral curve means that dxj
dt (t) = Vj(x(t)). We consider another sys-

tem of ODE, namely writing Z(s) = (z′(s), s), with (−δ′, δ′) ⊂ I, s0 ∈ (−δ′, δ′),
z′ ∈ C1((−δ′, δ′);O), zn ∈ C1((−δ′, δ′);R), z = (z′, zn).

(3.1)
dz

ds
(s) = F (z′(s), s), z(s0) = z(0) ∈ O′ × I ′,
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with

(3.2)
Fj(y) =

Vj(y)

Vn(y)
, j = 1, . . . , n− 1,

Fn(y) =
1

Vn(y)
,

soF ∈ C((−δ′, δ′)s;C0,1(O)). The key point here is thatF (z′(s), s) on the right hand side of
(3.1) is independent of zn(s), i.e., (3.1) is of the type dz

ds (s) = Φ(z(s), s), with Φ continuous in
the last variable and Lipschitz in the first. Thus, the standard ODE existence and uniqueness
theorem applies, giving the local existence and uniqueness of solutions to (3.1), provided
O′ × I ′ is a sufficiently small neighborhood of 0.

Now if x = x(t) is a C1 integral curve of V , and we let T be the inverse function of
xn = xn(t) near 0, which exists and is C1 by the inverse function theorem as dxn

dt (t) =

Vn(x(t)) ≥ c > 0, with T ′(s) = 1
Vn(x(T (s))) , then z = (z′, zn) with z′ = x′ ◦ T , zn = T ,

satisfies (3.1) with s0 = xn(0) = (x(0))n, z(0) = (x′(0), 0) = ((x(0))′, 0). Indeed, z is C1 as x
and T are such, and

dzj
ds

= (
dxj
dt
◦ T )T ′ =

Vj ◦ x ◦ T
Vn ◦ x ◦ T

, j = 1, . . . , n− 1,

dzn
ds

=
1

Vn ◦ x ◦ T
,

which, as xn◦T (s) = s, is a rewriting of (3.1). One can also proceed backwards, starting with
a solution of (3.1), by letting xn be the inverse function of zn, and then letting xj = zj ◦ xn
for j = 1, . . . , n− 1.

Thus, if one has two solutions x(t) and x̃(t) of dxjdt (t) = Vj(x(t)) with x(0) = x(0), then
defining T , resp. T̃ , as the inverse functions of xn, resp. x̃n, we have solutions z, resp. z̃ of
(3.1) with initial conditions ((x(0))′, 0) and time (x(0))n. Thus, by the uniqueness part of the
ODE theorem, z = z̃. The nth components give then T = T̃ , hence xn = x̃n, and thus the
other components yield xj = x̃j , completing the proof.

As mentioned, an immediate consequence is, if one lets G be the glancing set, i.e., where
Hp is tangent to T ∗YX:

C 3.2. – Suppose Y has codimension 1. Then the integral curves of Hp in Σ \ G
through a given point are unique.

Proof. – Suppose there are two solutions x(t) and x̃(t) with the same initial condi-
tion x(0) at time 0. Assuming that x(t) 6= x̃(t) for some t > 0, let t0 be the infimum of
positive times such that x(t) 6= x̃(t), so any neighborhood I of t0 contains t ∈ I such that
x(t) 6= x̃(t) but, as x and x̃ are continuous x(t0) = x̃(t0). (The last assertion is clear if
t0 = 0; if t0 > 0 it follows as x(t) = x̃(t) for t ∈ [0, t0) by definition of t0.) Then the local
uniqueness result stated above yields a contradiction. Since negative times are dealt with
similarly, this completes the proof.
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4. Law of reflection: standard propagation of singularities

We now recall from [23] the basic law of reflection. In [23] this is shown in the setting of
manifolds with corners with Dirichlet or Neumann boundary conditions. However, the same
arguments go through in our setting, where we consider the quadratic form domainH1

loc(X).
Generalized broken bicharacteristics (GBB) are defined in this setting to allow reflected rays
as follows.

For simplicity consider Y of codimension 1 (this is all that is needed for Theorem 1.1,
and Theorem 1.4 does not need this at all). Since the results are local, we may assume that
Y separates X into two manifolds X± with boundary Y . Each of X± comes equipped with
the so-called b-cotangent bundle, bT ∗X±. This is the dual bundle of the b-tangent bundle,
whose smooth sections are C∞ vector fields on X± tangent to Y , denoted by V b(X±).
Over C∞(X±), these are locally spanned by x∂x and ∂yj , j = 1, . . . , n− 1, and correspond-
ingly, a local basis for smooth sections of bT ∗X± is dx

x and dyj , j = 1, . . . , n − 1. One may
thus write smooth sections of bT ∗X± as

(4.1) σ(x, y)
dx

x
+
∑
j

ηj(x, y) dyj ;

so (x, y, σ, η) are local coordinates on bT ∗X±. As V b(X±) ⊂ V (X±), there is a dual map
π± : T ∗X± → bT ∗X±; the kernel at p ∈ Y is given by N∗pY (which is the span of
the differential dx of the defining function x of Y in T ∗pX), and the range can be naturally
identified with T ∗p Y = T ∗pX±/N

∗
pY . Concretely, if one uses canonical dual coordinates

(x, y, ξ, η) on T ∗X, writing one-forms as

ξ(x, y) dx+
∑
j

ηj(x, y) dyj ,

then

π±(x, y, ξ, η) = (x, y, xξ, η),

corresponding to the identification ξ dx = (xξ) dxx . The same constructions can be per-
formed directly on X, working with C∞ vector fields tangent to Y , which we denote
by V b(X;Y ). The so obtained cotangent bundle bT ∗X, which is a C∞ vector bundle, when
restricted to X±, gives bT ∗X±, and again comes with a natural map π : T ∗X → bT ∗X.

In particular, one can now consider the characteristic set Σ ⊂ T ∗X of �, and its image
Σ̇ ⊂ bT ∗X under π; this is called the compressed characteristic set. A GBB γ̃ is defined to be
a continuous map from an interval to Σ̇ satisfying a Hamilton vector field condition, namely
that for all f ∈ C∞(bT ∗X) real valued,

lim sup
s→s0

f(γ̃(s))− f(γ̃(s0))

s− s0
≤ sup{(Hpπ∗f)(q) : q ∈ Σ, π(q) = γ̃(s0)}.

Thus,C1 integral curves of Hp in Σ ⊂ T ∗X are certainly generalized broken bicharacteristics
(i.e., their image under π is), but more generally, any two integral curve segments of Hp,
say γ+ defined on [0, s0) and γ− on (−s′0, 0], can be combined into a single GBB provided
π(γ+(0)) = π(γ−(0)).
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For a Lorentzian metric g, T ∗Y can be regarded as a subset of T ∗X, identified as the
orthocomplement of the spacelike N∗Y . In fact, one may arrange that the dual metric G
is

G = A(x, y)∂2
x +

∑
j

2Cj(x, y)∂x∂yj +
∑
ij

Bij(x, y)∂yi∂yj ,

with

Cj(0, y) = 0, A(0, y) < 0, B(0, y) Lorentzian on T ∗y Y,

see [24, Section 2]. We write

B(0, y)η · η =
∑
ij

Bij(0, y)ηiηj

for the dual metric function of B. Then T ∗Y is identified with points with x = 0 and ξ = 0.
We recall from [23] and [24] that Σ̇ = H ∪ G is the union of the hyperbolic and the glancing
sets at bT ∗YX with

H ∩ bT ∗YX = π(Σ \ T ∗Y ), G ∩ bT ∗YX = π(Σ ∩ T ∗Y ).

Concretely, in coordinates on a chart U, using the b-coordinates (x, y, σ, η),

H ∩ bT ∗U∩YX = {(0, y0, 0, η0) ∈ bT ∗U∩YX : B(0, y0)η0 · η0 > 0},

G ∩ bT ∗U∩YX = {(0, y0, 0, η0) ∈ bT ∗U∩YX : B(0, y0)η0 · η0 = 0}.

If q0 = (0, y0, ξ0, η0) ∈ Σ is not a glancing point, then locally all GBB γ̃ with γ̃(0) = q0

are of the form discussed above, i.e., the concatenation of two integral curves of Hp. Indeed,
such GBB stay outside bT ∗YX for a punctured time interval, i.e., there is ε > 0 such that
γ̃(s) /∈ bT ∗YX for s ∈ (−ε, ε) \ {0}, so γ+ = γ̃|(0,ε), γ− = γ̃|(−ε,0) are integral curves of Hp;
see [24, Lemma 2.1]. In view of the kernel of the map T ∗X → bT ∗X at Y , this means exactly
that GBBs allow the standard law of reflection, i.e., the incident and reflected rays differ by
a covector in N∗Y .

In order to state the propagation of singularities theorem, we need a notion of wave front
set in bT ∗X \ o. This is a simple extension of WF1,m

b (u) introduced in [23] for manifolds
with corners to a manifold with a codimension one hypersurface Y replacing the bound-
ary, as above. This wave front set in turn is based on the so-called b-pseudodifferential
operators. In the setting of manifolds with boundaries, or indeed, corners, such asX±, these
are just the totally characteristic, or b-, pseudodifferential operators introduced by Melrose
[11], see also [12], and discussed by Melrose and Piazza [13, Section 2]. We also refer to [23]
for a concise description of the background. In our setting, to work on X with these oper-
ators, we recall that the Schwartz kernels of Ψb(X+),Ψbc(X+) are tempered distributions
on X+ × X+ which are conormal on the blow-up [X+ × X+; ∂X+ × ∂X+] to the front
face and the lifted diagonal, in the sense of being either the partial Fourier transforms of
symbols in the case of Ψbc(X+), or those of classical (one-step polyhomogeneous) symbols
in the case of Ψb(X+), which extend smoothly across the front face (to which the diagonal
is transversal, and thus this makes sense), and vanishing to infinite order on the side faces,
i.e., the lifts of X+ × ∂X+ and ∂X+ × X+. Concretely, fixing φ ∈ C∞c (R), identically 1

near 0, supported in (−1/2, 1/2) and a coordinate chart (x, y), a large subset of elements
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of Ψm
bc(X+) and Ψm

b (X+) (and indeed, all modulo smoothing operators, i.e., elements
of Ψ−∞b (X+) = Ψ−∞bc (X+)) have the form
(4.2)

(A+v)(x, y)

= (2π)−n
∫
ei
(
σ x−x

′
x′ +

∑
j ηj(yj−y

′
j)
)
φ
(x− x′

x′

)
a+(x, y, σ, η) v(x′, y′)

dx′ dy′ dσ dη

x′
,

where

a+ ∈ Sm([0,∞)x × Rn−1
y ;Rnσ,η), resp. a+ ∈ Smcl ([0,∞)x × Rn−1

y ;Rnσ,η)

ifA+ ∈ Ψm
bc(X+), resp.A+ ∈ Ψm

b (X+). (Here the symbol notation denotes symbolic behav-
ior in the variables after the semicolon.) Note that φ is identically 1 near the diagonal lifted
to [X2

+; (∂X+)2], i.e., it does not affect the diagonal singularity at all; its role is to localize
away from the side faces. Here the image of a+ in Sm/Sm−1, or if a+ is classical, the homo-
geneous degree m summand in its asymptotic expansion, is the principal symbol σb,m(A+)

of A+; this is naturally a function (or equivalence class of functions) on bT ∗X+ \ o (with o
the zero section) regarding (σ, η) as fiber coordinates on this bundle as in (4.1).

An operator A+ ∈ Ψm
bc(X+) maps C∞(X+) to itself, similarly an operator A− ∈ Ψm

bc(X−)

maps C∞(X−) to itself, so if we consider the operator

(4.3) A = e+A+r+ + e−A−r−,

where r± is restriction to X± and e± is extension as 0 from X± to X, it maps C∞(X) to
functions onX which restrict toC∞ functions onX±, but which typically have a jump at Y .
In order to eliminate this, following [12], we consider the indicial, or (Mellin transformed)
normal, operators

N̂(A+)(σ) : C∞(Y )→ C∞(Y ), σ ∈ C,

defined for ψ ∈ C∞(Y ) by taking v ∈ C∞(X+) with v|Y = ψ, and letting

N̂(A+)(σ)ψ = (x−iσA+x
iσv)|Y .

Here x−iσA+x
iσ ∈ Ψm

bc(X+) maps C∞(X+)→ C∞(X+), and the restriction (x−σA+x
iσv)|Y

only depends on ψ, not on v. (It does depend on the choice of dx|Y via conjugation by a
positive function; N̂(A+)(0) does not even depend on that.) The operator N̂(A+)(σ) only
depends on a+ via a+|bT∗YX+

, as can be seen directly by replacing x′ by s = x−x′
x′ in the

integral (4.2); conversely N̂(A+) determines the Schwartz kernel of A+ at the front face
of [X2

+;Y 2], thus a|bT∗YX+
in our local parameterization.

One defines N̂(A−)(σ)φ = ((−x)−iσA−(−x)iσv)|Y similarly, keeping in mind that−x is
the boundary defining function of X−. Letting C∞piece(X) be the set of continuous piecewise
C∞ functions, i.e., continuous functions v on X with v|X± being C∞, we see that A defined
as in (4.3) acts on C∞piece(X) provided N̂(A+)(0) = N̂(A−)(0). Note that this is not a
serious restriction in that given a± ∈ Sm(bT ∗X±) with a+|bT∗YX+

= a−|bT∗YX− there
exist A± ∈ Ψbc(X±) with principal symbol a± and matching indicial operators for all σ;
indeed (4.2) and its analogue for X−, where x, x′ are replaced by −x,−x′, produces such
an operator. (We remark here that the requirement N̂(A+) = N̂(A−) is even independent of
the choice of dx|Y .)
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We then define Ψm
b (X,Y ) to consist of operators A acting on C∞piece(X), via (4.3), where

the pair of operators (A+, A−) ∈ Ψm
b (X+)×Ψm

b (X−) arises from a symbol a ∈ Sm(bT ∗X)

restricted toX+, resp.X−, modulo Ψ−∞b (X+)×Ψ−∞b (X−), and satisfies N̂(A+) = N̂(A−).
Such an operator A has Schwartz kernel on X2 supported in (X+)2 ∪ (X−)2, conormal
on [X2;Y 2]. Thus, modulo Ψ−∞b (X,Y ), with φ as above, these operators are of the form

(Av)(x, y)

= (2π)−n
∫
ei
(
σ x−x

′
x′ +

∑
j ηj(yj−y

′
j)
)
φ
(x− x′

x′

)
a(x, y, σ, η) v(x′, y′)

dx′ dy′ dσ dη

x′
,

where
a ∈ Sm(Rx × Rn−1

y ;Rnσ,η), resp. a ∈ Smcl (Rx × Rn−1
y ;Rnσ,η)

if A ∈ Ψbc(X,Y ), resp. A ∈ Ψb(X,Y ). Note that the support condition on φ implies that
1
2 ≤

x
x′ ≤

3
2 on suppφ, so in particular x and x′ have the same sign, which means that

A preserves the class of distributions supported in X+, as well as those in X−.

The key property of Ψ0
bc(X,Y ) is given in the following lemma:

L 4.1 (cf. [23, Lemma 3.2]). – AnyA ∈ Ψ0
bc(X,Y ) of compactly support is bounded

on H1(X), with norm bounded by a seminorm in Ψ0
bc(X,Y ). By duality, the analogous state-

ment holds on H−1(X) as well.

Proof. – If u ∈ C∞comp(X) (which is a dense subspace of H1(X)), then the compactly
supported Au restricts to a C∞ function on both X+ and X−, namely A±u|X± , whose
restriction to the boundary is the indicial operator N̂(A±)(0) applied to u|Y , and thus
these two C∞ functions coincide at Y . As first derivatives of such a continuous piecewise
C∞ function are given by the (no longer necessarily continuous, but still locally bounded)
C∞ functions given by differentiating the restrictions to each half-space separately, and
as ‖A±u|X±‖H1 ≤ C‖u|X±‖H1 by [23, Lemma 3.2], with C bounded by a continuous
seminorm on Ψ0

bc(X±), the claim follows.

We in fact need to generalize the coefficients of Ψbc(X,Y ) to allow conormal singularities
if gij are not simply piecewise smooth, i.e., have C∞ restrictions to X±. The key point is
that one can allow more general conormal behavior at the front faces, i.e., allow a to satisfy
symbolic bounds in x:∣∣∣((xDx)`Dα

yD
β
(σ,η)a

)
(x, y, σ, η)

∣∣∣ ≤ C`αβ〈(σ, η)〉m−|β|;

denote by Ψbcc(X,Y ) the resulting space. With such coefficients, in general,A ∈ Ψ0
bcc(X,Y )

no longer preserves H1, though if one requires A = A0 + A1 with A0 ∈ Ψ0
bc(X,Y ) +

xΨ0
bcc(X,Y ), the H1 bounds remain valid. However, L2 bounds are valid in general (and

general b-Sobolev space bounds also hold: as usual the issue with H1 is only the normal
derivative at Y ), and Ψbcc(X,Y ) is closed under composition with

A ∈ Ψm
bcc(X,Y ), B ∈ Ψm′

bcc(X,Y ) =⇒ AB ∈ Ψm+m′

bcc (X,Y ), [A,B] ∈ Ψm+m′−1
bcc (X,Y ),

with principal symbols given by

σb,m+m′(AB) = σb,m(A)σb,m′(B), σb,m+m′([A,B]) =
1

i
{σb,m(A), σb,m′(B)},
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with {., .} being the Hamilton bracket lifted to bT ∗X. Note that if f ∈ I [−s](Y ) then the
operator of multiplication by f is in Ψ0

bc(X,Y ) provided s > 1.

The propagation of singularities theorem is then the following:

T 4.2. – Suppose r,m ∈ R, u ∈ H1,r
b,loc(X) and �u ∈ H−1,m+1

b,loc (X). Then
WF1,m

b (u) is a union of maximally extended GBB.

This theorem is proved by using b-ps.d.o’s, A ∈ Ψbc(X) (so no conormal coefficients
allowed), as microlocalizers, gaining regularity relative to H1

loc(X). One works with the
quadratic form as was done in [23] for the Neumann boundary condition and in [24] for
differential forms. That is, similarly to Section 2, one considers 〈i[�, A]u, u〉, but one thinks
of � : H1,m

b,loc → H−1,m
b,loc , i.e., written out explicitly as L2 pairings, this means one considers

with A = Ǎ2, Ǎ = Ǎ∗ (with the adjoint taken with respect to the L2 inner product), and
writes

〈iAu,�u〉 − 〈i�u,Au〉 = 〈igljDjAu,Dlu〉 − 〈igljDju,DlAu〉.
In order to compute the commutator, one must commute A past Dj and Dl, which works
exactly as in these papers, as well as commute A through glj ∈ I [−s0]. However, the com-
mutator [A, glj ] ∈ Ψbcc(X,Y ) need not be further commuted through the derivatives Di,
i.e., one can keep this commutator as a coefficient of Dj : this is how [24, Proposition 3.10]
organizes this commutator in the setting of differential forms. (Here the potential problem is
commuting the normal derivative to Y through glj ; tangential derivatives are harmless.) One
can then follow the proof given in [24], see in particular Proposition 5.1 and Proposition 6.1
there, thus the proof of Theorem 4.2 can be completed as in [24].

R 4.3. – Note that in particular Theorem 4.2 holds for transmission problems;
indeed, these do not even require the introduction of Ψbcc(X,Y ), i.e., are in this sense
technically a bit easier than our, more regular, problem!

Thus, if q0 = (0, y0, ξ0, η0) ∈ WF1,m
b (u), then there is a GBB γ̃ with γ̃(0) = q0 which

is in WF1,m
b (u). If q0 is not glancing, this states that for small ε > 0, one of the backward

integral curve segments of Hp, defined over (−ε, 0], is in WF1,m
b (u). Since WF1,m

b (u) is just
WFm+1(u) outside Y , we thus have that if q0 ∈WF1,m

b (u), then there is a backward integral
curve segment from q0 which is in WFm+1(u) over (−ε, 0).

As a corollary we can now prove that Theorem 1.4 implies Theorem 1.1:

Proof of Theorem 1.1 given Theorem 1.4. – By assumption, for some δ > 0, u is inHs−ε0

along the backward bicharacteristics from q0, i.e., WFs−ε0(u) ∩ γ̃|(−δ,0) = ∅ for all γ̃ with
γ̃(0) = q0; note that for δ > 0 sufficiently small, these are disjoint from bT ∗YX. The wave
front set being closed, there is a neighborhood U of these bicharacteristic segments disjoint
from WFs−ε0(u). Let t be a global time function, which thus has a derivative with a definite
sign along Hp depending on the component of the characteristic set. Since the other case is
similar, we assume that t is increasing along Hp in the component of q0. Now let t0 = t(q0),
and let

T2 = sup{t(γ̃(−3δ/4)) : γ̃ a GBB, γ̃(0) = q0} < t0,
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and let T1 ∈ (T2, t0). Let

K = {γ̃(s) : t(γ̃(s)) ∈ [T2, T1], γ̃ a GBB, γ̃(0) = q0},

which is thus compact, and if γ̃(s) ∈ K then s ∈ (−δ, 0), so γ̃(s) /∈ WFs−ε0(u), so
K ∩WFs−ε0(u) = ∅ and U is a neighborhood of K (disjoint from WFs−ε0(u) by the above
discussion). Let χ0 ∈ C∞(R) be such that χ0 ≡ 1 near (−∞, T2], and χ0 ≡ 0 near [T1,∞),
and letχ = χ0◦t. Let�−1

+ denote the forward solution operator for�, i.e., given f supported
in t > t1, v = �−1

+ f is the unique solution of �v = f with t > t1 on supp v. Then

u = χu−�−1
+ [�, χ]u,

since both sides solve �w = 0 and the difference is supported in t ≥ T2. Similarly, with �−1
−

the backward solution operator,

u = (1− χ)u−�−1
− [�, 1− χ]u = (1− χ)u+�−1

− [�, χ]u,

so

u = (�−1
− −�−1

+ )[�, χ]u.

Moreover, for any f , v = (�−1
− − �−1

+ )f solves �v = f , and as WF1,m
b (�−1

+ )(f) is
contained in points from which some backward GBB enters WF−1,m−1

b (f), and analogously
WF1,m

b (�−1
− )(f) is contained in points from which some forward GBB enters WF−1,m−1

b (f),
WF1,m

b (v) is contained in GBB through WF−1,m−1
b (f).

So now let Q ∈ Ψ0(X) be such that WF′(Q) ⊂ U and WF′(Id−Q) ∩K = ∅, and let

u0 = (�−1
− −�−1

+ )Q[�, χ]u, u1 = (�−1
− −�−1

+ )(Id−Q)[�, χ]u.

We treat u0 and u1 separately.

We start with u1. We note that backward bicharacteristics from q0 cannot enter
WF′(Id−Q) ∩ T ∗supp dχX, for if γ̃ is such a backward bicharacteristic from q0 and
γ̃(s) ∈ T ∗supp dχX, then t(γ̃(s)) ∈ [T2, T1], so γ̃(s) ∈ K, which is disjoint from WF′(Id−Q).
Correspondingly

q0 /∈WF1,∞
b (u1),

and WF1,∞
b (u1) is disjoint from forward bicharacteristic segments from q0, in particular, for

sufficiently small s > 0, for which γ̃(s) /∈ bT ∗YX, γ̃(s) /∈WF(u1).

Now we turn to u0. As WFs−ε0−1([�, χ]u) ⊂WFs−ε0(u)∩T ∗supp dχX is disjoint from U ,
we deduce that Q[�, χ]u ∈ Hs−ε0−1, and thus

u0 = (�−1
− −�−1

+ )Q[�, χ]u ∈ H1,s−ε0−1
b,loc (X).

In particular, u0 ∈ L2
loc as s − ε0 ≥ 0. By Corollary 8.4, u0 ∈ Hs−ε0

loc . Moreover, with
γ0 denoting the integral curve of Hp through (0, y0, ξ0, η0), γ0|(−δ,0) is disjoint from WFs(u0)

since the analogous statement is true for u. Thus, Theorem 1.4 is applicable to u0, giving
that all of γ0 is disjoint from WFs(u0). Combining with the result on u1, Theorem 1.1 is
proved.
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5. Paired Lagrangian distributions

The class of distributions that plays the starring role below is that of paired Lagrangian
distributions associated to two cleanly intersecting Lagrangians with the intersection
having codimension k; these were introduced by Guillemin and Uhlmann [6] following
the codimension 1 work of Melrose and Uhlmann [16]. In the model case where these La-
grangians are Λ̃0 = T ∗0 Rn and Λ̃1 = N∗{x′′ = 0} in T ∗Rn where the coordinates on Rn are
x = (x′, x′′) ∈ Rk × Rn−k, these (compactly supported) elements of Ip,l(Λ̃0, Λ̃1) are defined
in [6], modulo C∞c (Rn), by oscillatory integrals of the form

(5.1)
∫
ei[(x

′−s)ζ′+x′′ζ′′+sσ]a(x, s, ζ, σ) ds dζ dσ,

a being a product type symbol a ∈ SM,M ′(Rn+k
x,s ,Rnζ ,Rkσ) with M = p − n/4 + k/2,

M ′ = l − k/2 and with compact support in x, s, and in general via reduction to this model
Lagrangian pair via a Fourier integral operator. Here a ∈ SM,M ′(Rn+k

x,s ,Rnζ ,Rkσ) means that

|(Dα
x,sD

β
ζD

γ
σa)(x, s, ζ, σ)| ≤ Cαβγ〈ζ〉M−|β|〈σ〉M

′−|γ|.

Such a distribution is, microlocally away from Λ̃0∩Λ̃1, in Ip(Λ̃1\Λ̃0) and in Ip+l(Λ̃0\Λ̃1). It
is important to realize that these distributions are not a simple extension of these two classes
of Lagrangian distributions, and in particular it is not the case that Ip+l(Λ̃0) ⊂ Ip,l(Λ̃0, Λ̃1)

for all p, l, though this inclusion of course holds away from Λ̃0 ∩ Λ̃1. In fact, what is true is

Ip(Λ̃0) ⊂ Ip−k/2,k/2(Λ̃0, Λ̃1);

we show this below in Lemma 5.2. On the other hand, Ip(Λ̃1) ⊂ Ip,l(Λ̃0, Λ̃1), so there
is a fundamental asymmetry between the two Lagrangians with Λ̃1 acting as the ‘main’
Lagrangian.

Indeed, this model can be simplified as follows. A distribution u is in Ip,l(Λ̃0, Λ̃1), modulo
C∞c (Rn), if it can be written as ∫

ei[x
′ζ′+x′′ζ′′]b(x, ζ) dζ,

i.e., is essentially the inverse Fourier transform of b, with b satisfying the following estimates
withM = p−n/4 +k/2,M ′ = l−k/2 as before: First, in the region |ζ ′| ≤ C ′|ζ ′′|, |ζ ′′| ≥ 1,
the conditions on b amount to

(5.2) |(Qb)(x, ζ)| ≤ C〈ζ ′′〉M 〈ζ ′〉M
′

whenever Q is a finite product of differential operators of the form

(5.3) Dζ′m
, ζ ′jDζ′m

, ζ ′′j Dζ′′m
,

i.e., standard product-type regularity, when localized to this region. (Note that by localizing
to the region where ζ ′′q , for instance, dominates the other ζ ′′j , one may simply replace ζ ′′j by ζ ′′q ,
as may be convenient on occasion.) On the other hand, in the region where |ζ ′′| ≤ C ′′|ζ ′|,
|ζ ′| ≥ 1, which maps to Λ̃0 away from the intersection of Λ̃0 and Λ̃1 and is not of too much
interest, one has standard symbolic regularity, i.e.,

|(Qb)(x, ζ)| ≤ C〈ζ ′〉M+M ′
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whenever Q is a finite product of differential operators of the form

ζ ′jDζ′m
, ζ ′jDζ′′m

.

Alternatively, altogether, without any localization, one has bounds

(5.4) |(Qb)(x, ζ)| ≤ C〈ζ〉M 〈ζ ′〉M
′

whenever Q is a finite product of differential operators of the form

(5.5) Dζ′m
, ζ ′jDζ′m

, Dζ′′m
, ζ ′′j Dζ′′m

, ζ ′jDζ′′m
.

One direction of this equivalence claim is easily shown by starting from (5.1) by taking

b(x, ζ) =

∫
eis(σ−ζ

′)a(x, s, ζ, σ) ds dσ =

∫
( F ′a)(x, ζ ′ − σ, ζ, σ) dσ,

where F ′ is Fourier transform in the second slot (so F ′a is Schwartz in this variable!) and
directly checking the stability estimates. For the converse, if b is supported in |ζ ′| < C ′|ζ ′′|,
as one may assume, one can take

a(x, s, ζ, σ) = (2π)−kb(x, σ, ζ ′′)χ(〈ζ ′〉/〈ζ ′′〉)χ0(s),

whereχ ∈ C∞c (R) is identically 1 on [0, 2C ′], whileχ0 ∈ C∞c (Rk) is such that if b is supported
in |x| < R then χ0(s) is identically 1 on |s| < 2R. Here the localizer χmakes a into a symbol
of the desired product type in (ζ, σ), while χ0 localizes the support in s. With this definition
of a, ∫

( F ′a)(x, ζ ′ − σ, ζ, σ) dσ = χ(〈ζ ′〉/〈ζ ′′〉)
∫
b(x, σ, ζ ′′)(2π)−kχ̂0(ζ ′ − σ) dσ;

by the support conditions onχ and b and as χ̂0 is Schwartz, dropping the factorχ only causes
a Schwartz error to obtain b̃(x, ζ) =

∫
b(x, σ, ζ ′′)(2π)−kχ̂0(ζ ′ − σ) dσ. Now,∫

eix
′·ζ′ b̃(x, ζ ′) dζ ′ = χ0(x)

∫
eix
′·ζ′b(x, ζ ′) dζ ′ =

∫
eix
′·ζ′b(x, ζ ′) dζ ′,

so the distributions defined by a and b differ by an element of C∞(Rn) as claimed.

Since it is helpful in understanding the geometry, we remark that, although we do not
emphasize this point of view here, the regularity statement (5.4)-(5.5) for b, when localized
to the relevant region |ζ ′| < C|ζ ′′| where it is equivalent to (5.2)-(5.3), amounts to the
statement that b is a conormal function on the blow-up of Rnx × Rnζ , with the second factor

radially compactified, at Rnx × ∂Rn−kζ′′ , i.e., at infinity in ζ where ζ ′ = 0, with order M on
the front face, and order M + M ′ on the lift of Rn × ∂Rn, where M = p − n/4 + k/2,
M ′ = l − k/2 as before. See Figure 1. Indeed, to see this one just needs to recall that
conormality on a manifold with corners means iterative regularity with respect to the vector
fields tangent to the boundary hypersurfaces, the set of which in this region is spanned by the
lifts of the vector fields (5.3). For instance, near the corner (the boundary of ff) one can take
local ‘coordinates’ x, |ζ ′|−1, |ζ

′|
|ζ′′| ,

ζ′

|ζ′| ,
ζ′′

|ζ′′| corresponding to a local product identification

with Rn× [0, 1)× [0, 1)×Sk−1×Sn−k−1 with |ζ
′|
|ζ′′| defining the front face and |ζ ′|−1 defining

the lift of Rn × ∂Rn, and compute the lifts directly (using actual projective coordinates on
the sphere factors).
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↵

F 1. The blowup of Rnx × Rnζ at Rn × ∂Rk̃ζ′′ , with k̃ = n − k, with the
factor Rn not shown. Here ff denotes the front face of the blowup. The thick line
meeting the interior of ff is Rk̃ζ′′ (i.e., ζ′ = 0), while the thin lines are its translates,
i.e., lines (really submanifolds) along which ζ′ is constant. The thin lines meeting the
other boundary hypersurface are lines along which |ζ′|/|ζ′′| is constant. A defining
function of the front face, at least in a neighborhood such as |ζ′|/|ζ′′| < C,
is 〈ζ′〉/|ζ′′|, while that of the other boundary hypersurface is 〈ζ′〉−1. Thus, |ζ′′|−1 is
the product of these two defining functions, i.e., is, locally, a total boundary

defining function.

Indeed, a further argument shows that first, moduloC∞(Rn), the x′′ dependence of b can
be eliminated via expanding b in Taylor series around x′′ = 0 and noting that (x′′)α be-
comes (−1)|α|Dα

ζ′′ after an integration by parts, so in view of the symbolic estimates in ζ ′′

corresponds to reduced p, with an asymptotic summation argument completing the argu-
ment. Next, modulo Ip(Λ̃1), the x′ dependence of b can be eliminated by a similar argu-
ment, expanding in Taylor series in x′, which via integration by parts gives (−1)αDα

ζ′ , thus
reducing l, which via an asymptotic summation argument completes the claim. Hence, it may
be assumed that, modulo a term in Ip(Λ̃1), a paired Lagrangian distribution is the inverse

Fourier transform of a conormal function on the blow-up of Rn at ∂Rn−kζ′′ , i.e., at infinity in ζ
where ζ ′ = 0, with order M on the front face, and order M + M ′ on the lift of ∂Rn, where
M = p− n/4 + k/2, M ′ = l − k/2 as before.

One immediate consequence is:

L 5.1. – If p1 ≤ p2 and p1 + l1 ≤ p2 + l2 then Ip1,l1(Λ0,Λ1) ⊂ Ip2,l2(Λ0,Λ1).

Proof. – It suffices to consider the model pair, (Λ̃0, Λ̃1). Since the class of differential
operators under which one has stability in the two cases is the same, one just has to remark
that for p′1 ≤ p′2, p′1 + l′1 ≤ p′2 + l′2,

〈ζ〉p
′
1〈ζ ′〉l

′
1 ≤ 〈ζ〉p

′
1〈ζ ′〉l

′
2〈ζ ′〉p

′
2−p

′
1 ≤ 〈ζ〉p

′
1〈ζ ′〉l

′
2〈ζ〉p

′
2−p

′
1 = 〈ζ〉p

′
2〈ζ ′〉l

′
2 .

Another immediate consequence is:

L 5.2. – We have

Ip(Λ0) ⊂ Ip−k/2,k/2(Λ0,Λ1).
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Proof. – Again, it suffices to consider the model pair, (Λ̃0, Λ̃1). An element of Ip(Λ̃0) can
be written, moduloC∞(Rn), as the inverse Fourier transform of a symbol in Sp−

n
4 (Rn). But

Sp−
n
4 (Rn) is conormal on Rn, of order p − n

4 , hence on its blow-up at ∂Rn−kζ′′ , with order

M = M+M ′ = p−n/4 both on the front face, and on the lift of ∂Rn. In terms of I p̃,l̃(Λ̃0, Λ̃1)

this corresponds to orders p̃ = p− k/2, l̃ = k/2, proving the lemma.
To phrase the proof less geometrically, one notes that the regularity of symbols in Sp−

n
4 (Rn)

is with respect to a class of vector fields that includes (5.3) locally in the relevant re-
gion |ζ ′| < C|ζ ′′| (indeed, this larger class also includes ζ ′′j Dζ′m

), so in particular the inclu-
sion of this symbol class into that of (5.2)-(5.3) holds withM = p−n/4,M ′ = 0, completing
the proof.

Note from the proof that one cannot lower p̃ = p − k/2 even by increasing l̃ = k/2. In
fact, on the one hand, for an element of Sp̃

′,l̃′ the growth rate at the front face is determined
by p̃′ alone, and on the other hand for u ∈ Ip(Λ̃0), the growth rate at this place is determined
by p in general (i.e., there is no extra decay at the front face compared to other directions).

One can now easily describe the principal symbol on Λ1 in general (without homogeneity
discussions as in [6]). For this purpose it is useful to work with half-densities to avoid
having to tensor with bundles that vary with the particular problem we want to study (such
as half-density bundles from the base space X, or a factor of the base space on product
spaces X = XL ×XR). Since the half-density bundles are trivial, from now on, without
further comments, we trivialize them on the base manifold, as well as its factors, so as
to regard distributions (e.g., elements of Ip,l(Λ0,Λ1)) as distributional half-densities, and
distributions with values in densities on the right factor XR (which are the Schwartz kernels
of operators acting on functions) also as distributional half-densities.

L 5.3. – Suppose u ∈ Ip,l(Λ0,Λ1) given by an inverse Fourier transform F −1b, b sat-
isfies (5.2)-(5.3),M = p−n/4+k/2,M ′ = l−k/2 as before, and b is supported in 〈ζ ′〉 ≤ C〈ζ ′′〉.
(Equivalently, b is conormal on the blow-up of [Rnζ ; ∂Rn−kζ′′ ] supported in 〈ζ ′〉 ≤ C〈ζ ′′〉, with or-
der M on the front face, and order M +M ′ on the lift of ∂Rn.)

Let a = ( F ′)−1b, where F ′ is partial Fourier transform in the primed variables. Then

(5.6) a ∈ Sp−n/4+k/2(Rn−kζ′′ ; IM
′+ k

4 (Rkx′ ;N∗{0})),

and the equivalence class of a modulo Sp−n/4+k/2−1(Rkx′ \ 0;Rn−kζ′′ ) satisfies

(5.7) [(2π)
(n−2k)

4 a|x′ 6=0 |dx′|1/2|dζ ′′|1/2] = σΛ1\Λ0,p(u),

with the right hand side being the standard principal symbol of a (microlocal) element of Ip(Λ1).
The equivalence class of

(2π)
(n−2k)

4 a |dx′|1/2 |dζ ′′|1/2 modulo Sp−1−n/4+k/2(Rn−kζ′′ ; IM
′+1+ k

4 (Rkx′ ;N∗{0}))

is the principal symbol of u on Λ1, which is well-defined.
Furthermore,

a ∈ Sp−1−n/4+k/2(Rn−kζ′′ ; IM
′+1+ k

4 (Rkx′ ;N∗{0})) =⇒ u ∈ Ip−1,l+1(Λ0,Λ1),

while if
ã ∈ Sp−n/4+k/2(Rn−kζ′′ ; IM

′+ k
4 (Rkx′ ;N∗{0}))
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then there is u ∈ Ip,l(Λ0,Λ1) such that the principal symbol of u on Λ1 is ã.

Proof. – Note that elements of SM,M ′ with the stated support condition are exactly
the functions on Rn with a bound |b| ≤ C〈ζ ′′〉M 〈ζ ′〉M ′ which is stable upon iteratively
applying finite products of ζ ′jDζ′m

, Dζ′m
, ζ ′′j Dζ′′m

, Dζ′′m
to b, so it consists exactly of elements

of SM (Rn−kζ′′ ;SM
′
(Rk)) with the stated support. Since the partial inverse Fourier transform

in the primed variables maps SM
′
(Rkx′) continuously to IM

′+ k
4 (Rkx′ ;N∗{0}), (5.6) follows

immediately. As the standard parameterization of a conormal distribution in Ip(Λ1) is

(2π)−(n+2(n−k))/4

∫
eix
′′·ζ′′ ã(x′, x′′, ζ ′′) dζ ′′,

with ã ∈ Sp+(n−2(n−k))/4(Rnx ;Rn−kζ′′ ) with principal symbol given by the equivalence class
of the restriction of ã to x′ = 0, while

u = (2π)−n+k

∫
eix
′′·ζ′′( F ′)−1b(x′, ζ ′′) dζ ′′,

with ( F ′)−1b(x′, ζ ′′) in SM (Rn−kζ′′ ;C∞(Rk \ 0)), (5.7) follows.
Since conversely we have that the partial Fourier transform in the primed variables maps

SM (Rn−kζ′′ ; IM
′+ k

4 (Rkx′ ;N∗{0})) to SM (Rn−kζ′′ ;SM
′
(Rk)), if u = F −1b, and b ∈ SM,M ′

satisfies
( F ′)−1b ∈ SM−1(Rn−kζ′′ ; IM

′+1+ k
4 (Rkx′ ;N∗{0})),

then b ∈ SM−1,M ′+1 and thus u ∈ Ip−1,l+1. Further, if

ã ∈ Sp−n/4+k/2(Rn−kζ′′ ; IM
′+ k

4 (Rkx′ ;N∗{0}))

then defining b to be (2π)−
(n−2k)

4 ( F ′ã)χ, where χ is a symbol on Rn, with support
in 〈ζ ′〉 < 2〈ζ ′′〉, identically 1 on 〈ζ ′〉 < 〈ζ ′′〉, then b− (2π)−

(n−2k)
4 ( F ′ã) ∈ SM−N,M ′+N for

every N ≥ 0, and thus

(2π)
(n−2k)

4 ( F ′)−1b− ã ∈ SM−1(Rn−kζ′′ ; IM
′+1+ k

4 (Rkx′ ;N∗{0}))

as claimed.

This description of paired Lagrangians is rather convenient for describing what happens
when Λ0 and Λ1 are interchanged.

P 5.4. – For l < −k/2 and N ∈ N such that l +N < −k/2 one has

Ip,l(Λ0,Λ1) ⊂ Ip(Λ1) + Ip−N−
k
2 ,N+ k

2 (Λ1,Λ0).

On the other hand, for l > −k/2,

Ip,l(Λ0,Λ1) ⊂ Ip+l, k2 (Λ1,Λ0).

In both cases the inclusion maps are continuous, i.e., in the first case, when restricted to
distributions with support in a fixed compact set, for any M there is M ′ and C > 0 such that
for u ∈ Ip,l(Λ0,Λ1) there are u1 ∈ Ip(Λ1) and u2 ∈ Ip−N−

k
2 ,N+ k

2 (Λ1,Λ0) with u = u1 + u2

and

(5.8) ‖u1‖Ip(Λ1);M + ‖u2‖
Ip−N−

k
2
,N+ k

2 (Λ1,Λ0);M
≤ C‖u‖Ip,l(Λ0,Λ1);M ′ ,

where ‖.‖Ip(Λ1);M , etc., denotes the M th seminorm giving the topology on Ip(Λ1), etc.
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Note that when l > −k/2, Ip(Λ1) ⊂ Ip,l(Λ0,Λ1) (recall that the second Lagrangian is the
‘main’ Lagrangian!) is included in Ip+l,

k
2 (Λ1,Λ0) by Lemma 5.2 and Lemma 5.1, while the

same conclusion does not hold when l < −k/2 necessitating the addition of Ip(Λ1) explicitly
to the right hand side.

Proof. – As usual, it suffices to consider the model Lagrangians. It is straightforward
to write down an explicit homogeneous symplectomorphism, and quantize it as a Fourier
integral operator, microlocally near Λ̃0∩Λ̃1. Explicitly, whereC|ξ′′q | > 〈ξ〉, as one may always
arrange microlocally near a point in the intersection by suitably picking the index q, letting
eq be the corresponding coordinate unit vector, one can take the symplectomorphism

(x′, x′′, ξ′, ξ′′) 7→ (− ξ
′

ξ′′q
, x′′ +

x′ · ξ′

ξ′′q
eq, ξ

′′
q x
′, ξ′′),

and quantize it as

Fu(y) =

∫
ei(y

′′−x′′+(x′·y′)eq)·ξ′′ |ξ′′q |k/2 u(x) dx dξ′′

=

∫
eiy
′′·ξ′′ |ξ′′q |k/2( F u)(−ξ′′q y′, ξ′′) dξ′′,

where the symbol |ξ′′q |k/2 is chosen to make F elliptic of order 0. Thus, for u ∈ Ip,l(Λ̃0, Λ̃1),
assuming as we may that u is the inverse Fourier transform of an element b of Sp

′,l′ with
p′ = p− n/4 + k/2, l′ = l − k/2, and with support in |ξ| ≤ C|ξ′′q |, |ξ′′q | ≥ 1,
(5.9)

Fu(y) =

∫
eiy
′′·ξ′′ |ξ′′q |k/2b(−ξ′′q y′, ξ′′) dξ′′ =

∫
ei(y

′·ξ′+y′′·ξ′′)|ξ′′q |k/2( F ′b̃)(ξ′, ξ′′) dξ,

b̃(ζ ′, ζ ′′) = b(ζ ′′q ζ
′, ζ ′′),

where

F ′b̃(ξ′, ξ′′) = (2π)−k
∫
e−iξ

′·ζ′ b̃(ζ ′, ξ′′) dζ ′

is the partial inverse Fourier transform of b̃. Thus, Fu is (up to a constant factor) the inverse
Fourier transform of

a(ξ′, ξ′′) = |ξ′′q |k/2( F ′b̃)(ξ′, ξ′′) = |ξ′′q |−k/2( F ′b)((ξ′′q )−1ξ′, ξ′′) = ( F̃
′
b)(ξ′, ξ′′),

with F̃
′

defined by the last equation, and in order to prove the proposition, we only need to
show that (with p′ = p− n/4 + k/2, l′ = l − k/2)

(5.10)
l′ > −k ⇒ F̃

′
Sp
′,l′ ⊂ Sp

′+l′+k/2,0

l′ < −k ⇒ F̃
′
Sp
′,l′ ⊂ Sp

′−k/2(Rn) + Sp
′−N−k/2,N ,

with continuous inclusions. We first prove the first implication as well as the second in the
special caseN = 0, when the first term on the right hand side can be absorbed in the second.
Since it is straightforward to check that the differential operators under which we require
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iterative regularity transform properly, the main issue is to obtain sup bounds. But
(5.11)

|( F̃
′
b)(ξ′, ξ′′)| ≤ |ξ′′q |−k/2

∫
|b(ζ ′, ξ′′)| dζ ′ . |ξ′′q |−k/2

∫
〈ζ ′〉l

′
|ξ′′q |p

′
dζ ′

≤ |ξ′′q |p
′−k/2

(∫
|ζ′|≤1

dζ ′ +

∫
1≤|ζ′|≤C|ξ′′q |

|ζ ′|l
′
dζ ′
)
. |ξ′′q |p

′−k/2(1 + |ξ′′q |l
′+k),

so the conclusion immediately follows. (We remark that if l′ = −k, a logarithmic term in |ξ′′q |
would appear on the right hand side, so in terms of spaces with polynomial weights, we would
have to lose ε > 0 to end up in Sp

′−k/2+ε,0, which is the result one obtains if one simply
replaces l′ by l′+ε and applies the statement in that case, hence not stating the case l = −k/2
separately.) Now, for general N ≥ 1, we expand ( F̃

′
b)(ξ′, ξ′′) in Taylor series around ξ′ = 0

to order N − 1,

(5.12)

( F̃
′
b)(ξ′, ξ′′) =

∑
|α|≤N−1

1

α!
(ξ′)α∂αξ′( F̃

′
b)(0, ξ′′)

+
∑
|α|=N

N

α!

∫ 1

0

(1− t)N−1(ξ′)α∂αξ′( F̃
′
b)(tξ′, ξ′′) dt,

and check that the two terms are respectively in Sp
′−k/2(Rn) and Sp

′−N−k/2,N when mi-
crolocalized to |ξ′| ≤ C̃|ξ′′q |. Here the key point is that

ξ′αDα
ξ′( F ′b)((ξ′′q )−1ξ′, ξ′′) = (−1)|α|ξ′α|ξ′′q |−|α|( F ′((M ′)αb))((ξ′′q )−1ξ′, ξ′′),

where M ′j is multiplication by the jth primed coordinate function, with (M ′)α then defined
by the standard multiindex notation, so (M ′)αb ∈ Sp′,l′+|α|, and thus, in view of (5.10) with
the already proved case,N = 0, the αth term in (5.12) is in Sp

′+l′+k/2,|α| if l′+|α| > −k, and
in Sp

′−|α|−k/2,|α| if l′+ |α| < −k, with the additional information (in view of the evaluation
at ξ′ = 0) that if |α| < N then in fact the αth term is in Sp

′+l′+|α|+k/2(Rn) if l′ + |α| > −k,
and in Sp

′−k/2(Rn) if l′ + |α| < −k. This proves (5.10) when N ≥ 0 is an integer with
l′ +N < −k, and thus the proposition.

C 5.5. – For l < −k/2 and for ε > 0,

Ip,l(Λ0,Λ1) ⊂ Ip(Λ1) + Ip+l+ε,−l−ε(Λ1,Λ0),

with continuous inclusions.

Note that the second summand has order p on Λ1, i.e., it did not increase when reversing
the order of the two Lagrangians, while it has order p+ l+ ε on Λ0, so it only increased by ε
as compared to the left hand side. This is an affordable loss when Λ0 is thought of as carrying
a ‘small singularity’, while any loss on Λ1 is unaffordable.

Also note that in view of Lemma 5.1, the corollary indeed becomes stronger if one de-
creases ε.

Proof. – If l = −k/2−ε−N for someN ∈ N and ε > 0, then this is just Proposition 5.4.
Below we assume that seminorms are actually norms, as we may (by including the weighted
sup norm without derivatives on the symbol in all of them), and that they get stronger with
increasing indexM . Let Ip,−k/2−εM ′ (Λ0,Λ1) denote the completion of Ip,−k/2−ε(Λ0,Λ1) with
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respect to the M ′th norm, so the result is a Banach space; thus, for M ′′ ≥ M ′, the identity
map on Ip,−k/2−ε(Λ0,Λ1) extends to a continuous map

I
p,−k/2−ε
M ′′ (Λ0,Λ1)→ I

p,−k/2−ε
M ′ (Λ0,Λ1),

and the completeness of Ip,−k/2−ε(Λ0,Λ1) as a Fréchet space means that

Ip,−k/2−ε(Λ0,Λ1) = ∩M ′Ip,−k/2−εM ′ (Λ0,Λ1).

Indeed, if u ∈ ∩MIp,−k/2−εM (Λ0,Λ1) then for each M there is a Cauchy sequence in
Ip,−k/2−ε(Λ0,Λ1) converging to u; we may assume that this Cauchy sequence is of the
form {uM,j}∞j=1 with ‖uM,j − u‖M ≤ 2−j . Then the diagonal sequence uj = uj,j is Cauchy
with respect to all norms M , and it converges to u in all of these, so by the completeness
of Ip,−k/2−ε(Λ0,Λ1), u ∈ Ip,−k/2−ε(Λ0,Λ1). We use similar notation for completions of
other spaces with respect to various norms below.

The complex interpolation spaces for Ip,−k/2−εM ′ (Λ0,Λ1) and I
p,−k/2−ε−N
M ′ (Λ0,Λ1) are

I
p,−k/2−ε−Nθ
M ′ (Λ0,Λ1), θ ∈ [0, 1], since in the interpolation only the weight corresponding

to Λ0 is changed, and the seminorms are weighted L∞ bounds, i.e., the interpolation is
actually for a family of multiplication operators. Similarly, the complex interpolation spaces
between Ip−k/2,k/2M (Λ1,Λ0), and Ip−N−k/2,N+k/2

M (Λ1,Λ0), are Ip−Nθ−k/2,Nθ+k/2M (Λ1,Λ0),
θ ∈ [0, 1]; now both weights are interpolated, but this still is interpolation for a family of
multiplication operators. In view of the continuity of the inclusion map

Ip,−k/2−ε−N (Λ0,Λ1) ↪→ Ip(Λ1) + Ip−N−k/2,N+k/2(Λ1,Λ0)

forN ∈ N, for allM there isM ′ such that the inclusion map extends to a map from theM ′th
completion of the left hand side to theM th completion of the right hand side. Thus, complex
interpolation is applicable, and yields that

I
p,−k/2−ε−Nθ
M ′ (Λ0,Λ1) ↪→ IpM (Λ1) + I

p−Nθ−k/2,Nθ+k/2
M (Λ1,Λ0), θ ∈ [0, 1].

In particular, as
Ip,−k/2−ε−Nθ(Λ0,Λ1) ⊂ Ip,−k/2−ε−NθM ′ (Λ0,Λ1),

the inclusion map extends to

Ip,−k/2−ε−Nθ(Λ0,Λ1) ↪→ IpM (Λ1) + I
p−Nθ−k/2,Nθ+k/2
M (Λ1,Λ0), θ ∈ [0, 1],

for all M , with the spaces on the right becoming stronger with M . Since the intersections of
these spaces are Ip(Λ1) + Ip−Nθ−k/2,Nθ+k/2(Λ1,Λ0), we deduce that

Ip,−k/2−ε−Nθ(Λ0,Λ1) ↪→ Ip(Λ1) + Ip−Nθ−k/2,Nθ+k/2(Λ1,Λ0), θ ∈ [0, 1].

As N ∈ N is arbitrary,

Ip,−k/2−ε−m(Λ0,Λ1) ⊂ Ip(Λ1) + Ip−m−k/2,m+k/2(Λ1,Λ0)

when m ≥ 0 real, which is just a rewriting of the statement of the corollary.

We also recall the composition rule of Antoniano and Uhlmann [1] for flow-outs, with Λ1

the flow-out of Λ0 = N∗diag, as referred to in [3, Proposition 1.39], namely (with k the
codimension of the intersection)

(5.13) Ip,l(Λ0,Λ1) ◦ Ip
′,l′(Λ0,Λ1) ⊂ Ip+p

′+k/2,l+l′−k/2(Λ0,Λ1),
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where the elements in the classes are understood to have compact wave front set (in the
cosphere bundle identification) within the flow-out. We recall the set-up of flow-outs here,
phrased in the general codimension case as in Greenleaf and Uhlmann [3]. Thus, one of
the Lagrangians is the conormal bundle N∗diag of the diagonal, and the other is a flow-
out Λ = ΛΓ corresponding to a conic, codimension k, involutive (i.e., coisotropic) Γ ⊂ T ∗Rn.
Such a Γ is defined by the vanishing of k functions pi which Poisson commute on Γ; ΛΓ is
then the set of points ((x, ξ), (y,−η)) ∈ T ∗R2n such that (y, η) = exp(

∑
tjHpj )(x, ξ) for

some t ∈ Rk. We give a concrete example: if Γ = T ∗YX with Y defined by x′ = 0, x′ ∈ Rk,
then one can take x′1, . . . , x

′
k as the Poisson commuting functions, and then ΛΓ consists of

points ((x, ξ), (y, η)) such that x = y ∈ Y (i.e., x′ = 0 = y′, x′′ = y′′) and ξ+ η ∈ N∗xY (i.e.,
ξ′′ = −η′′), i.e.,

ΛΓ = N∗{x′ = 0 = y′, x′′ = y′′}.

Another example, considered in [3], is with Γ̃ given by ξ′ = 0, so

(5.14) Λ̃ = ΛΓ̃ = {((x, ξ), (y, η)) : ξ′ = 0 = η′, ξ′′ = −η′′, x′′ = y′′}.

For purposes of considering elements of Ip,l(Λ0,Λ1) as operators on functions or distri-
butions on Rn, it is important whether the Lagrangians intersect T ∗Rn×oRn or oRn×T ∗Rn,
with oRn denoting the zero section of T ∗Rn. Our first example, with Γ = T ∗YX, Λ0 = N∗diag

and Λ1 = ΛΓ contains covectors of both types, namely points like

{x′ = 0 = y′, x′′ = y′′, ξ′′ = −η′′ = 0, ξ′ = 0, η′ 6= 0}

and

{x′ = 0 = y′, x′′ = y′′, ξ′′ = −η′′ = 0, η′ = 0, ξ′ 6= 0};

these are in the intersections of N∗{x′ = 0 = y′, x′′ = y′′} with N∗{y′ = 0} resp.
N∗{x′ = 0}. The behavior at these intersections is best considered in terms of another
Lagrangian pair, discussed below after (5.36), and for now we assume that the wave front
set of the elements of Ip,l(Λ0,Λ1) we consider is disjoint from T ∗Rn× oRn and oRn ×T ∗Rn.
We write

(5.15) Ĩ∗,∗(Λ0,Λ1) =
{
K ∈ I∗,∗(Λ0,Λ1) :

WF(K) ∩ (T ∗Rn × oRn) = ∅,WF(K) ∩ (oRn × T ∗Rn) = ∅
}
.

If one reverses the order of the Lagrangians, i.e., Λ0 is the flow-out of Λ1 = N∗diag, then
for l, l′ < −k/2, one has

Ip,l(Λ0,Λ1) ⊂ Ip(Λ1) + Ip+l+ε,−l−ε(Λ1,Λ0),

with a similar decomposition for Ip
′,l′(Λ0,Λ1). Now, by (5.13) in the last case (and in fact

all the other, simpler, statements can be reduced to this using Lemma 5.2),

Ip(Λ1) ◦ Ip
′
(Λ1) ⊂ Ip+p

′
(Λ1),

Ip(Λ1) ◦ Ĩp
′+l′+ε,−l′−ε(Λ1,Λ0) ⊂ Ĩp+p

′+l′+ε,−l′−ε(Λ1,Λ0),

Ĩp+l+ε,−l−ε(Λ1,Λ0) ◦ Ip
′
(Λ1) ⊂ Ĩp+p

′+l+ε,−l−ε(Λ1,Λ0)

Ĩp+l+ε,−l−ε(Λ1,Λ0) ◦ Ĩp
′+l′+ε,−l′−ε(Λ1,Λ0) ⊂ Ĩp+p

′+l+l′+2ε+k/2,−l−l′−2ε−k/2(Λ1,Λ0).
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Thus,

Ĩp,l(Λ0,Λ1)◦Ĩp
′,l′(Λ0,Λ1) ⊂ Ĩp+p

′
(Λ1)+Ĩp+p

′+l′+ε,−l′−ε(Λ1,Λ0)+Ĩp+p
′+l+ε,−l−ε(Λ1,Λ0),

which suffices for our purposes. (Note that the order of the two Lagrangians is reversed on
the two sides!)

We now recall a result of Greenleaf and Uhlmann:

P 5.6 (See [3, Theorem 3.3]). – With Λ1 = N∗diag, Λ0 its flow-out, an
operator A ∈ Ĩp,l(Λ1,Λ0) (with, say, compactly supported Schwartz kernel) is continuous
Hm′ → Hm if

p+
k

2
≤ m′ −m and p+ l ≤ m′ −m.

Note that the first condition is exactly the boundedness condition for elements of Ip(Λ0),
while the second one is that of elements of Ip+l(Λ1).

There is actually an error in the proof of [3, Theorem 3.3]. Recall that the proposition is
reduced to the case of m = m′ = 0 and equality holding in one of the two inequalities. The
p+ l = 0 (and then l ≥ k/2, so p ≤ −k/2) case is the problematic one in the proof; note that
this means that the order on the flow-out, Λ0, which is regarded as the main Lagrangian,
is small compared to that on Λ1, the conormal bundle of the diagonal. This is a problem
since Id ∈ I0(Λ1) is assumed to be Ip,l(Λ1,Λ0), but as we remarked after this only holds
for p = −k/2, l = k/2, and not for smaller values of p. However, this can be fixed: by
Lemma 5.1, if p+ l = 0, p < −k/2, then

Ip,l(Λ1,Λ0) ⊂ I−k/2,k/2(Λ1,Λ0),

so one may assume that p = −k/2, l = k/2, in which case the rest of the argument goes
through.

In view of Corollary 5.5, we deduce:

P 5.7. – With Λ1 = N∗diag, Λ0 its flow-out, Ĩ∗,∗(Λ0,Λ1) as in (5.15),
K ∈ Ĩp,l(Λ0,Λ1) is bounded from Hm′ to Hm if

p ≤ m′ −m, p+ l < m′ −m− k

2
.

Note that the assumptions are the criterion (except that equality is also allowed in the
criterion) for elements of Ip(Λ1), resp. Ip+l(Λ0), to be bounded in the stated manner.

Proof. – If l < −k/2 then Corollary 5.5 gives that for all ε > 0,

Ip,l(Λ0,Λ1) ⊂ Ip(Λ1) + Ip+l+ε,−l−ε(Λ1,Λ0).

Now, elements of Ip(Λ1) are bounded from Hm′ to Hm when p ≤ m′ − m, while those
of Ip+l+ε,−l−ε(Λ1,Λ0) are bounded from Hm′ to Hm when

p+ l + ε+
k

2
≤ m′ −m and p ≤ m′ −m,

taking ε > 0 sufficiently small (so that ε ≤ m′ −m− k
2 − p− l, note that the right hand side

is positive), the proposition follows.
If l ≥ −k/2 then for ε > 0, using l + k/2 + ε > 0, and thus in view of Lemma 5.1:

Ip,l(Λ0,Λ1) ⊂ Ip+l+k/2+ε,−k/2−ε(Λ0,Λ1),
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so by the first part of the proof Ip,l(Λ0,Λ1) is bounded from Hm′ to Hm when

p+ l + k/2 + ε ≤ m′ −m, p+ l < m′ −m− k

2
.

Taking 0 < ε < m′ − m − k
2 − (p + l), the inequalities are satisfied, and the proposition

follows.

However, while boundedness is important for our purposes, we also need to show that the
classes Ip,l(Λ0,Λ1) satisfy a composition law. For this, as well as other, purposes, we consider
another model of cleanly intersecting Lagrangians, related to the Γ = T ∗YX case considered
above.

This other model of a cleanly intersecting Lagrangian pair is, in T ∗Rn \ o, where
Rn = Rkx′ × Rn−k−dx′′ × Rdx′′′ ,

(5.16) Λ0 = N∗{x′ = 0, x′′ = 0}, Λ1 = N∗{x′′ = 0}.

One may assume (via localization in the double primed dual variables, and using that one
is near the intersection Λ0 ∩ Λ1) that one is working in the region where |ξ′′q | > C〈ξ〉, and
then this pair is reduced to the standard Lagrangian pair (Λ̃0, Λ̃1) considered above via the
homogeneous symplectomorphism

(x′, x′′, x′′′, ξ′, ξ′′, ξ′′′) 7→ (x′, x′′ +
x′′′ · ξ′′′

ξ′′q
eq,−

ξ′′′

ξ′′q
, ξ′, ξ′′, ξ′′q x

′′′),

which is quantized by the elliptic 0th order FIO

Fu(y) =

∫
ei[(y

′−x′)·ξ′+(y′′−x′′)·ξ′′+(x′′′·y′′′)eq·ξ′′]|ξ′′|d/2u(x) dx.

The characterization of Ip,l(Λ̃0, Λ̃1) as inverse Fourier transforms modulo Ip(Λ̃1) of ele-
ments of Sp,l gives that they can also be described, modulo Ip(Λ1), by oscillatory integrals

(5.17)
∫
ei(y

′·ξ′+y′′·ξ′′)b(y′′′, ξ′, ξ′′) dξ′ dξ′′,

where b ∈ Sp−
n
4 + k

2 + d
2 ,l−

k
2 (Rdx′′′ ;R

n−k−d
ξ′′ ;Rkξ′). Thus, one has the inverse Fourier trans-

form in the primed and double primed variables, with the triple primed parameters serv-
ing as parameters, i.e., one can add parametric variables to the above parameterization
using N∗{x′ = 0, x′′ = 0} and N∗{x′′ = 0} at the cost of shifting the orders appropriately.
The principal symbol of (5.17) on Λ1 is then, with F ′ the inverse Fourier transform in the
primed variables,

(5.18) (2π)
(3n+2k−2d)

4 ( F ′)−1b |dy′|1/2 |dξ′′|1/2 |dy′′′|1/2

in

(5.19) Sp−n/4+k/2+d/2(Rdy′′′ ;R
n−k−d
ξ′′ ; I l−

k
4 (Rky′ ;N∗{0}))

= Sp−n/4+k/2+d/2(Rn−k−dξ′′ ; I l−
k+d
4 (Rk+d

y′,y′′′ ;N
∗{y′ = 0}))

modulo

Sp−n/4+k/2+d/2−1(Rdy′′′ ;R
n−k−d
ξ′′ ; I l+1− k4 (Rky′ ;N∗{0}))

= Sp−n/4+k/2+d/2−1(Rn−k−dξ′′ ; I l+1− k+d4 (Rk+d
y′,y′′′ ;N

∗{y′ = 0})).
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With this parameterization it is straightforward to see, as was shown by Greenleaf and
Uhlmann in [4, Lemma 1.1], that if Y and Z are transversal manifolds of codimension d1,
resp. d2, in Rn, then the product of distributions conormal to Y and Z, respectively, is a sum
of paired Lagrangian distributions associated to the pairs (N∗(Y ∩Z), N∗Y ) and (N∗(Y ∩
Z), N∗Z). More precisely,

I [µ](Y )I [µ′](Z) ⊂ I [µ,µ′](Y ∩ Z, Y ) + I [µ′,µ](Y ∩ Z,Z),

where

(5.20) I [µ,µ′](Y ∩ Z, Y ) = Iµ+
d1
2 −

n
4 ,µ
′+

d2
2 (N∗(Y ∩ Z), N∗Y ).

(Here the left hand side is denoted by Iµ,µ
′
(Y, Y ∩ Z), Y ∩ Z = Y2 ⊂ Y1 = Y in [4]

just after Equation (1.4). Then the equality in (5.20) is the extreme left hand side of the
first displayed equation after Equation (1.4) being equal to the extreme right hand side. The
middle expression in this equation is not equal to the extreme right hand side.)

Note that here the codimension of the intersection of the two Lagrangians N∗Y

and N∗(Y ∩ Z) is d2 within either of these two Lagrangians, and thus using

I [µ](Y ) = Iµ+
d1
2 −

n
4 (N∗Y ), I [µ′](Z) = Iµ

′+
d2
2 −

n
4 (N∗Z),

one has

(5.21) Iµ(N∗Y )Iµ
′
(N∗Z) ⊂ Iµ,µ

′+n
4 (N∗(Y ∩ Z), N∗Y ) + Iµ

′,µ+n
4 (N∗(Y ∩ Z), N∗Z).

We remark here that one must be careful in ordering the Lagrangians, as mentioned above;
this is the correct ordering. Thus, the ‘main’ Lagrangians are the original ones, N∗Y
and N∗Z; N∗(Y ∩ Z) carries a relative singularity only.

While not stated explicitly in [4, Lemma 1.1], the proof given there also yields that the
principal symbol of the product uv, u ∈ Iµ(Y ), v ∈ Iµ′(Z), at N∗Y is, with π : N∗Y → Y

its bundle projection,

(5.22) σN
∗Y

µ (uv) = σN
∗Y

µ (u)π∗v|Y .

In local coordinates (x′, x′′, x′′′) ∈ Rd2 × Rd1 × Rn−d1−d2 of (5.16) in which Y is given
by x′′ = 0, Z is given by x′ = 0, this principal symbol is in
(5.23)
Sµ+n

4−
d1
2 (Rn−d1−d2x′′′ ;Rd1ξ′′ ; I

µ′+n
4−

d2
4 (Rd2x′ ;N

∗{0})) = Sµ+n
4−

d1
2 (Rd1ξ′′ ; I

µ′+
d1
4 (Rnx ;N∗{x′′ = 0}))

modulo

(5.24) Sµ+n
4−

d1
2 −1(Rn−d1−d2x′′′ ;Rd1ξ′′ ; I

µ′+n
4−

d2
4 +1(Rd2x′ ;N

∗{0}))

= Sµ+n
4−

d1
2 −1(Rd1ξ′′ ; I

µ′+
d1
4 +1(Rnx ;N∗{x′′ = 0})).

A special case of the model of (5.16) in R2n = Rnx ×Rny (note the change of dimension!),
with Rn = Rkx′ × Rn−kx′′ is, with (ξ, η) the dual variables of (x, y),

(5.25)
Λ1 = {x′ = y′, x′′ = y′′, ξ′ = −η′, ξ′′ = −η′′} = N∗diag,

Λ0 = {x′ = 0 = y′, x′′ = y′′, ξ′′ = −η′′} = N∗{x′ = 0 = y′, x′′ = y′′},
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with codimension k intersection; this corresponds to the flowout with Γ = T ∗YX, Y = {x′ = 0},
discussed above. Then the parameterization of Ip,l(Λ0,Λ1), modulo Ip(Λ1), is∫

ei[(x
′−y′)·ξ′+(x′′−y′′)·ξ′′+x′·η′]a(x′′, ξ′, ξ′′, η′) dξ dη′, a ∈ Sp,l− k2 (Rn−kx′′ ;Rnξ ;Rkη′),

with a conic neighborhood of η′ = 0 in (Rnξ × Rkη′) \ 0 corresponding to a neighborhood
of the intersection Λ0 ∩ Λ1 (so ξ is the ‘large’ variable on the parameter space, note that it
is indeed the variable in the parameterization of the conormal bundle of the diagonal), and
the x′′ dependence can be replaced by y′′ dependence. (To see this form of parameterization,
write z′′ = x − y, z′ = x′, z′′′ = x′′ then Λ1 = N∗{z′′ = 0}, Λ0 = N∗{z′ = 0, z′′ = 0}.
Replacing x′ and x′′ by y′ and y′′ in the definition of z′ and z′′′ gives the other parameteri-
zation.) Here the principal symbol is, with F ′ the Fourier transform in the last variable, η′,

(5.26) (2π)n+k( F ′)−1a |dx′|1/2 |dξ|1/2 |dx′′|1/2

in

(5.27) Sp(Rn−kx′′ ;Rnξ ; I l−
k
4 (Rkx′ ;N∗{0})) = Sp(Rnξ ; I l−

n
4 (Rnx ;N∗{x′ = 0}))

modulo

Sp−1(Rn−kx′′ ;Rnξ ; I l+1− k4 (Rkx′ ;N∗{0})) = Sp−1(Rnξ ; I l+1−n4 (Rnx ;N∗{x′ = 0})).

In order to simplify the statement of the following proposition, we make the definition
that for l, l′ ∈ R with l + l′ < 0, we let

L = max(l, l′, l + l′ + k/2)

if either l, l′ 6= −k/2, or l = −k/2 and l′ < −k/2, or l′ = −k/2, l < −k/2, and let

L > max(l, l′, l + l′ + k/2)

if either l = −k/2 and l′ ≥ −k/2, or l′ = −k/2 and l ≥ −k/2. In particular,

l, l′ < −k/2⇒ L = max(l, l′).

Writing out the composition we have:

P 5.8. – With Λ1 = N∗diag, Λ0 its flow-out, the subset Ĩ∗,∗(Λ0,Λ1)

of I∗,∗(Λ0,Λ1) defined in (5.15), satisfies that if l + l′ < 0 then

(5.28) Ĩp,l(Λ0,Λ1) ◦ Ĩp
′,l′(Λ0,Λ1) ⊂ Ĩp+p

′,L(Λ0,Λ1).

Furthermore, with −(l + l′) > δ > 0, δ ≤ 1, and δ′ = δ if l + l′ < −1, δ′ > δ if l + l′ ≥ −1,
modulo

Sp+p
′−δ(Rn−kx′′ ;Rnξ ; IL+δ′− k4 (Rkx′ ;N∗{0})) = Sp+p

′−δ(Rnξ′′ ; IL+δ′−n4 (Rnx ;N∗{x′ = 0}))

the principal symbol on Λ1 = N∗diag in

Sp+p
′
(Rn−kx′′ ;Rnξ ; IL−

k
4 (Rkx′ ;N∗{0})) = Sp+p

′
(Rnξ′′ ; IL−

n
4 (Rnx ;N∗{x′ = 0}))

of the composition of two operators is the product of their principal symbols.
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R 5.9. – As one can always decrease the second order l at the cost of increasing
the first order p, see Lemma 5.1, this result also gives that if l+ l′ ≥ 0 then for any ` > l+ l′,
with L = max(l − `, l′, l − ` + l′ + k/2) (or for any L strictly greater than this max if there
are coincidences with −k/2 as discussed before the statement of the proposition),

(5.29) Ĩp,l(Λ0,Λ1) ◦ Ĩp
′,l′(Λ0,Λ1) ⊂ Ĩp+p

′+`,L(Λ0,Λ1).

However, the increase of the order on Λ1 relative to the l+ l′ < 0 case makes this a much less
useful result.

R 5.10. – The constraint l+ l′ < 0 is exactly the constraint under which elements
of Sp(Rnξ′′ ; I l−

n
4 (Rnx ;N∗{x′ = 0})) and Sp

′
(Rnξ′′ ; I l

′−n4 (Rnx ;N∗{x′ = 0})) can be multiplied
in view of the lack of smoothness of these symbols in x′. Namely, the issue is multiplication
for elements of I l−

n
4 (Rnx ;N∗{x′ = 0}) and I l

′−n4 (Rnx ;N∗{x′ = 0}) which come from
partial inverse Fourier transforms in x′ of symbols of order l − k/2, resp. l′ − k/2. Typical
members of these classes are asymptotically homogeneous of degree l−k/2, resp. l′−k/2, so
their partial inverse Fourier transforms in x′ are, modulo smooth functions, homogeneous of
degree−k/2− l, resp.−k/2− l′. The restriction l+ l′ < 0 means that the total homogeneity
is > −k, i.e., is strictly greater than that of a delta distribution on x′ = 0. Marginally
disallowed products are thus, in the case k = 1, a delta distribution and a step function at
a hypersurface; any more smoothness than that of the step function (in terms of conormal
order) means that the functions are continuous and may be multiplied by the δ distribution.
Thus, in this sense, this proposition is sharp.

Proof. – Let
A ∈ Ĩp,l(Λ0,Λ1), B ∈ Ĩp

′,l′(Λ0,Λ1);

we may assume that A and B both have wave front set near the intersection of the two
Lagrangians. Write A resp. B as an oscillatory integral with the amplitude independent of
the right, resp. left, base variable, i.e.,

(Av)(x) =

∫
ei[(x

′−y′)·ξ′+(x′′−y′′)·ξ′′+x′·η′]a(x′′, ξ′, ξ′′, η′) dξ dη′ v(y) dy,

a ∈ Sp,l− k2 (Rn−kx′′ ;Rnξ ;Rkη′),
resp.

(Bu)(y) =

∫
ei[(y

′−z′)·ζ′+(y′′−z′′)·ζ′′+z′·µ′]b(z′′, ζ ′, ζ ′′, µ′) dζ dµ′ u(z) dz,

b ∈ Sp
′,l′− k2 (Rn−kz′′ ;Rnζ ;Rkµ′),

with
|ξ| ≥ 1, |η′| ≤ ε|ξ| on supp a, and |ζ| ≥ 1, |µ′| ≤ ε|ζ| on supp b,

for ε < 1/2. Note that the wave front set of the Schwartz kernel of A (over x′ = y′ = 0,
x′′ = y′′) is contained in the set of covectors of the form (ξ′+ η′, ξ′′,−ξ′,−ξ′′) such that a is
not Schwartz in the direction (ξ′, ξ′′, η′), i.e., (ξ′, ξ′′, η′) is not in the microsupport of a. Since
we do not want covectors of the kind o × T ∗Rn in the wave front set, we need (ξ′ + η′, ξ′′)

bounded away from 0 on the microsupport of a when (ξ′, ξ′′) 6= 0, which is accomplished by
our requirement that ε < 1/2.
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Thus, with F denoting the Fourier transform on Rn,

(Av)(x) =

∫
ei[x

′·ξ′+x′′·ξ′′+x′·η′]a(x′′, ξ′, ξ′′, η′)( F v)(ξ) dξ dη′,

while Bu is the inverse Fourier transform in ζ of∫
ei[−z

′·ζ′−z′′·ζ′′+z′·µ′](2π)nb(z′′, ζ ′, ζ ′′, µ′) dµ′ u(z) dz.

Therefore,

(ABu)(x) =

∫
ei[(x

′−z′)·ξ′+(x′′−z′′)·ξ′′+x′·η′+z′·µ′]

(2π)na(x′′, ξ′, ξ′′, η′)b(z′′, ξ′, ξ′′, µ′) dξ dη′ dµ′ u(z) dz,

i.e., the Schwartz kernel of AB is given by the oscillatory integral∫
ei[(x

′−z′)·ξ′+(x′′−z′′)·ξ′′+x′·η′+z′·µ′](2π)na(x′′, ξ′, ξ′′, η′)b(z′′, ξ′, ξ′′, µ′) dξ dη′ dµ′.

We rewrite the phase as

(x′ − z′) · (ξ′ − µ′) + (x′′ − z′′) · ξ′′ + x′ · (η′ + µ′).

Letting ν′ = η′ + µ′, ζ ′ = ξ′ − µ′, ζ ′′ = ξ′′ (for convenience of notation later), we deduce
that the Schwartz kernel of AB is∫

ei[(x
′−z′)·ζ′+(x′′−z′′)·ξ′′+x′·ν′]c(x′′, z′′, ζ ′, ξ′′, ν′) dζ ′ dξ′′ dν′,

c(x′′, z′′, ζ ′, ξ′′, ν′) = (2π)n
∫
a(x′′, ζ ′ + µ′, ξ′′, ν′ − µ′)b(z′′, ζ ′ + µ′, ξ′′, µ′) dµ′.

Thus, to show (5.28), we merely need to show that

(5.30) c ∈ Sp+p
′,L−k/2(Rn−kx′′ × Rn−kz′′ ;Rnξ ;Rkν′),

and then the composition result follows. Note that in view of the support conditions on a
and b, on the support of the integrand of c, |ν′−µ′|, |µ′| ≤ ε|ζ+µ′| (here ζ = (ζ ′, ζ ′′) ∈ Rn),
thus |µ′| ≤ ε

1−ε |ζ|, |ν
′| ≤ 2 ε

1−ε |ζ|, and thus the integral is certainly convergent, without
restrictions on l, l′, with c supported in |ν′| ≤ 2|ζ|, and moreover |ζ + µ′| is bounded from
above and below by positive multiples of |ζ|. For l + l′ < 0, one gets, for an absolute
constant C > 0, and with ‖a‖

Sp,l−
k
2 ,0

, etc., denoting 0th symbol norms (sup norms),

(5.31) |c| ≤ C‖a‖
Sp,l−

k
2 ,0
‖b‖

Sp
′,l′− k

2 ,0
〈ζ〉p+p

′
∫
Rk
〈ν′ − µ′〉l−k/2〈µ′〉l

′−k/2 dµ′;

here for ν′ in a compact set, one gets uniform bounds for the integral as the integrand is then
bounded by C̃〈µ′〉l+l′−k; l + l′ < 0 is used here strongly. (If one does not assume l + l′ < 0,
one needs to use that |µ′| . |ζ| on the support of the integrand, so Rk can be replaced by
the ball B|ζ|(0), and one obtains a positive power of |ζ| as a result when integrating, which
allows one to obtain a paired Lagrangian symbolic estimate but with the rather undesirable
increase of the order p+ p′ on Λ1. See also Remark 5.9.) Further, for l+ l′ < 0, the integral
on the right hand side can be estimated, uniformly as |ν′| → ∞, by

(5.32) C ′(〈ν′〉l+l
′
+ 〈ν′〉l−k/2 + 〈ν′〉l

′−k/2) ≤ C ′′〈ν′〉L−k/2,
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if l, l′ 6= −k/2, with 〈ν′〉l−k/2 replaced by 〈ν′〉l−k/2+ε′ , ε′ > 0, if l′ = −k/2, and a
similar change if l = −k/2, keeping the right hand side unchanged. Indeed, for |ν′| ≤ 1,
say, we already explained this estimate. Otherwise we break up the region of integration
into |µ′| ≤ |ν′|/2, resp. |ν′−µ′| ≤ |ν′|/2, resp. |ν′|/2 ≤ |µ′|, |ν′−µ′| ≤ 2|ν′|, resp. 2|ν′| ≤ |µ′|,
resp. 2|ν′| ≤ |ν′−µ′|. Note that the last two regions are not disjoint, but the union of the five
regions is Rk. On the first, resp. second of these, 〈ν′ − µ′〉, resp. 〈µ′〉 is bounded from above
and below by a positive multiple of 〈ν′〉, so the corresponding weight can be pulled outside
the integral, so in the first case one is reduced to the estimate∫

B|ν′|/2(0)

〈µ′〉l−k/2 dµ′ . (1 + |ν′|l+k/2), l 6= −k/2,

(one has log |ν′| in place of |ν′|l+k/2 if l = −k/2, which causes the strict inequality in the
definition of L) resulting in an overall bound

|ν′|l
′−k/2(1 + |ν′|l+k/2),

yielding that (5.32) is satisfied in this case, with a similar estimate in the second case. In the
third case, both 〈ν′−µ′〉 and 〈µ′〉 are bounded from above and below by a positive multiple
of 〈ν′〉, and one obtains a bound . |ν′|l+l′ . In the fourth, resp. fifth case, 〈ν′ − µ′〉, resp.
〈µ′〉 is bounded from above and below by a positive multiple of 〈µ′〉, resp. 〈ν′−µ′〉, so in the
fourth case one is reduced to the estimate∫

|µ′|≥2|ν′|
〈µ′〉l+l

′−k dµ′ . 〈ν′〉l+l
′
,

with a similar bound in the fifth case; these use l+ l′ < 0. This proves (5.32), and thus gives
the 0th seminorm estimate of the claimed Sp+p

′,L(Rn−kx′′ ×Rn−kz′′ ;Rnξ ;Rkν′) statement, (5.30),
for c.

The derivatives can be handled easily, with this being immediate for ζ, x′′ and z′′ deriva-
tives, while for ν′j∂ν′k derivatives one writes ν′j∂ν′k = (ν′j −µ′j)∂ν′k +µ′j∂ν′k under the integral,
then the first term is handled by the symbol bounds for a, while for the second one rewrites
µ′j∂ν′ka as−µ′j∂µ′ka+µ′j∂ζ′ka, integrates by parts for the first term to use the symbol estimates
of b, while the symbol estimates for a plus the bounds for µ′ in terms of ζ + µ′ handle the
second term. Proceeding inductively, one deduces that (5.30) holds.

To prove the principal symbol property, take N ≥ 1 integer. (Here N = 1 suffices;
taking N larger than one, we can obtain further terms in the Λ1-symbolic expansion of the
composition.) We expand a, b in Taylor series in their second argument, ζ ′ + µ′, around ζ ′

with the integral remainder formula involving N th derivatives. In case of a, this gives terms
1

α!
(µ′)α(∂αζ′a)(x′′, ζ ′, ξ′′, ν′ − µ′)

with |α| < N in the expansion, and the remainder is a sum of integrals with |α| = N :∫ 1

0

N

α!
(1− t)N (µ′)α(∂αζ′a)(x′′, ζ ′ + tµ′, ξ′′, ν′ − µ′) dt;

similar expressions hold for b, with (µ′)β∂βζ′ being the relevant derivatives. The (αβ)th term
(with |α| ≤ N , |β| ≤ N ) in c inside the integral has bounds (with ζ = (ζ ′, ξ′′) as before)

. 〈ζ〉p+p
′−|α|−|β|〈ν′ − µ′〉l−k/2〈µ′〉l

′+|α|+|β|−k/2.
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Thus the argument of our sup norm estimate above gives that if l+ l′+ |α|+ |β| < 0, then
apart from relevant integer coincidences (namely if either l = −k/2 and l′+|α|+|β| ≥ −k/2,
or l′ + |α|+ |β| = −k/2 and l ≥ −k/2) the contribution to c is in

Sp+p
′−|α|−|β|,Lαβ− k2 , with

Lαβ = max(l, l′ + |α|+ |β|, l + l′ + |α|+ |β|+ k/2) ≤ L+ |α|+ |β|.

In the case of the just mentioned integer coincidences, the Sp+p
′−|α|−|β|,Lαβ− k2 membership

always holds with Lαβ increased by any ε′ > 0, thus the Sp+p
′−|α|−|β|,L− k2 membership

holds even then because under these conditions L was also increased by some ε′ > 0 except
if l′ + k/2 is a negative integer and l ≥ −k/2, in which case, however, L = l, Lαβ = l + ε′,
|α|+ |β| ≥ 1.

If l + l′ + |α|+ |β| ≥ 0, then, letting

M = −δ + |α|+ |β| > l + l′ + |α|+ |β| ≥ 0,

so M < |α|+ |β|, and using

〈µ′〉l
′+|α|+|β|−k/2 . 〈ζ〉M 〈µ′〉l

′+|α|+|β|−k/2−M

(by the support conditions), we obtain that the contribution of the (αβ)th term to c is in

Sp+p
′−|α|−|β|+M,L̃αβ− k2 , with

L̃αβ = max(l, l′ + |α|+ |β| −M, l + l′ + |α|+ |β|+ k/2−M) ≤ L+ |α|+ |β| −M,

apart from integer coincidences, in which case increasing L̃αβ by an arbitrarily small constant
makes the Sp+p

′−|α|−|β|+M,L̃αβ− k2 still true; introducing δ′ > δ in the proposition takes care
of this.

As δ ≤ 1, this gives in both cases that modulo Sp+p
′−δ,L− k2 +δ′ , c is given by the convolu-

tion

(2π)n
∫
a(x′′, ζ ′, ξ′′, ν′ − µ′)b(z′′, ζ ′, ξ′′, µ′) dµ′.

Taylor expanding b in z′′ around x′′ and integrating by parts in ξ′′ gives that further this can
be replaced by

c̃(x′′, ζ ′, ξ′′, ν′) = (2π)n
∫
a(x′′, ζ ′, ξ′′, ν′ − µ′)b(x′′, ζ ′, ξ′′, µ′) dµ′

modulo Sp+p
′−1,L− k2 +1. The Λ1-principal symbol of the distribution corresponding to c̃

is (2π)n−k times the partial inverse Fourier transform in ν′ of c̃. Since the inverse Fourier
transform of a convolution in Rk is (2π)k times the product of the inverse Fourier transforms
of the factors, we deduce that this principal symbol is

(2π)n+k(( F ′)−1c̃) |dζ ′|1/2 |dξ′′|1/2 = (2π)n+k(( F ′)−1a)(2π)n+k(( F ′)−1b) |dζ ′|1/2 |dξ′′|1/2,

i.e., it is the product of the principal symbols of a and b, as claimed.

R 5.11. – Note that the proof we just gave also shows that if

ã ∈ Sp(Rnξ ; I l−
n
4 (Rnx ;N∗{x′ = 0})), b̃ ∈ Sp

′
(Rnξ ; I l

′−n4 (Rnx ;N∗{x′ = 0})),
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with l+ l′ < 0, then with L defined as before Proposition 5.8, so L = max(l, l′, l+ l′ + k/2)

apart from certain integer coincidences,

ãb̃ ∈ Sp+p
′
(Rnξ ; IL−

n
4 (Rnx ;N∗{x′ = 0})).

This does not require a conic support condition on the partial (x′-)Fourier transforms a,
resp. b, of ã, resp. b̃ like one we did above; one is estimating a partial convolution c of a and b in
the dual variable µ′ of x′, and the estimates boil down to (5.32) being satisfied for the integral
on the right hand side of (5.31). Further, this shows that

(5.33) ‖ãb̃‖
Sp+p′ (IL−

n
4 );0
≤ C‖ã‖

Sp(Il−
n
4 );0
‖b̃‖

Sp′ (Il
′−n

4 );0
,

where we used a short hand notation for the symbol spaces discussed above to simplify
the notation. Now, the higher order product-type symbol norms for the partial Fourier
transform, of the partial convolution c are equivalent to a product of ∂ξj , ξk∂ξj , ∂xj , µ

′
j∂µ′k ,

∂µ′k being applied iteratively to c and the zeroth Sp+p
′,L− k2 norm being evaluated. As c is

the partial Fourier transform of ãb̃ in x′, this means ∂ξj , ξk∂ξj , ∂xj , ∂x′jx
′
k, x′k being applied

iteratively to ãb̃, and the zeroth Sp+p
′,L− k2 norm of the partial Fourier transform of the result

being evaluated. (Here x′k can be dropped if one assumes compact support for ã or b̃; one can
also replace ∂x′jx

′
k by x′k∂x′j .) Using Leibniz’ rule, which is valid by the density of order−∞

symbols in µ′, resp. order−∞ conormal distributions in x′, and using (5.33), the seminorms
of ãb̃ in Sp+p

′
(IL−

n
4 ) are bounded by

(5.34) ‖ãb̃‖
Sp+p′ (IL−

n
4 );k
≤ Ck‖ã‖Sp(Il−

n
4 );k
‖b̃‖

Sp′ (Il
′−n

4 );k
.

We record here a statement regarding square roots of conormal distributions that will
be useful later; it allows us to construct square root of the principal symbols of paired
Lagrangian distributions.

L 5.12. – Suppose that a ∈ Sp(Rnξ ; I l−
n
4 (Rnx ;N∗{x′ = 0})) with l < −k/2, and

with a ≥ c|ξ|p, c > 0, for |ξ| ≥ R, on a conic open set Γ ⊂ Rnξ . Let l′ ∈ (l,−k/2). Then

b =
√
a ∈ Sp/2(Γξ; I

l′−n4 (Rnx ;N∗{x′ = 0})).

Note that under the assumptions, a is the inverse Fourier transform in µ′, the dual variable
of x′, of a symbol of order l − k/2 < −k, so a is actually continuous, and indeed Hölder α
for 0 < α < −(l + k/2). Thus, the pointwise statement a ≥ c|ξ|p actually makes sense.

Proof. – Note that the statement is a consequence of the positive ellipticity of a away
from x′ = 0, so we may work in an arbitrarily small neighborhood of x′ = 0 as is convenient.
Given ε > 0, we first decompose a = a1 + a2 with

a1 ∈ Sp(Rnξ ;C∞(Rnx)) = Sp(Rnx ,Rnξ ),

a2 ∈ Sp(Rnξ ; I l
′−n4 (Rnx ;N∗{x′ = 0})),

and with a1 ≥ (c/2)|ξ|p, for |ξ| ≥ R, on Γ ⊂ Rnξ , while ‖a2‖Sp(Rnξ ;Il
′−n

4 );0
< ε (here we use

shorthand notation as in the above remark). To do so, we note that

a = a0 + F −1
µ′ b, b ∈ Sp,l−k/2(Rn−kx′′ ;Rnξ ;Rkµ′), a0 ∈ Sp(Rnξ ;C∞(Rnx)).
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Now, given ε′ > 0, the standard approximation argument, using bR = bφ(µ′/R), where
φ ≡ 1 near 0, has compact support, letting R → ∞ gives b′1 ∈ Sp,−∞ such that
‖b− b′1‖Sp,l′−k/2;0 < ε′. Then, as l′ − k/2 < −k, with b2 = b− b′1,

sup |〈ξ〉−p F −1
µ′ b2| ≤ C0‖b2‖Sp,l′−k/2;0 < C0ε

′.

Thus, with a2 = F −1
µ′ b2, a1 = a − a2 = a0 + F −1

µ′ b
′
1, a1 > (c − C0ε

′)|ξ|p. Now
let ε′ = min(ε, c/(2C0); then a1 and a2 satisfy all conditions.

We note that as a1 is elliptic on Γ, with a positive elliptic lower bound,
√
a1 ∈ Sp/2(Γξ;C

∞(Rn)),

ã = a−1
1 a2 ∈ S0(Γξ; I

l′−n4 (Rnx ;N∗{x′ = 0})).

We write

b =
√
a1

√
1 + (a−1

1 a2),

and we are reduced to showing that

(5.35)
√

1 + ã ∈ S0(Γξ; I
l′−n4 (Rnx ;N∗{x′ = 0})).

We expand f =
√

1 + . in Taylor series, with radius of convergence 1. By Remark 5.11,

ãN ∈ S0(Γξ; I
l′−n4 (Rnx ;N∗{x′ = 0})),

with
‖ãN‖

S0(Il
′−n

4 );0
≤ CN−1‖ã‖N

S0(Il
′−n

4 );0
,

which follows from (5.33) by induction. This shows that, provided ‖ã‖
S0(Il

′−n
4 );0

< C−1

(which holds if 2ε/c < C−1), the Taylor series converges in the 0th S0(I l
′−n4 )-norm. Then

differentiating the Taylor series with respect to operators giving rise to the symbol topology,
as discussed in Remark 5.11, preserves the S0(I l

′−n4 )-estimates in view of the chain rule for
derivatives, which gives (f ′ ◦ ã)(V ã), where V is one of ∂ξj , ξk∂ξj , ∂xj , x

′
k∂x′j , x

′
k, and the

fact that V a satisfies S0(I l−
n
4 )-estimates as well, plus the fact that f ′ also has Taylor series

with radius of convergence 1. Iterating this argument proves (5.35), and thus the lemma.

As we already mentioned, a different model for the Lagrangians inR2n, used by Greenleaf
and Uhlmann [3], is the pair (N∗diag,ΛΓ̃) when Γ̃ given by ξ′ = 0, so

Λ̃ = ΛΓ̃ = {((x, ξ), (y, η)) : ξ′ = 0 = η′, ξ′′ = −η′′, x′′ = y′′}.

With this model, paired Lagrangian distributions in Ip,l(N∗diag, Λ̃) are given by oscillatory
integrals ∫

ei[(x
′−y′−s)·ζ′+(x′′−y′′)·ζ+sσ]a(x, y, s, ζ, σ) ds dζ dσ,

with a ∈ SM,M ′(R2n+k,Rn,Rk), M = p + k/2, M ′ = l − k/2 (there is a typo in [3]
in their definition of the first order after (1.31)). Note here that the flow-out is the second
Lagrangian, reversed as compared to Proposition 5.8, which is convenient to apply the results
of Antoniano and Uhlmann, but is not convenient in our case.

Since the structure of the projection maps of the left and the right factors matters for
composition purposes (i.e., just because all Lagrangian pairs can be put to a model form
via a symplectomorphism on R2n, it does not follow that they all have the same composition
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properties!), we also need another special case of the model of (5.16) in R2n = Rnx×Rny , with
Rn = Rkx′ × Rn−kx′′ and with (ξ, η) the dual variables of (x, y), as before. This is

(5.36)
Λ1 = {x′ = 0, ξ′′ = 0, η′ = 0, η′′ = 0} = N∗{x′ = 0},
Λ0 = {x′ = 0 = y′, x′′ = y′′, ξ′′ = −η′′} = N∗{x′ = 0 = y′, x′′ = y′′},

this time with codimension n intersection. Note that here Λ0 is the same ‘flow-out’ La-
grangian as in (5.25), but Λ1 a Lagrangian of the form Λ]1 × oRn , with Λ]1 Lagrangian
in T ∗Rn \ oRn , which means that if an operator with Schwartz kernel in Ip(Λ1) is applied to
even a C∞c (Rny ) function, the result is not C∞, merely Lagrangian on Λ]1. (There is a dual
phenomenon if one reverses the x and the y factors, namely then the operator cannot be
applied to all distributions.) For this pair, the parameterization, modulo Ip(Λ1), is

(5.37)
∫
ei[x

′·ξ′−y′·η′+(x′′−y′′)·η′′]a(x′′, ξ′, η′, η′′) dξ′ dη, a ∈ Sp+
n−k

2 ,l−n2 (Rn−kx′′ ;Rkξ′ ;Rnη ),

where a conic neighborhood of Λ0 ∩ Λ1 corresponds to a conic neighborhood of η = 0

in Rkξ′×Rnη (so now ξ′ is the ‘large variable’ on the parameter space), and the x′′ dependence
can again be replaced by y′′ dependence, and one can allow dependence on both x′′ and y′′.
(To see this form of parameterization, write z′′ = x′, z′ = (−y′, x′′ − y′′), z′′′ = x′′ then
Λ1 = N∗{z′′ = 0}, Λ0 = N∗{z′ = 0, z′′ = 0}. Replacing x′′ by y′′ in the definition of z′′′

gives the other parameterization.)

We first note the action of pseudodifferential operators applied from either factor to this
pair:

L 5.13. – Let Λ0,Λ1 as in (5.36), with x’s being the left variables. Then for
Q ∈ Ψs(Rn) (of proper support), and for K ∈ Ip,l(Λ0,Λ1), QK ∈ Ip+s,l(Λ0,Λ1) while
KQ ∈ Ip,l+s(Λ0,Λ1).

Proof. – As before, it suffices to consider kernelsK of the form (5.37), or its y′′-dependent
analogue, for kernels in Ip(Λ1), as well as those in Ip+l(Λ0) with wave front set disjoint from
Λ0 ∩ Λ1 (thus away from covectors with vanishing dual-to-y components), can easily be
treated by standard results.

In order to find QK, write K in the form (5.37), but with x′′ dependence replaced by
y′′ dependence. Writing Q as left quantization,

Qv(z) = (2π)−n
∫
ei(z

′·ζ′+z′′·ζ′′)q(z′, z′′, ζ ′, ζ ′′)( F v)(ζ ′, ζ ′′) dζ ′ dζ ′′,

and using that (5.37) with x′′-dependence replaced by y′′-dependence gives, when applied to
a C∞c function u,(

F ξ′,η′′
(∫

ei[−y
′·η′−y′′·η′′]a(y′′, ξ′, η′, η′′)u(y′, y′′) dη′ dy′ dy′′

))
(x′, x′′),

we conclude that

QKu(z) =(2π)−n
∫
ei(z

′·ζ′+z′′·ζ′′−y′·η′−y′′·ζ′′)

q(z′, z′′, ζ ′, ζ ′′)a(y′′, ζ ′, η′, ζ ′′)u(y′, y′′) dη′ dy′ dy′′ dζ ′ dζ ′′,
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so the Schwartz kernel of QK is given by the oscillatory integral

QK = (2π)−n
∫
ei(z

′·ζ′−y′·η′+(z′′−y′′)·ζ′′)q(z′, z′′, ζ ′, ζ ′′)a(y′′, ζ ′, η′, ζ ′′) dη′ dζ ′ dζ ′′,

which is of the desired form.
Composition from the right can be checked similarly, using (5.37) as stated, with x′′-de-

pendence.

Most crucially we need mapping properties of these operators on Sobolev spaces.

P 5.14. – Let Λ0,Λ1 as in (5.36), with x’s being the left variables. Then for
K ∈ Ip,l(Λ0,Λ1) with wave front set disjoint from oRn × T ∗Rn, and for m,m′ ∈ R,

(5.38) p+ l < m+m′ − k

2
and p < m− n

2
⇒ K ∈ L(Hm′ , H−m).

R 5.15. – Note that the first condition of (5.38) is almost exactly the statement
that a distribution in Ip+l(Λ0) with wave front set away from Λ0 ∩Λ1 is bounded from Hm′

to H−m, with ‘almost’ referring to the loss of the normally allowed equality, cf. Proposi-
tion 5.7 and the remarks afterwards. On the other hand, the second condition in (5.38) is
exactly the condition that an element of Ip(Λ1) maps distributions (or even justC∞, for that
matter) into H−m.

Proof. – We first remark that (5.38) is equivalent to the combination of the two condi-
tions: either

(5.39) l ≥ m′ − k

2
+
n

2
and p+ l < m+m′ − k

2
,

or

(5.40) l < m′ − k

2
+
n

2
and p < m− n

2
.

Indeed, (5.38) automatically implies these two, and conversely, if l ≥ m′ − k
2 + n

2 then
subtracting the first inequality from the second yields p < m − n

2 while if l < m′ − k
2 + n

2

then adding the inequalities yields p+ l < m+m′ − k
2 .

Now, in view of Lemma 5.13, at the cost of replacing p by p −m and l by l −m′, as we
now do, it suffices to consider L2-boundedness. Further, one may assume that K is of the
form (5.37), with a supported in the region 〈η〉 ≤ 〈ξ′〉. We claim that if we let A(x′′, η′′) be
the operator on Rkx′ given by

(A(x′′, η′′)u)(x′) =

∫
ei[x

′·ξ′−y′·η′]a(x′′, ξ′, η′, η′′)u(y′) dξ′ dη′ dy′, u ∈ C∞c (Rk),

and if either set of conditions (5.39), resp. (5.40), is satisfied then

(5.41) A ∈ S0(Rn−kx′′ ;Rn−kη′′ ; L(L2(Rk), L2(Rk))),

i.e., it is an operator-valued symbol of order 0, which thus by the operator-valued version of
the standard calculus, see [9, Section 18.1, Remark 2], gives a bounded operator

L(L2(Rn−k;L2(Rk));L2(Rn−k;L2(Rk))) = L(L2(Rn), L2(Rn)),

proving the proposition.
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But with F ′ denoting the Fourier transform in the primed variables,

(A(x′′, η′′)u)(x′) = (2π)k
(

( F ′)−1(

∫
a(x′′, ., η′, η′′)( F u)(η′) dη′)

)
(x′),

i.e., F ′A( F ′)−1 has Schwartz kernel (2π)ka(x′′, ξ′, η′, η′′), with the action in the primed
variables. First we check that A(., .) is a uniformly bounded family of bounded operators
(and indeed, a uniformly bounded family of Hilbert-Schmidt operators). This follows if we
show that

a(x′′, ξ′, η′, η′′) ∈ L∞(R2(n−k)
x′′,η′′ ;L2(R2k

ξ′,η′)),

which in turn follows if for some δ > 0,

〈ξ′〉 k2 +δ〈η′〉 k2 +δa ∈ L∞(R2n).

But

(5.42) 〈ξ′〉 k2 +δ〈η′〉 k2 +δ|a| ≤ C〈ξ′〉p−m+n
2 +δ〈η〉l−m

′−n−k2 +δ

Now, if l −m′ − n−k
2 ≥ 0 then 〈η〉l−m′−n−k2 +δ ≤ 〈ξ′〉l−m′−n−k2 +δ, and

(5.43) 〈ξ′〉 k2 +δ〈η′〉 k2 +δ|a| ≤ C〈ξ′〉p+l−m−m
′+ k

2 +2δ,

and thus is bounded since p + l − m − m′ + k
2 < 0 means that one can take sufficiently

small δ >0 to still have p+ l−m−m′+ k
2 + 2δ ≤ 0. On the other hand, if l−m′− n−k

2 < 0

then p−m+ n
2 < 0 as well, so one may choose δ > 0 sufficiently small so that the right hand

side of (5.42) is bounded.

Since Dη′′j
, η′′jDη′′i

, Dx′′j
preserve the symbolic order of a, analogous properties follow

when these differential operators are applied to A(., .) iteratively, implying that (5.41) holds,
which in turn completes the proof of the proposition.

If the role of the x and y variables is reversed one has

(5.44)
Λ̂1 = {y′ = 0, η′′ = 0, ξ′ = 0, ξ′′ = 0} = N∗{y′ = 0},
Λ0 = {x′ = 0 = y′, x′′ = y′′, ξ′′ = −η′′} = N∗{x′ = 0 = y′, x′′ = y′′},

as the modified model. Either essentially repeating the arguments given above, or noting that
if K ∈ Ip,l(Λ0, Λ̂1) then its adjoint is in Ip,l(Λ0,Λ1), and thus via dualization one obtains
mapping properties of K from Proposition 5.14; one has

P 5.16. – Let Λ0, Λ̂1 as in (5.44), with x’s being the left variables. Then for
K ∈ Ip,l(Λ0, Λ̂1) with wave front set disjoint from oRn × T ∗Rn, and for m,m′ ∈ R,

(5.45) p+ l < m+m′ − k

2
and p < m′ − n

2
⇒ K ∈ L(Hm′ , H−m).

Even if a distribution is Lagrangian associated to Λ0 (i.e., has no singularity at Λ1), the
fact that Λ0 intersects T ∗Rn × oRn means that the standard results on mapping properties
do not apply. However, one can regard this distribution as a paired Lagrangian associated
to (Λ0,Λ1) and apply the previous propositions:
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C 5.17. – Let Λ0 be as in (5.36), with x’s being the left variables. Then for
K ∈ Ip(Λ0) with wave front set disjoint from oRn × T ∗Rn and for m,m′ ∈ R,

(5.46) p < m+m′ − k

2
and p < m⇒ K ∈ L(Hm′ , H−m).

In case K ∈ Ip(Λ0) with wave front set disjoint from T ∗Rn × oRn , then the conditions become

(5.47) p < m+m′ − k

2
and p < m′ ⇒ K ∈ L(Hm′ , H−m).

We remark that mapping properties of certain Lagrangian distributions with canonical
relations intersecting the zero section were studied in a different setting by Greenleaf and
Uhlmann [5].

Proof. – With Λ1 as in (5.36), Λ0 ∩ Λ1 has codimension n in either of these two La-
grangians, and thus by Lemma 5.2, Ip(Λ0) ⊂ Ip−

n
2 ,
n
2 (Λ0,Λ1). Thus by Proposition 5.14,

K is bounded as claimed provided p < m + m′ − k
2 and p < m, which completes the

proof.

As an example, with codimY = k, dimX = n, consider

f ∈ I [−s0](Y ) = I−s0−(dimX−2k)/4(N∗Y ).

Then the pullback π∗Lf of f to X ×X, via the left projection to X, is in

I [−s0](Y ×X) = I−s0−dimY/2(N∗(Y ×X)).

Since for A ∈ Ψs(X) one has KA ∈ Is(N∗diag) (with KA denoting the Schwartz kernel
of A), the Schwartz kernel KfA of fA is (π∗Lf)KA, and by (5.21), keeping in mind that
X ×X is 2n-dimensional, one has

(5.48)
KfA ∈Is,−s0+k/2(N∗(diag ∩ (Y ×X)), N∗diag)

+ I−s0−dimY/2,s+n/2(N∗(diag ∩ (Y ×X)), N∗(Y ×X)).

Similar results apply to Af , with the left and the right factors interchanged.

In the special case A = Id we get

(5.49)
Kf Id ∈I0,−s0+k/2(N∗(diag ∩ (Y ×X)), N∗diag)

+ I−s0−dimY/2,n/2(N∗(diag ∩ (Y ×X)), N∗(Y ×X)).

In this case one could write the multiplication also as a multiplication from the right factor,
and thus deduce that the second summand can be dropped. (This also follows directly from
[3].) However, this has no impact on the following consequence:

P 5.18. – Multiplication by f ∈ I [−s0](Y ) = I−s0−(dimX−2k)/4(N∗Y ) is
bounded Hs → Hs provided s0 > codimY and −s0 + k/2 < s < s0 − k/2.

Note that this proposition is a special case of theCα multiplier boundedness onHs, since
f ∈ Cα for α < s0 − k/2, so this result follows from Cα being a multiplier on Hs when
α > s ≥ 0. However, it is included here as its proof will be paralleled in our pseudodifferential
arguments in the following sections.
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Proof. – In view of (5.49) and Propositions 5.7 and 5.14 and Corollary 5.17, multiplica-
tion by f is bounded Hs → Hs provided:

1. For I0,−s0+k/2(N∗(diag ∩ (Y ×X)), N∗diag) microlocally away from

N∗(diag ∩ (Y ×X)) ∩ (oRn × T ∗Rn ∪ T ∗Rn × oRn),−s0 + k/2 < −k/2

using Proposition 5.7.
2. For I0,−s0+k/2(N∗(diag ∩ (Y ×X)), N∗diag) microlocally near

N∗(diag∩(Y ×X))∩(T ∗Rn×oRn) = N∗(Y ×X),−s0 +k/2 < −k/2 and −s0 +k/2 < −s

by the first half of Corollary 5.17.
3. For I0,−s0+k/2(N∗(diag ∩ (Y ×X)), N∗diag) microlocally near

N∗(diag∩ (Y ×X))∩ (oRn ×T ∗Rn) = N∗(X×Y ),−s0 +k/2 < −k/2 and −s0 +k/2 < s

by the second half of Corollary 5.17.
4. For I−s0−dimY/2,n/2(N∗(diag ∩ (Y × X)), N∗(Y × X)), the only new region is

microlocally near N∗(Y ×X) ⊂ T ∗Rn × oRn , and there we have boundedness if

−s0 + k/2 < −k/2 and − s0 + k/2 < −s− n/2,

by Proposition 5.14.

In summary, the constraints are:

− s0 + k/2 < −k/2,
− s0 + k/2 < s,

− s0 + k/2 < −s,

which gives exactly the constraints in the proposition.

6. Elliptic estimates

In this section we discuss microlocal elliptic estimates, which help take care of the regions
of phase space one would like to think of as ‘irrelevant’ for wave propagation purposes. Here,
and in the next section, we denote the position (base) variable by x, the dual variable by ξ,
and use local coordinates in which Y is given by {x′ = 0}.

So suppose that g ∈ I [−s0](Y ), codimY = k, with G the dual metric. For simplicity, we
reduce the problem from � to

P = (det g)1/2� =
∑
ij

Di(det g)1/2GijDj .

If�u = f ∈ Hs, then by Proposition 5.18 multiplication by (det g)1/2 ∈ I [−s0](Y ) preserves
Hs if

(6.1)
s0 > k,

− s0 + k/2 < s < s0 − k/2.

Thus,
Pu = (det g)1/2f ∈ Hs;
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so under these constraints, we may instead study the equation Pu = f̃ . We write

(6.2) gij = (det g)1/2Gij , P =
∑
ij

DigijDj ,

and note that P is formally self-adjoint with respect to the Euclidean inner product.
For A ∈ Ψ2s−2(X), we need to compute the Schwartz kernel of PA (or AP ) as a (sum

of) paired Lagrangian distribution(s). The Schwartz kernel KDiA of DiA is Di,LKA (where
the subscript L denotes the derivative acting on the left factor ofX×X), while the Schwartz
kernel KADi of ADi is −Di,RKA, we deduce that the Schwartz kernel of PA, resp. AP , is

KPA =
∑

Di,Lgij,LDj,LKA, KAP =
∑

Dj,Rgij,RDi,RKA.

Here gij,L, resp. gij,R, is the pullback of gij from the left, resp. right, factor. Now,
KA ∈ I2s−2(N∗diag), so Di,LKA, Di,RKA ∈ I2s−1(N∗diag). As gij ∈ I [−s0](Y ), by
(5.48) (with the left and right factors interchanged in the first case),

gij,RDi,RKA ∈I2s−1,−s0+k/2(N∗(diag ∩ (X × Y )), N∗diag)

+ I−s0−dimY/2,2s−1+n/2(N∗(diag ∩ (X × Y )), N∗(X × Y )),

and

gij,LDi,LKA ∈I2s−1,−s0+k/2(N∗(diag ∩ (Y ×X)), N∗diag)

+ I−s0−dimY/2,2s−1+n/2(N∗(diag ∩ (Y ×X)), N∗(Y ×X)),

so in particular away from the intersections, these are Lagrangian associated to the conormal
bundles ofX×Y (or Y ×X), diag, as well as their intersection, (Y ×Y )∩diag, with orders
I [−s0] = I−s0−2 dimY/4, I [2s−1] = I2s−1 and I [−s0+2s−1] = I−s0+2s−1+k/2. Applying Dj,R,
resp. Dj,L increases the orders on all Lagrangians, i.e., in terms of paired Lagrangians it
increases the first order (corresponding to the main Lagrangian, i.e., the second in the pair,
dictating the singular behavior) by 1, see in particular Lemma 5.13. Thus, we conclude:

L 6.1. – For g ∈ I [−s0](Y ), A ∈ Ψ2s−2(X) with compactly supported Schwartz
kernel,

KAP ∈I2s,−s0+k/2(N∗(diag ∩ (X × Y )), N∗diag)

+ I−s0+1−dimY/2,2s−1+n/2(N∗(diag ∩ (X × Y )), N∗(X × Y )),
(6.3)

and

KPA ∈I2s,−s0+k/2(N∗(diag ∩ (Y ×X)), N∗diag)

+ I−s0+1−dimY/2,2s−1+n/2(N∗(diag ∩ (Y ×X)), N∗(Y ×X)).
(6.4)

Now we consider boundedness properties:

L 6.2. – For g ∈ I [−s0](Y ), A ∈ Ψ2s−2(X) with compactly supported Schwartz
kernel, PA,AP are, microlocally away fromN∗diag, bounded fromHs−ε0 toH−s+ε0 , ε0 > 0,
provided

(6.5) k + 2ε0 < s0, s > −s0 + ε0 + 1 + k/2 and s < s0 − ε0 − k/2.

is satisfied.
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R 6.3. – Notice that the inequalities in (6.5) imply (6.1).
Moreover, if the first inequality holds then

−s0 + ε0 + 1 + k/2 < −k/2− ε0 + 1 < 1− k/2,

so when s ≥ 1 − k/2, the second inequality in (6.5) is automatic when the first holds.
Moreover, if the stronger inequality 1 + k + 2ε0 < s0 is assumed in place of the first in
(6.5) (we need the stronger inequality below in the hyperbolic setting), then for s ≥ −k/2 it
assures that the second one holds.

Proof. – We considerKAP , proceeding as in Proposition 5.18, using (6.3). Thus, we have
the Hs−ε0 to H−s+ε0 bound provided:

1. For I2s,−s0+k/2(N∗(diag ∩ (X × Y )), N∗diag) microlocally away from

N∗(diag ∩ (X × Y )) ∩ (oRn × T ∗Rn ∪ T ∗Rn × oRn), 2s− s0 + k/2 < 2s− 2ε0 − k/2,

using Proposition 5.7, keeping in mind that being microlocally away fromN∗diag means that
the condition 2s ≤ 2s− 2ε0 corresponding to N∗diag is unnecessary (i.e., one is really using
the mapping property of elements of I2s−s0+k/2(N∗(diag ∩ (X × Y ))) in this region).

2. For I2s,−s0+k/2(N∗(diag ∩ (X × Y )), N∗diag) microlocally near

N∗(diag ∩ (X × Y )) ∩ (T ∗Rn × oRn) = N∗(Y ×X),

2s− s0 + k/2 < 2s− 2ε0 − k/2 and 2s− s0 + k/2 < s− ε0,

by the first half of Corollary 5.17.
3. For I2s,−s0+k/2(N∗(diag ∩ (X × Y )), N∗diag) microlocally near

N∗(diag ∩ (X × Y )) ∩ (oRn × T ∗Rn) = N∗(X × Y ),

2s− s0 + k/2 < 2s− 2ε0 − k/2 and 2s− s0 + k/2 < s− ε0,

by the second half of Corollary 5.17.
4. For I−s0+1−dimY/2,2s−1+n/2(N∗(diag ∩ (X × Y )), N∗(X × Y )), the only new region

is microlocally near N∗(X × Y ) ⊂ oRn × T ∗Rn, and there we have boundedness if

2s− s0 + k/2 < 2s− 2ε0 − k/2 and − s0 + 1− dimY/2 < s− ε0 − n/2,

by Proposition 5.16.

In summary, AP is bounded from Hs−ε0 to H−s+ε0 provided

(6.6)

2s− s0 + k/2 < 2s− 2ε0 − k/2,

−s0 + 1− dimY/2 < s− ε0 −
n

2
and

−s0 + 2s+ k/2 < s− ε0,

which gives the constraints (6.5). An analogous (in some sense, dual) computation applies
toPA, using Proposition 5.14 in place of Proposition 5.16, and yielding the same constraints,
(6.5). This completes the proof of the lemma.

Microlocal elliptic regularity is now a straightforward consequence.

L 6.4. – Suppose that (6.5) holds. If u ∈ Hs−ε0
loc , Pu ∈ Hs−2

loc , then we have
WFs(u) ⊂ Σ ∪WFs−1/2(u).
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Proof. – Consider q0 /∈ Σ. We shall assume that q0 /∈ WFs−1/2(u), thus there is a conic
neighborhoodO of q0 on which u is microlocally inHs−1/2; we may takeO disjoint from Σ.
With p the principal symbol ofP , p(q0) 6= 0, and we may assume that sign p is constant onO.
We take A ∈ Ψ2s−2(X) with principal symbol a2

0 elliptic at q0, supported close to q0, in the
region where sign p is constant, with WF′(A) ⊂ O and A = A∗. By (5.22), the principal
symbol of AP on N∗diag, corresponding to the first term in the decomposition (6.3), is

a2
0p ∈ S2s(Rnξ ; I−s0−n/4+k/2(Rnx ;N∗{x′ = 0})) = S2s(Rnξ ; I [−s0](Rnx ;N∗{x′ = 0})).

By assumption,

p ∈ S2(Rnξ ; I−s0−n/4+k/2(Rnx ;N∗{x′ = 0}))

has a fixed (non-zero) sign, sign p(q0), on supp a0, so by Lemma 5.12, for ε1 > 0 (which we
take as small as convenient),

a2
0p = (sign p(q0))b2, b = a0

√
|p| ∈ Ss(Rnξ ; I−s0−n/4+k/2+ε1(Rnx ;N∗{x′ = 0})).

Let

B ∈ Is,−s0+k/2+ε1(N∗(diag ∩ (X × Y )), N∗diag)

with principal symbol b; then by Proposition 5.8, taking into account that
2(−s0 + k/2) < −k − 4ε0 < −1 so there is a full order gain in the symbolic calcula-
tion,

AP = (sign p(q0))B∗B + F

with

(6.7)
F ∈I2s−1,1−s0+k/2+ε1(N∗(diag ∩ (X × Y )), N∗diag)

+ I−s0+1−dimY/2,2s−1+n/2(N∗(diag ∩ (X × Y )), N∗(X × Y )),

so F has order corresponding to Ψ2s−1(X) on the conormal bundle of the diagonal, and
elsewhere it has the same orders as AP had, apart from the ε1 > 0 loss from the symbolic
construction of B.

We claim that with ε′0 = min(1/2, ε0) and ε1 > 0 sufficiently small, F is bounded
from Hs−ε′0 to H−s+ε

′
0 (here we possibly reduced ε0 to ε′0 in order to deal with the diagonal

singularity, which we thus far ignored), if (6.5) holds.

Indeed, as compared to AP in Lemma 6.2, the order of F at N∗(diag ∩ (X × Y ))

is increased by ε1 > 0 near the conormal bundle of the diagonal giving the constraint
2s − s0 + k/2 + ε1 < 2s − 2ε0 − k/2; for sufficiently small ε1 > 0 this holds under the
assumption 2s−s0 +k/2 < 2s−2ε0−k/2 in (1) of the proof of Lemma 6.2. All other orders
except those corresponding to the conormal bundle of the diagonal are the same as for AP
in Lemma 6.2, so the only change is that we must enforce the condition at the conormal
bundle of the diagonal in (1) of the proof of the Lemma when applying Proposition 5.7; this
condition becomes 2s − 1 ≤ 2s − 2ε′0, satisfied as ε′0 ≤ 1/2. This proves our boundedness
claim on F subject to these limitations on ε′0, s0 and s.

In particular, if u ∈ Hs−ε0
loc ∩ Hs−1/2

loc = H
s−ε′0
loc , then 〈Fu, u〉 is bounded by the a priori

assumptions. However, we only have u ∈ Hs−ε0
loc ; u is only microlocally in Hs−1/2. To deal
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with this, since the s − 1/2 regularity assumption is purely due to the diagonal singularity
of F , it is convenient to write

(6.8)

F = F ′ + F ′′,

F ′ ∈ I2s−1,1−s0+k/2+ε1(N∗(diag ∩ (X × Y )), N∗diag),

F ′′ ∈ I−s0+1−dimY/2,2s−1+n/2+ε1(N∗(diag ∩ (X × Y )), N∗(X × Y )),

with the wave front set of F ′ in a prescribed arbitrary conic neighborhood of N∗diag—note
that away from N∗diag, elements of

I2s−1,1−s0+k/2+ε1(N∗(diag ∩ (X × Y )), N∗diag)

are in I−s0+1−dimY/2,2s−1+n/2+ε1(N∗(diag ∩ (X × Y )), N∗(X × Y )), so can always be
regarded as part of F ′′. Concretely, as WF′(A) ⊂ O, so the wave front set of KAP inter-
sects N∗diag only in O ×O′, we demand, as we may, that

WF(KB), WF(KF ′) ⊂ O ×O′,

where the prime on O denotes the usual twisting, i.e., the switch of the sign of the second
covector. (Note that this means in particular that WF(KF ′) does not contain covectors
in (T ∗X \o)×o and o×(T ∗X \o).) With such a decomposition, for ε1 > 0 sufficiently small,
F ′′ is bounded fromHs−ε0 toH−s+ε0 so 〈F ′′u, u〉 is bounded, while u being inHs−1/2 onO,
〈F ′u, u〉 is bounded by the a priori assumptions. This completes the proof of the claim that
〈Fu, u〉 is indeed bounded by the a priori assumptions.

Further, with Q ∈ Ψs−2(X) elliptic with positive principal symbol q, with parametrix
G ∈ Ψ2−s(X) with positive principal symbol g, such that GQ = Id +R, R ∈ Ψ−∞(X), and
for δ > 0,

(6.9)
|〈Au, Pu〉| ≤ |〈G∗Au,QPu〉|+ |〈Au,RPu〉|

≤ δ‖G∗Au‖2 + δ−1‖QPu‖2 + |〈Au,RPu〉|,

where the last two terms are bounded by the a priori assumptions. In order to absorb the
G∗A ∈ Ψs(X) term, to deal with the regularizer, as well as to facilitate the direct translation
to a wave front set statement, it is convenient to replace B∗B by

(6.10) B∗1B1 +B∗2B2 + c2(G∗A)∗(G∗A)

where c > 0 is a small constant,

B1 ∈ Is(N∗diag),

B2 ∈ Is,−s0+k/2+ε1(N∗(diag ∩ (Y × Y )), N∗diag).

This is achieved as follows. Let ρ be a positive elliptic homogeneous degree 1 function
on T ∗X \ o. Since supp a0 is compact, disjoint from Σ, |p| ≥ c20ρ

2 on it for some
c0 > 0. Further, the principal symbol g̃ of G∗ satisfies |g̃| ≤ C ′ρ2−s, and that of a0

satisfies |a0| ≤ C ′′ρs−1, so the principal symbol a4
0g

2 of (G∗A)∗(G∗A) is then bounded

by C2ρ2a2
0. Then let c = c0

2C , so the symbol of c2(G∗A)∗(G∗A) is bounded by c20
4 ρ

2a2
0. Now

let

b1 =
c0
2
a0ρ, b2 =

(
|p|ρ−2 − c20

4
− c2a4

0g
2ρ−2

)1/2

a0ρ.
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Then on supp a0, the factor inside the parentheses is a homogeneous degree zero C∞ func-
tion bounded below by a positive constant, thus the square root isC∞. TakingBj with prin-
cipal symbols bj , (6.10) has principal symbol |p|a2

0, hence

AP = (sign p(q0))
(
B∗1B1 +B∗2B2 + c2(G∗A)∗(G∗A)

)
+ F,

with F satisfying (6.8) (but possibly different from the F given by B∗B). Then

〈Pu,Au〉 = 〈APu, u〉 = (sign p(q0))
(
‖B1u‖2 + ‖B2u‖2 + c‖G∗Au‖2

)
+ 〈Fu, u〉,

which we justify via a standard regularization argument, recalled below, so using (6.9) to
estimate the left hand side from above, and taking δ > 0 sufficiently small, δ‖G∗Au‖2 can be
absorbed in the right hand side. This gives the conclusion that Bju ∈ L2 for j = 1, 2, which
allows us to conclude that WFs(u) is disjoint from the elliptic set of B1.

Finally, the regularization argument is to replace A by Ar = ΛrAΛr, r ∈ [0, 1], where
Λr ∈ Ψ−1 for r > 0, Λr is uniformly bounded in Ψ0, and Λr → Id in Ψε for ε > 0, and thus
strongly in L2; one may take Λr formally self-adjoint for convenience. (One can for instance
take Λr to be a quantization of (1 + rρ)−1, and then replace it by its self-adjoint part which
does not affect the principal symbol or the boundedness and convergence properties, as in
Section 2.) Then ΛrAΛrP has the same principal symbol, uniformly in Ψ2s, as

Λr(sign p(q0))
(
B∗1B1 +B∗2B2 + c(G∗A)∗(G∗A)

)
Λr,

and correspondingly

〈Pu,Aru〉 = 〈ArPu, u〉 = (sign p(q0))
(
‖B1Λru‖2 +‖B2Λru‖2 +c‖G∗AΛru‖2

)
+〈Fru, u〉,

where Fr is uniformly bounded in Ψ2s−1, and is in Ψ2s−3 for r > 0. Here the calculations
such as the first equality and ‖ΛrB1u‖2 = 〈ΛrB∗1B1Λru, u〉 follow since for r > 0

on O, which contains the (conic or essential) support of a0, u is in Hs−1/2 by the a priori
assumptions, and the sum of the diagonal orders of the operators involved is≤ 2s− 1. Now
letting r → 0 gives uniform bounds for ‖BjΛru‖L2 , and thus provesBju ∈ L2 in view of the
weak compactness of the unit ball in L2 and sinceBjΛru→ Bju in distributions. As q0 ∈ Σ

was arbitrary, the proof of Lemma 6.4 is complete.

Now one can iterate this, gradually increasing s by≤ 1/2; here we also return to� instead
of P :

P 6.5. – Suppose that k + 1 + 2ε0 < s0 and −k/2 < s < s0 − ε0 − k/2. If
u ∈ Hs−ε0

loc , �u ∈ Hs−2
loc , then WFs(u) ⊂ Σ.

Proof. – First apply Lemma 6.4 with s′ = min(s − ε0 + 1/2, s) ≤ s in place of s (and
ε0 unchanged); then

s′ ≥ s− ε0 + 1/2 > −k/2− ε0 + 1/2− (s0 − k − 1− 2ε0) > −s0 + k/2 + ε0 + 1,

so the second inequality in (6.5) holds, and all others hold because s′ ≤ s. Since u ∈ Hs−ε0
loc

implies that WFs
′−1/2(u) = ∅, the conclusion of the lemma gives WFs

′
(u) ⊂ Σ. Now repeat

this argument with s′′ = min(s′ + 1/2, s) ∈ [s′, s], so (6.5) holds for s′′ in place of s, to
conclude WFs

′′
(u) ⊂ Σ. An inductive argument gives WFs(u) ⊂ Σ in a finite number of

steps, as desired.
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7. Propagation estimate

We now return to the positive commutator propagation estimates, but unlike the smooth
coefficients in Section 2, we consider g ∈ I [−s0](Y ), codimY = k. We again work with
the reduced operator P =

∑
ij DigijDj given by (6.2), replacing �u = f ∈ Hs−1 by

Pu = (det g)1/2f ∈ Hs−1 provided (in view of Proposition 5.18)

(7.1)
s0 > k,

− s0 + k/2 < s− 1 < s0 − k/2.

So suppose that A ∈ Ψ2s−1(X); we need to compute the Schwartz kernel of [P,A] as a
(sum of) paired Lagrangian distribution(s). By the remarks at the beginning of Section 6, and
writing

[P,A] =
∑

[Di, A]gijDj +
∑

Di[gij , A]Dj +
∑

Digij [Dj , A],

the Schwartz kernel of [P,A] is

K[P,A] = −
∑

Dj,Rgij,R(Di,L +Di,R)KA +
∑

Di,Lgij,L(Dj,L +Dj,R)KA

−
∑

Di,LDj,R(gij,L − gij,R)KA.
(7.2)

As before, gij,L, resp. gij,R, is the pullback of gij from the left, resp. right, factor. Now,
KA ∈ I2s−1(N∗diag), and Di,L + Di,R is tangent to the diagonal, so (Di,L + Di,R)KA ∈
I2s−1(N∗diag) still. Now as gij ∈ I [−s0](Y ), by (5.48) (with the left and right factors
interchanged),

gij,R(Di,L +Di,R)KA ∈ I2s−1,−s0+k/2(N∗(diag ∩ (X × Y )), N∗diag)

+ I−s0−dimY/2,2s−1+n/2(N∗(diag ∩ (X × Y )), N∗(X × Y )),

and applyingDj,R increases the orders on all Lagrangians by 1, see in particular Lemma 5.13.
Thus,

(7.3)
∑

Dj,Rgij,R(Di,L +Di,R)KA ∈ I2s,−s0+k/2(N∗(diag ∩ (X × Y )), N∗diag)

+ I−s0+1−dimY/2,2s−1+n/2(N∗(diag ∩ (X × Y )), N∗(X × Y )).

The right hand side is exactly the same space as what we obtained in (6.3) and (6.4). As in
Lemma 6.2, we deduce that microlocally away from N∗diag, (7.3) is bounded from Hs−ε0

to H−s+ε0 provided (6.5) holds.
An analogous computation applies to

∑
Di,Lgij,L(Dj,L + Dj,R)KA, yielding the same

constraints, (6.5).
A similar computation applies to Di,LDj,R(gij,L − gij,R)KA, i.e., when gij is commuted

through A. However, while the order on N∗diag is the same as in the above cases, the order
on the other Lagrangians is just that of Di,LDj,Rgij,LKA and Di,LDj,Rgij,RKA, i.e., the
commutator does not prove additional help as compared to the product. This means a loss
of 1 order on N∗(diag ∩ (Y × Y )) as compared to (7.3), but no extra loss on N∗(Y × X)

since Di,R is characteristic there. Concretely, as above,

gij,RKA ∈ I2s−1,−s0+k/2(N∗(diag ∩ (X × Y )), N∗diag)

+ I−s0−dimY/2,2s−1+n/2(N∗(diag ∩ (X × Y )), N∗(X × Y )),
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and so, using Lemma 5.13 for the second summand on the right hand side,

Di,LDj,Rgij,RKA ∈ I2s+1,−s0+k/2(N∗(diag ∩ (X × Y )), N∗diag)

+ I−s0+1−dimY/2,2s+n/2(N∗(diag ∩ (X × Y )), N∗(X × Y )).

Similarly,

Di,LDj,Rgij,LKA ∈ I2s+1,−s0+k/2(N∗(diag ∩ (Y ×X)), N∗diag)

+ I−s0+1−dimY/2,2s+n/2(N∗(diag ∩ (Y ×X)), N∗(Y ×X)),

and so, in principle,

Di,LDj,R(gij,L − gij,R)KA ∈ I2s+1,−s0+k/2(N∗(diag ∩ (Y × Y )), N∗diag)

+ I−s0+1−dimY/2,2s+n/2(N∗(diag ∩ (X × Y )), N∗(X × Y ))

+ I−s0+1−dimY/2,2s+n/2(N∗(diag ∩ (Y ×X)), N∗(Y ×X)).

However, using (5.22) we see that the principal symbol on N∗diag in

S2s+1(I−s0+k/2−n/4)/S2s(I−s0+k/2+1−n/4),

where we used short hand notation so that e.g.,

S2s+1(I−s0+k/2−n/4) = S2s+1(Rnξ ; I−s0+k/2−n/4(Rnx ;N∗{x′ = 0})),

vanishes since it is given by (the equivalence class of) ξiξjgij(x)a(x, ξ) for both
Di,LDj,Rgij,LKA and Di,LDj,Rgij,RKA, so by Lemma 5.3,

Di,LDj,R(gij,L − gij,R)KA ∈ I2s,−s0+1+k/2(N∗(diag ∩ (Y × Y )), N∗diag)

+ I−s0+1−dimY/2,2s+n/2(N∗(diag ∩ (X × Y )), N∗(X × Y ))

+ I−s0+1−dimY/2,2s+n/2(N∗(diag ∩ (Y ×X)), N∗(Y ×X)).

(7.4)

Thus, the only change compared to the previous calculations for boundedness
Hs−ε0 → H−s+ε0 away from N∗diag is that (6.6) is replaced by

(7.5)

− s0 + 2s+ 1 + k/2 < 2s− 2ε0 − k/2

− s0 + 1− dimY/2 < s− ε0 −
n

2
and

− s0 + 2s+ 1 + k/2 < s− ε0,

thus (6.5) is replaced by

(7.6)

k + 1 + 2ε0 < s0

s > −s0 + ε0 + 1 + k/2 and

s < s0 − ε0 − 1− k/2.

Note that these inequalities imply (7.1). The first of these inequalities implies

−s0 + ε0 + 1 + k/2 < −k/2− ε0,

so again, when s > −k/2, the second inequality automatically holds if the first holds. In
summary we have proved:
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L 7.1. – For A ∈ Ψ2s−1(X),

K[P,A] ∈ I2s,−s0+1+k/2(N∗(diag ∩ (Y × Y )), N∗diag)

+ I−s0+1−dimY/2,2s+n/2(N∗(diag ∩ (X × Y )), N∗(X × Y ))

+ I−s0+1−dimY/2,2s+n/2(N∗(diag ∩ (Y ×X)), N∗(Y ×X)).

(7.7)

In addition, microlocally away from N∗diag, K[P,A] is a bounded operator Hs−ε0 → H−s+ε0

provided (7.6) holds.

We next check that the principal symbol of [P,A] on N∗diag is as expected:

L 7.2. – The principal symbol of Ki[P,A] on N∗diag is Hpa in

S2s(Rnξ ; I−s0+k/2+1−n/4(Rnx ;N∗{x′ = 0}))

modulo
S2s−1(Rnξ ; I−s0+k/2+2−n/4(Rnx ;N∗{x′ = 0})).

Proof. – We use the decomposition ofKi[P,A] corresponding to (7.2). The principal sym-
bols of (i times) the first two terms can be computed directly from (5.22), giving gijξjHξia,
resp. gijξiHξja (as Di,L has symbol ξi on N∗diag, while Di,R has symbol −ξi), since the
(Di,L + Di,R)KA is the Schwartz kernel of [Di, A], and A is a standard ps.d.o. For the last
term we write

(gij,L − gij,R)(x, y) = gij(x)− gij(y) =
∑
k

(xk − yk)

∫ 1

0

(∂kgij)(tx+ (1− t)y) dt,

and use that, with Y locally given by x′ = 0 in Xx′,x′′ ,

f(t, x, y) = ft(x, y) = (∂kgij)(tx+ (1− t)y)

is conormal to
Yt = {tx′ + (1− t)y′ = 0} ⊂ X ×X,

in the class I [−s0−1](Yt), with the order being −s0 − 1 due to the derivative. Now,
KB = i(xk − yk)KA is the Schwartz kernel of i[xk, A] = Hxka by the standard ps.d.o.
result. Since Yt is transversal to the diagonal for t ∈ [0, 1], by (5.22), the principal symbol
of ftKB on N∗diag is the principal symbol of B times the restriction of ft to diag, pulled
back to the conormal bundle, i.e., ∂kgij(x), independently of t. Further, since the structure
of the product distribution ftKB is given by (5.21) (with Y = N∗diag, Z = Zt = N∗Yt in
the notation of (5.21)), and since N∗(Yt ∩ diag) is independent of t, so microlocally near
N∗diag ∩N∗(Yt ∩ diag) the structure is uniform in t, we conclude that the principal symbol
of i(gij,L − gij,R)KA is

∑
k ∂k(gij,L − gij,R))Hxka. The derivatives Di,L and Dj,R, being

pseudodifferential operators on X ×X, simply multiply the principal symbol by ξi and ξj .
Since

Hp =
∑
ij

(
gijξiHξj + gijξjHξi +

∑
k

ξiξj∂kgijHxk

)
,

summing up the three contributions proves the lemma.

Now, the actual propagation estimate is the following:
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L 7.3. – Suppose that (7.6) holds. Let α = min(1, α0) ∈ (0, 1], α0 < s0 − 1 − k,
and let U ⊂ X be coordinate chart (identified with a subset of Rn). For any K ⊂ Σ ∩ T ∗UX
compact there exist δ0 > 0 andC0 > 0 such that the following holds. Ifu ∈ Hs−ε0

loc ,Pu ∈ Hs−1
loc ,

δ ∈ (0, δ0) and q0 ∈ K and if the Euclidean metric ball around q0 +δHp(q0) of radiusC0δ
1+α is

disjoint from WFs(u), and the Euclidean metric tube (union of metric balls) around the straight
line segment connecting q0 and q0+δHp(q0) of radiusC0δ

1+α is disjoint from WFs−1/2(u) then
q0 /∈WFs(u).

The analogous conclusion also holds with q0 + δHp(q0) replaced by q0 − δHp(q0).

Proof. – In order to streamline the presentation, we present the proof in the notation
of K = {q̄}. For arbitrary K, the difference between the union of the statements for
various q0 ∈ K, and the statement of the Lemma is the uniformity in the latter in q0.
However, this follows immediately from the proof given below since the constants in (7.14)
and (7.11) are uniform, thus C ′ below (7.14) is uniform as well.

We proceed following the outline of Section 2. As there, let

Hp = ρ−1Hp,

ρ a positive homogeneous degree one function, e.g., ρ = |ξ| in local coordinates (x, ξ). We
next define the function η̃ measuring propagation and the transversal to the flow ‘coordi-
nates’ σj in S∗X. Since gij are conormal to Y , for s0 > 1 + k, p is still C1, and thus Hp is
continuous, and is indeed Cα0 , α0 < s0 − 1 − k. Correspondingly, Hp(q̄) is well-defined.
Since our constructions in Section 2 depended on p only via Hp(q̄), we can repeat them. So
let η̃ ∈ C∞(S∗X) be a function with

(7.8) η̃(q̄) = 0, Hpη̃(q̄) > 0.

Further, let σj ∈ C∞(S∗X), j = 1, . . . , 2n − 2, with non-zero differentials at q̄ such that
dη̃ and dσj , j = 1, . . . , 2n− 2, span Tq̄S∗X, and such that

(7.9) Hpσj(q̄) = 0.

Then define ω ∈ C∞(S∗X) by

ω =

2n−2∑
j=1

σ2
j .

Again, |η̃|+ω1/2 is (locally) equivalent to the distance function from q̄ corresponding to any
Riemannian metric on S∗X. The main immediate change compared to Section 2 is that, as
Hpσ is Cα0 , instead of the Lipschitz type estimate (2.12), one has for α = min(1, α0) > 0,
only

|Hpσj | ≤ C0(ω1/2 + |η̃|)α,(7.10)

so

|Hpω| ≤ Cω1/2(ω1/2 + |η̃|)α.(7.11)

As in Section 2, we consider a family of symbols, parameterized by constants δ ∈ (0, 1),
ε ∈ (0, 1], β ∈ (0, 1], of the form

(7.12) a = χ0

(
z−1

(
2β − φ

δ

))
χ1

(
η̃ + δ

εδ
+ 1

)
,
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where

φ = η̃ +
1

ε2δ
ω,

χ0(t) = 0 if t ≤ 0, χ0(t) = e−1/t if t > 0, χ1 ∈ C∞(R), χ1 ≥ 0,
√
χ1 ∈ C∞(R),

suppχ1 ⊂ [0,+∞), supp(1− χ1) ⊂ (−∞, 1], and z > 0 will be taken large. The properties
of a completely parallel those discussed in Section 2. First,

q ∈ supp a⇒ φ(q) ≤ 2βδ and η̃(q) ≥ −δ − εδ.

Since ε ≤ 1, we deduce that in fact η̃ = η̃(q) ≥ −2δ. But ω ≥ 0, so φ = φ(q) ≤ 2βδ implies
that η̃ = φ − ε−2δ−1ω ≤ φ ≤ 2βδ ≤ 2δ. Hence, ω = ω(q) = ε2δ(φ − η̃) ≤ 4ε2δ2. Since
ω vanishes quadratically at q̄, it is useful to rewrite the estimate as ω1/2 ≤ 2εδ. Combining
these, we have seen that on supp a,

(7.13) − δ − εδ ≤ η̃ ≤ 2βδ and ω1/2 ≤ 2εδ.

Moreover, on supp a ∩ suppχ′1,

−δ − εδ ≤ η̃ ≤ −δ and ω1/2 ≤ 2εδ.

In particular, given any neighborhoodU of q̄, we can thus make a supported inU by choosing
δ sufficiently small (and keeping ε, β ≤ 1).

Choosing δ0 ∈ (0, 1) sufficiently small, one has for δ ∈ (0, δ0], ε ∈ (0, 1], β ∈ (0, 1],

(7.14) Hpη̃ ≥ c0 > 0 where |η̃| ≤ 2δ0, ω
1/2 ≤ 2δ0.

So Hpφ ≥ c0
2 > 0 on supp a if δ < δ0, ε, β ≤ 1, provided that |Hpω| ≤ c0

2 ε
2δ there.

On the other hand, using (7.13) and (7.11), we see that |Hpω| ≤ c0
2 ε

2δ provided that
c0
2 ε

2δ ≥ C ′′(εδ)δα, i.e., that ε ≥ C ′δα for some constant C ′ independent of ε, δ. Taking
ε ∼ δα, the size of supp a at η̃ = −δ is roughly ω1/2 ∼ δ1+α, which still suffices for the
proof of propagation of singularities in view of α > 0, as we have localized along a single
direction, namely the direction of Hp at q̄.

We then take Ǎ ∈ Ψs−1/2 formally self-adjoint with principal symbol

ǎ = ρs−1/2
√
a;

let A = Ǎ2 ∈ Ψ2s−1, so

(7.15) σ2s−1(A) = ρ2s−1a = ρ2s−1χ0

(
z−1

(
2β − φ

δ

))
χ1

(
η̃ + δ

εδ
+ 1

)
.

We also let φr = (1 + rρ)−1, r ∈ (0, 1], and Λr a (symmetrized) quantization of φr, so Λr is
uniformly bounded in Ψ0. We let

Ar = ΛrAΛr, Ǎr = ǍΛr.

We also assume that

(7.16) WF′(A) ⊂ O, O = WFs−1/2(u)c;

note that given O the δ-localization of a makes this achievable.
By construction, using Lemma 7.2, the principal symbol of i[P,Ar] along the conormal

bundle of the diagonal, which is a bounded (in r) family in

S2s(Rnξ ; I−s0+k/2+1−n/4(Rnx ;N∗{x′ = 0})),
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is

(7.17) φ2
rρ

2s(Hpa) + aφ2
rρ

2s((2s− 1)− 2rφrρ)(ρ−1Hpρ),

and further

Hpa = −b2 + e,

where, as in Section 2, we define

(7.18) b = z−1/2δ−1/2
√

Hpφ

√
χ′0

(
z−1

(
2β − φ

δ

))√
χ1

(
η̃ + δ

εδ
+ 1

)
∈ S0(Rnξ ; I−s0+k/2+1−n/4+ε1(Rnx ;N∗{x′ = 0})),

and

(7.19) e = χ0

(
z−1

(
2β − φ

δ

))
Hp

(
χ1

( η̃ + δ

εδ
+ 1
))

∈ S0(Rnξ ; I−s0+k/2+1−n/4(Rnx ;N∗{x′ = 0})).

Here we use Lemma 5.12, applied to Hpφ, which is bounded away from 0, to see that b lies in
the indicated space; this gives the loss of ε1 > 0 which one can take as small as convenient,
as we did in the elliptic setting.

In order to deal with the second term on the right hand side of (7.17) as well as another
term in the final estimate we proceed as in (2.13)-(2.14) using χ0(t) = t2χ′0(t), t ∈ R. Recall
that we arranged that Hpφ ≥ c0/2, so we write

Hpφ = ψ1 + ψ2, ψ1 ≡ c0/4, ψ2 ≥ c0/4.

For M > 0 a constant to be specified, we let

(7.20) b1,r = φrb1 = ρsφrz−1/2δ−1/2
√
ψ1

√
χ′0

(
z−1

(
2β − φ

δ

))√
χ1

(
η̃ + δ

εδ
+ 1

)
,

and

(7.21)
b2,r =ρsφrz−1/2δ−1/2c2,r

√
χ′0

(
z−1

(
2β − φ

δ

))√
χ1

(
η̃ + δ

εδ
+ 1

)
,

c2,r =

(
ψ2 −

((
(2s− 1)− 2rρφr

)
(ρ−1Hpρ) +M2

)
z−1δ

(
2β − φ

δ

)2
)1/2

;

note that b1,r is C∞ (i.e., does not have a conormal singularity). The expression in the large
parentheses defining c2,r is bounded below by a positive constant (uniformly in r) for z > 0

sufficiently large as |2β − φ
δ | ≤ 4 on supp a. Then (7.17) gives

(7.22) φ2
rρ

2s(Hpa) + aφ2
rρ

2s((2s− 1)− 2rφrρ)(ρ−1Hpρ) = −M2aφ2
rρ

2s− b21,r − b22,r + er.

Now let

B1,r = B1Λr, B1 ∈ Is(N∗diag) = Ψs,

B2,r ∈ Is,−s0+1+k/2+ε1(N∗(diag ∩ (Y × Y )), N∗diag),

Er ∈ I2s,−s0+1+k/2(N∗(diag ∩ (Y × Y )), N∗diag)
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B2,r uniformly bounded in Is,−s0+1+k/2+ε1(N∗(diag ∩ (Y × Y )), N∗diag), Er uniformly
bounded in I2s,−s0+1+k/2(N∗(diag∩(Y ×Y )), N∗diag) and with the Schwartz kernel ofBj,r
andEr having (uniform) wave front set inO×O′, such that the principal symbol ofB1 is b1,
while the principal symbol of B2,r corresponding to the conormal bundle of the diagonal
is b2,r, and for Er the same symbol is er. Here we may assume that the uniform wave front
sets WF(KB2,r

) and WF(KEr ) are in an arbitrary, specified, neighborhood of N∗diag (by
applying a microlocal cutoff as needed), so in particular they are disjoint from oX×T ∗X and
T ∗X×oX , and we could also arrange (by applying a pseudodifferential operator microlocally
the identity near N∗diag but with wave front set in O × O′) that the Schwartz kernels
of B2,r, Er satisfy

WF(KB2,r
),WF(KEr ) ⊂ O ×O′,

where O′ is the usual twisted version of O (sign of the covector switched).
Let Q ∈ Ψ1/2(X) be elliptic with positive principal symbol ρ1/2, with parametrix

G ∈ Ψ−1/2(X), such that GQ = Id +R, R ∈ Ψ−∞(X). Then by Proposition 5.8, tak-
ing into account that 2(−s0 + 1 + k/2) < −k − 4ε0 < −1 so there is a full order gain in the
symbolic calculation (if we take ε1 > 0 sufficiently small),

i[P,Ar] = −B∗1,rB1,r −B∗2,rB2,r −M2ǍrQ
∗QǍr + Er + Fr,

where near N∗(Y ×X) ∪N∗(X × Y ), Fr is uniformly (in r) in

I−s0+1−dimY/2,2s+n/2(N∗(diag ∩ (X × Y )), N∗(X × Y ))

+ I−s0+1−dimY/2,2s+n/2(N∗(diag ∩ (Y ×X)), N∗(Y ×X)),

as given by (7.7) (since (7.3) has lower orders), while away from N∗(Y ×X) ∪N∗(X × Y ),
Fr is uniformly in

I2s−1,−s0+2+k/2+ε1(N∗(diag ∩ (Y × Y )), N∗diag).

We drop the regularization subscript for the next paragraphs to discuss boundedness
properties of Fr. As in the elliptic setting, we break up F :

(7.23)

F = F ′ + F ′′,

F ′ ∈ I2s−1,−s0+2+k/2+ε1(N∗(diag ∩ (X × Y )), N∗diag),

F ′′ ∈ I−s0+1−dimY/2,2s+n/2+ε1(N∗(diag ∩ (X × Y )), N∗(X × Y ))

+ I−s0+1−dimY/2,2s+n/2+ε1(N∗(diag ∩ (Y ×X)), N∗(Y ×X)),

with the wave front set of the Schwartz kernel of F ′ in

WF(KF ′) ⊂ O ×O′;

note that away from N∗diag, elements of

I2s−1,−s0+2+k/2+ε1(N∗(diag ∩ (X × Y )), N∗diag)

are in I−s0+1−dimY/2,2s+n/2+ε1(N∗(diag∩(X×Y )), N∗(X×Y )), so can always be regarded
as part of F ′′.

The difference between the elliptic setting, where we had (6.8), and here, is that now the
orders of F ′ and F ′′ are one order higher on N∗(diag ∩ (X × Y )); all other orders are
unchanged. Correspondingly, the Hs−ε0 → H−s+ε0 boundedness requirements are exactly
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as in the elliptic setting except that the requirement corresponding to N∗(diag ∩ (X × Y ))

becomes 2s + 1 − s0 + k/2 + ε1 < 2s − 2ε0 − k/2; for sufficiently small ε1 > 0 this holds
under the assumption 2s+ 1− s0 + k/2 < 2s− 2ε0 − k/2, which is part of (7.6).

Therefore, for ε1 > 0 sufficiently small, by the same argument as in the elliptic setting
following (6.8), F ′′ is bounded from Hs−ε0 to H−s+ε0 so 〈F ′′u, u〉 is bounded. On the other
hand, again as in the elliptic case, F ′ is bounded fromHs−1/2 toH1/2−s by Proposition 5.7,
and has wave front set in O × O′, so u being in Hs−1/2 on O, 〈F ′u, u〉 is bounded by the a
priori assumptions as well.

Returning to the full notation, we conclude that subject to (7.6), 〈Eru, u〉 and 〈Fru, u〉 are
bounded by the a priori assumptions.

Thus,

(7.24)
〈iAru, Pu〉 − 〈iPu,A∗ru〉 = 〈i[P,Ar]u, u〉

= −‖B1,ru‖2 − ‖B2,ru‖2 −M2‖QǍru‖2 + 〈Eru, u〉+ 〈Fru, u〉,

so we have the following analogue of (2.15):

‖B1,ru‖2 + ‖B2,ru‖2 +M2‖QǍru‖2 ≤ 2|〈Aru, Pu〉|+ |〈Eru, u〉|+ |〈Fru, u〉|.

We now use

(7.25)
2|〈Aru, Pu〉| ≤ 2|〈QǍru,G∗ǍrPu〉|+ 2|〈RǍru, ǍrPu〉|

≤ ‖QǍru‖2 + ‖G∗ǍrPu‖2 + 2|〈RǍru, ǍrPu〉|,

to control |〈Aru, Pu〉| above:

‖B1,ru‖2 + ‖B2,ru‖2 +M2‖QǍru‖2

≤ ‖QǍru‖2 + ‖G∗ǍrPu‖2 + 2|〈RǍru, ǍrPu〉|+ |〈Eru, u〉|+ |〈Fru, u〉|.

Now ‖QǍru‖2 can be absorbed in the M2‖QǍru‖2 term on the left hand side (for M > 1).
Letting r → 0, this gives the conclusion that Bj,0u ∈ L2 for j = 1, 2, which allows us to
conclude that WFs(u) is disjoint from the elliptic set of B1,0, and thus q̄ /∈WFs(u).

As in the elliptic case, one can eliminate the background regularity assumption on the
metric tube; here one needs to proceed more directly, shrink the supports of the cutoffs
defining a slightly in each step of the iteration, as is standard, see [9, Section 24.5], last
paragraph of the proof of Proposition 24.5.1, and the end of Section 2. The key point in
starting the iteration is that with s′ = min(s − ε0 + 1/2, s) ≤ s, if k + 1 + 2ε0 < s0 and
−k/2 < s then

s′ ≥ s− ε0 + 1/2 > −k/2− ε0 + 1/2− (s0 − k − 1− 2ε0) > −s0 + k/2 + ε0 + 1,

so the second inequality in (7.6) holds; all others follow at once from those of s using s′ ≤ s.

P 7.4. – Suppose that k + 1 + 2ε0 < s0 and −k/2 < s < s0 − ε0 − 1− k/2.
Let α = min(1, α0) ∈ (0, 1], α0 < s0 − 1− k, and let U ⊂ X be coordinate chart (identified
with a subset of Rn). For any K ⊂ Σ∩ T ∗UX compact there exist δ0 > 0 and C0 > 0 such that
the following holds. If u ∈ Hs−ε0

loc , �u ∈ Hs−1
loc , δ ∈ (0, δ0) and q0 ∈ K and if the metric ball

around q0 + δHp(q0) of radius C0δ
1+α is disjoint from WFs(u) then q0 /∈WFs(u).

The analogous conclusion also holds with q0 + δHp(q0) replaced by q0 − δHp(q0).
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8. Propagation of singularities

In order to convert Proposition 7.4 into a propagation of singularities along bicharacteris-
tics statement, we need a more precise analysis of the bicharacteristics. One has the following
lemma, which is just a version of the argument of Melrose and Sjöstrand [14, 15], see also [9,
Chapter XXIV] and [10].

L 8.1 (Version of [9, Lemma 24.3.15]). – Suppose that α ∈ (0, 1] and Hp is in Cα.
Suppose that F is a closed subset of Σ with the property that for every U ⊂ X coordinate
chart and for every K ⊂ Σ ∩ T ∗UX compact there exists δ0 > 0 and C0 > 0 such that for
all t ∈ (−δ0, δ0) \ {0} and q0 ∈ K ∩ F there exists q = q(t, q0) ∈ F in the metric ball
B(q0 +tHp(q0), C0|t|1+α) around q0 +tHp(q0) of radiusC0|t|1+α. Then for every q0 ∈ F there
is a bicharacteristic γ : (t−, t+) → F with γ(0) = q0 and such that γ leaves every compact
subset of F when t→ t±.

Proof. – One can follow the proof of [9, Lemma 24.3.15] quite closely, ignoring case (i).
Here we present a slightly different version of the argument, following [10], see also [23, Proof
of Theorem 8.1].

A standard argument based on Zorn’s lemma shows that it suffices to prove the local
assertion that for every q0 ∈ F there exists a bicharacteristic γ : [−ε, ε] → Σ, ε > 0, with
γ(0) = q0 and such that γ(t) ∈ F for t ∈ [−ε, ε]. Indeed, it suffices to do a one-sided version,
i.e., that if q0 ∈ F then

there exists a bicharacteristic γ : [−ε, 0]→ Σ, ε > 0,

γ(0) = q0, γ(t) ∈ F, t ∈ [−ε, 0],
(8.1)

for the existence of a bicharacteristic on [0, ε] can be demonstrated similarly by replacing the
forward propagation estimates by backward ones, and piecing together the two bicharacter-
istics γ± gives one defined on [−ε, ε] since at 0 they both satisfy d

dtγ±(0) = Hp(q0), so the
curve defined on [−ε, ε] is C1 with the correct derivative everywhere.

Let U be a neighborhood of q0 with U ⊂ T ∗UX so Hp is Hölder-α in U, and is in particular
bounded; sup ‖Hp‖ ≤ C ′. Let U0 be a smaller neighborhood with closure in U and (with δ0
as in Proposition 7.4) ε ∈ (0, δ0) such that for any q ∈ U0, ‖q′ − q‖ ≤ (C ′ + C0ε

α)ε implies
q′ ∈ U. Suppose that 0 < δ < ε, q ∈ U0. For q ∈ T ∗X, let

(8.2) D(q, δ) = B(q − δHp(q), C0δ
1+α) ∩ F.

For each integer N ≥ 1 now we define a sequence of 2N + 1 points qj,N , 0 ≤ j ≤ 2N

integer, which will be used to construct points γ(−j2−N ε) on the desired bicharacteristic
γ : [−ε, 0]→ F through q0. Namely, let δ = 2−N ε, q0,N = q0, and choose qj+1,N ∈ D(qj,N , δ);
such qj+1,N exists by assumption. Here one needs to check that qj,N ∈ U inductively
for 0 ≤ j ≤ 2N , but this follows as

(8.3)
‖qj,N − q0‖ ≤

j−1∑
i=0

‖qi+1,N − qi,N‖

≤ j(C ′2−N ε+ C0(2−N ε)1+α) ≤ C ′ε+ C02−αN ε1+α.
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Let γN : [−ε, 0] be the curve defined by γN (t) = qj,N for t = −j2−N ε, with γ given by the
straight line between successive dyadic points. Thus, by an estimate similar to (8.3), γN is a
uniformly Lipschitz family with

‖γN (t)− γN (t′)‖ ≤ (C ′ + C0ε
α)|t− t′|,

and thus there is a subsequence γNk converging uniformly to some γ; as F is closed, γ takes
values in F . It remains to check the differentiability of γ, and that d

dtγ(t) = Hp(γ(t)). For
this it suffices to show that there is C̃0 > 0 such that for all relevant t and δ,

γ(t+ δ) ∈ B(γ(t) + δHp(γ(t)), C̃0|δ|1+α),

which follows if we show the analogous statement for γN (with constant C̃0 independent
of N ) when t and t + δ are both dyadic points (so δ = −kε2−N is such as well). This is
straightforward to check from the definition of γN since, with Cα the Hölder-α constant
of Hp on U, so ‖Hp(q)− Hp(q

′)‖ ≤ Cα‖q − q′‖α,

‖γN (t− kε2−N )− γN (t) + kε2−NHp(γN (t))‖

≤
k−1∑
j=0

‖γN (t− (j + 1)ε2−N )− γN (t− jε2−N ) + ε2−NHp(γN (t− jε2−N ))‖

+

k−1∑
j=0

ε2−N‖Hp(γN (t− jε2−N ))− Hp(γN (t))‖

≤
k−1∑
j=0

C0(ε2−N )1+α +

k−1∑
j=0

Cαε2
−N (jε2−N )α

≤ (kC0 +
Cα

1 + α
k1+α)(ε2−N )1+α ≤ (C0 +

Cα
1 + α

)(kε2−N )1+α,

which gives the desired estimate with C̃0 = C0 + Cα
1+α .

Applying the lemma with F = WFs(u), Proposition 7.4 implies Theorem 1.4, which we
restate as a corollary:

C 8.2. – Suppose that k + 1 + 2ε0 < s0 and −k/2 < s < s0 − ε0 − 1 − k/2.
Then for u ∈ Hs−ε0

loc , �u ∈ Hs−1
loc , WFs(u) is a union of maximally extended bicharacteristics

in Σ.

A corollary of Theorem 1.4 is the following global regularity result:

C 8.3. – If s0 > 1 + k, −k/2 < s′ < s < s0 − 1− k/2, u ∈ Hs′

loc, �u ∈ Hs−1
loc

and for each q ∈ Σ the bicharacteristic through q has a point q′ on it which is not in WFs(u),
then u ∈ Hs

loc.

Proof. – By microlocal elliptic regularity which is valid with this s, WFs(u) ⊂ Σ. Now
let ε0 = min((s0 − k − 1)/2, s0 − 1 − k/2 − s) > 0. Then for s′ ≤ s̃ ≤ s, the hypotheses
of Corollary 8.2, apart from possibly u ∈ H s̃−ε0 , are satisfied with s replaced by s̃ and with
this ε0. Thus, taking s̃ = min(s, s′ + ε0), all hypotheses are satisfied, so as a point on any
bicharacteristic is not in WFs(u) and thus not in WFs̃(u), one concludes that WFs̃(u) = ∅,
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i.e., u ∈ H s̃
loc. If s̃ = s, we are done, otherwise we have u ∈ Hs′+ε0

loc repeat the argument, with
s̃ = min(s, s′ + 2ε0); in finite number of steps we conclude that u ∈ Hs

loc.

A further consequence is:

C 8.4. – Suppose s0 > 1 + k, 0 ≤ s < s0 − 1− k/2. Let �−1
+ f ∈ H1,−∞

b,loc (X)

denote the forward solution for �u = f , i.e., for f ∈ H−1,−∞
b,loc (X) supported in t > t0,

u = �−1
+ f is supported in t > t0.

If f ∈ Hs−1
loc is supported in t > t0, then u = �−1

+ f ∈ Hs
loc.

An analogous result holds with �−1
+ replaced by the backward solution operator �−1

− and
t > t0 replaced by t < t0.

Proof. – First we note f ∈ Hs−1
loc (X) implies f ∈ H−1,s

b,loc(X), and thus u = �−1
+ f ∈

H1,s−1
b,loc (X) ⊂ L2(X). Then we merely need to observe that every bicharacteristic reaches

t < t0, where u vanishes, thus is in Hs
loc, so Corollary 8.3 is applicable with s′ = 0 and yields

the conclusion.
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