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CONTROL AND MIXING
FOR 2D NAVIER-STOKES EQUATIONS
WITH SPACE-TIME LOCALISED NOISE

BY ARMEN SHIRIKYAN

ABSTRACT. — We consider randomly forced 2D Navier-Stokes equations in a bounded domain
with smooth boundary. It is assumed that the random perturbation is non-degenerate, and its law is
periodic in time and has a support localised with respect to space and time. Concerning the unperturbed
problem, we assume that it is approximately controllable in infinite time by an external force whose
support is included in that of the random force. Under these hypotheses, we prove that the Markov
process generated by the restriction of solutions to the instants of time proportional to the period
possesses a unique stationary distribution, which is exponentially mixing. The proof is based on a
coupling argument, a local controllability property of the Navier-Stokes system, an estimate for the
total variation distance between a measure and its image under a smooth mapping, and some classical
results from the theory of optimal transport.

RESUME. — Nous considérons une perturbation aléatoire du systéeme de Navier-Stokes 2D dans
un domaine borné a bord régulier. On suppose que la force aléatoire est non dégénérée et que sa loi est
périodique en temps et a un support localisé en espace et en temps. En ce qui concerne le probléme non
perturbé, on suppose qu’il est approximativement contrélable en temps infini par une force extérieure
dont le support est inclus dans celui de la force aléatoire. Sous ces hypothéses, on montre que le
processus de Markov engendré par la restriction des solutions aux instants de temps proportionnels
a la période posseéde une unique distribution stationnaire, qui est exponentiellement mélangeante. La
démonstration est basée sur un argument de couplage, une propriété de controélabilité locale pour le
systeme de Navier-Stokes, une estimation pour la distance en variation totale entre une mesure et son
image par une application lisse et quelques résultats classiques de la théorie du transport optimal.

1. Introduction

The main results of this paper can be summarised as follows: first, suitable controllability
properties of a non-linear PDE imply the uniqueness and exponential mixing for the asso-
ciated stochastic dynamics and, second, these properties are satisfied for 2D Navier-Stokes
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254 A. SHIRIKYAN

equations with space-time localised noise. To be precise, let us consider from the very begin-
ning the 2D Navier-Stokes system in a bounded domain D C R? with smooth boundary 8 D:

(1.1) t+ (u,Viu—vAu+ Vp = f(t,z), divu=0, z€D,

(1.2) ulyp = 0.

Here v = (u1,us2) and p are unknown velocity and pressure of the fluid, v > 0 is the viscosity,
and f is an external force. Let us assume that f is represented as the sum of two functions h
and 7, the first of which is a given function that is H! smooth in space and time and has a
locally bounded norm, while the second is either a control or a random force:

(1.3) ft,z) = h(t,x) +n(t, x).

In both cases, we assume that 7 is sufficiently smooth and bounded, and its restriction to
any cylinder of the form J x D with J, = [k — 1, k] is localised in both space and time (see
below for a more precise description of this hypothesis). Let us denote by n the outward unit
normal to the boundary 9D and introduce the space

(1.4) H = {u e L*(D,R?) :divu = 0in D, (u,n) = 0 on 9D},

which will be endowed with the usual L? norm || - ||. It is well known that for any uy € H
problem (1.1), (1.2) supplemented with the initial condition

(1.5) (0, z) = uo(x)

has a unique solution v = u(t; ug, f), which is a continuous function of time valued in H.

Our main result concerns the property of exponential mixing for the discrete-time Markov
process in H associated with (1.1)—(1.3), and we now present a simplified version of the
hypotheses under which it is valid. We assume that the deterministic force h is a 1-periodic
function of time whose restriction to any bounded subset of R x D is H!-regular. As for the
random force 7, we assume that it satisfies the four conditions below. Let Q C J; x D be an
open set and let Q, = {(¢t,z) : (t — k+ 1,z) € Q}.

Localisation: Forany integer k > 1, the restriction of ) to the cylinder Ji x D is supported
by Q.

Let us denote by 7 (t, ) the restriction of (¢ + & — 1, z) to the domain J; x D.

Independence: The functions 7, form a sequence of i.i.d. random variables in
H(J; x D,R?) with a law \.

Non-degeneracy: The measure A is decomposable in the following sense: there is an or-
thonormal basis {e;} in the space L?(Q,R?) such that e; € H}(Q,R?) forall j > 1,
and

n(t, ) = Y bi&ne;(t, x),
j=1

where ;i are independent random variables valued in [—1,1] and {b;} are positive
numbers such that 3, bj|le;]| g1 < oo. Moreover, the laws of ;; possess C'-smooth
densities with respect to the Lebesgue measure on R.

4¢ SERIE - TOME 48 — 2015 - N° 2



CONTROL AND MIXING FOR NAVIER-STOKES EQUATIONS 255

Approximate controllability: There is & € H such that problem (1.1)—(1.3) is approxi-
mately controllable to @& with a control function 7 such that, for any & > 1, the re-
striction of 7j(t + k — 1, z) to J; x D belongs to supp A, and the time of control can be
chosen the same for the initial functions ug from a given bounded subset of H.

The 1-periodicity of h and the second of the above hypotheses imply that the restrictions of
solutions for (1.1)—(1.3) to integer times form a family of Markov chains in H. The following
theorem, which is the main result of the paper, describes the long-time asymptotics of this
chain.

MAIN THEOREM. — Under the above hypotheses, the Markov chain associated with prob-
lem (1.1)—(1.3) has a unique stationary measure u. Moreover, there are positive constants C
and vy such that, for any 1-Lipschitz function F : H — R and any ug € H, we have

(1.6) EF(u(k;uo,h + 77)) — /I{F(v)u(dv) < C(l + ||u0||)677k, k>0.

We refer the reader to Section 2.1 for a more general result on uniqueness of a stationary
measure and exponential mixing. The proof of the above theorem is based on a detailed study
of controllability properties™ of problem (1.1)—(1.3) (in which g plays the role of a control),
a general criterion for mixing of Markov chains, and a result on the image of measures on a
Hilbert space under finite-dimensional transformations; see Section 2.2 for more details.

Let us mention that the problem of ergodicity for the 2D Navier-Stokes system was
studied intensively in the last twenty years. First results in this direction were established
in[10, 22, 8, 6], and we refer the reader to the book [24] for further references and description
of the methods used in various works. Most of the results established so far concern the
situation in which the random force is non-degenerate in a set of determining modes of the
problem. In the case when the equation is studied on the torus and the deterministic force
is zero, it was proved in [14, 15] that the Navier-Stokes dynamics is exponentially mixing for
any v > 0, provided that the noise is white in time and has a few non-zero Fourier modes as
a function of z (thus, it is finite-dimensional in z, infinite-dimensional in time, and localised
in the Fourier space). This result was extended to the case of 2D sphere in the paper [16],
which also fixes an error in [14]. The main theorem stated above is valid for all v > 0 and,
to the best of our knowledge, provides a first result on mixing properties for Navier-Stokes
equations with a space-time localised noise.

In conclusion, let us mention that the results of this paper remain valid in the case when
the noises act through the boundary of the domain. This situation will be addressed in a
subsequent publication.

The paper is organised as follows. In Section 2, we formulate the main result of this paper
on exponential mixing for the Navier-Stokes system with space-time localised noise, outline
its proof, and discuss some examples. Section 3 is devoted to studying a control problem
associated with the stochastic system in question. The details of proof of the main result are
given in Section 4. The appendix gathers some auxiliary results used in the main text.

(M Note, however, that we do not deal at all with the Gramian of the control problem in question, and the property
we use may be called squeezing by a finite-dimensional modification.
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Notation

For an open set () of a Euclidean space, a closed interval J C R, and Banach spaces X C Y,
we introduce the following function spaces.

LP = LP(Q) is the Lebesgue space of measurable scalar or vector functions on @ whose
pth power is integrable. We shall sometimes write LP(Q,R%) to emphasise the range of
functions. In the case p = 2, the corresponding norm will be denoted by || - ||.

H® = H*(Q) is the Sobolev space of order s with the usual norm || - ||s. As in the previous
case, we use the same notation for spaces of scalar and vector functions.

HE = H(Q) is the closure in H? of the space of infinitely smooth functions with compact
support.

Bx (R) stands for the ball in X of radius R centred at zero.

L?(J, X) is the space of Borel-measurable functions » : J — X such that

1/p
lull o) = (/J ||u(t)||§dt> < oo;

in the case p = oo, this norm should be replaced by ||u||cc = ess sup [|u(t)||x-

WP (J, X) is the space of functions u € LP(J, X) whose derivative belongs to LP(J, X). It
is endowed with a natural norm.

W (J, X,Y) is the space of functions u € L?(J, X) such that ,u € L?(J,Y).

£(X,Y) is the space of continuous linear operators from X to Y with the natural norm. In
the case X =Y, we write £(X).

Cy(X) stands for the space of bounded continuous functions F' : X — R; it is endowed with
the norm

[Flloc = sup |F(u)].
ueX

Ly(X) denotes the space of functions F' € Cy(X) such that
|F'(u) = F(v)|

IFlL = | Fllos + sup —————= < o0.
wro  |lu—vllx

P(X) is the set of probability Borel measures on X. The space #(X) is endowed with the
topology of weak convergence, which is generated by the dual-Lipschitz metric

1 — p2llz == sup  |[(F,p1) — (F, p2)l,
IFlc<1

where (F, ) stands for the integral of F' over X with respect to u.
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CONTROL AND MIXING FOR NAVIER-STOKES EQUATIONS 257

We denote by D a bounded domain with C? boundary dD. For T' > 0, we set Jr = [0, 7]
and Dy = Jr x D. The following functional spaces arise in the theory of Navier-Stokes
equations:

V =HNH)D), Xr=W(r,V,V*),
Ysp={uveXr:ulsm € W((6,T),VNH?V)},
where 6 € (0,7, H is defined by (1.4), and V* denotes the dual space of V' (identified with

a quotient space in H~1(D, R?) with the help of the scalar product in L?). These spaces are
endowed with natural norms.

2. Main result and scheme of its proof

2.1. Exponential mixing

Let D C R? be a bounded domain with a C?-smooth boundary 8D and let D; = J; x D.
Consider the Navier-Stotes system (1.1) with the Dirichlet boundary condition (1.2) and an
external force of the form (1.3). We assume that h € H} (R4 x D,R?) is a given function
which is 1-periodic in time and 7 is a stochastic process of the form

Q2.1 n(t,z) =Y L(t)m(t—k+1z), t>0,

k=1
where I is the indicator function of the interval (k — 1,k) and {nx} is a sequence of
i.i.d. random variables in L?(Dy,R?) that are continued by zero for ¢t ¢ Jy. It is well
known that the Cauchy problem for (1.1)—(1.3) is globally well posed. Namely, for any initial
function ug € H there is a unique random process (u,p) whose almost every trajectory
satisfies the inclusions

u€CRy, H)YNLE (R, V), / pdt € L2 (R, L?),
0

Equations (1.1), and the initial condition
(2.2) u(0,z) = uo(z), =€ D.

In what follows, we shall drop the p component of solutions and write simply u(t). Let us
denote by S : Hx L?(D;,R?) — H the operator that takes a pair of functions (ug, f) to u(1),
where u(t) is the solution of (1.1), (1.2), (2.2). Well-known properties of 2D Navier-Stokes
equations imply that S is a continuous mapping. Moreover, the range of .S is contained in V',
and the mapping S : H x L?(D;,R?) — V is uniformly Lipschitz continuous on bounded
subsets; e.g., see Chapter I1I in [29].

Let us consider a solution u(t) of (1.1)~(1.3) and denote ur = u(k). What has been said
implies that

(2.3) up = S(up—1,h+m), k=1

Since ny, are i.i.d. random variables in L?(D;,R?), Eq. (2.3) defines a homogeneous family
of Markov chains in H, which is denoted by (ug,P,), u € H. Let Py (u,I") be the transition
function for (ug, Py,).

ANNALES SCIENTIFIQUES DE L’ECOLE NORMALE SUPERIEURE



258 A. SHIRIKYAN

Let us fix an open set @ C D and denote by {p,;} C H'(Q,R?) an orthonormal basis
in L2(Q,R?). Let x € C§°(Q) be a non-zero function and let 1; = ;. In what follows, we
shall assume that {¢;} are linearly independent®, and the function h and random process n
satisfy hypotheses (H1) and (H2) formulated below. Note that if {¢,} is a complete set of
eigenfunctions of the Dirichlet Laplacian in @, then the functions 1; are linearly independent
for any choice of . This is an immediate consequence of the unique continuation property
of solutions for elliptic equations; see Theorem 8.9.1 in [17].

(H1) Structure of the noise: The random variables 7, can be represented in the form

(2.4) me(t, @) =Y b€y (t, ),

j=1
where &, are independent scalar random variables such that |§;;| < 1 with probabil-
ity 1, and {b;} C Ris a non-negative sequence such that

(2.5) B:=Y_bjllv;]l1 < co.

j=1
Moreover, the law of £ possesses a C*-smooth density p; with respect to the Lebesgue
measure on the real line.

Let us denote by & C L?(Q,R?) the support of the law of ;. The hypotheses imposed
on 7y, imply that X is a compact subset in H} (Q, R?). Continuing the elements of X by zero
outside @, we may regard X as a compact subset of Hg (D1, R?).

(H2) Approximate controllability: There is & € H such that for any positive constants R
and ¢ one can find an integer | > 1 with the following property: given v € By (R),
there are (1, ...,¢{; € X such that

(26) ||Sl(UaC1,---aCl)_a” §€7
where S; (v, (1, . . ., ;) stands for the vector u; defined by (2.3) with 7y, = {;, and ug = v.
The following theorem, which is the main result of this paper, establishes the uniqueness

and exponential mixing of a stationary distribution for the Markov family generated by (2.3).

THEOREM 2.1. — Assume that h € H} _ (R x D,R?) is 1-periodic in time, and Con-

ditions (H1) and (H2) are satisfied. In this case, there is an integer N > 1, depending
on ||h|| g1 (py), B, and v, such that if

2.7) bj #0 forj=1,...,N,
then the following assertions hold.

Existence and uniqueness: The Markov family (uy, P,,) has a unique stationary distribution
uwe€ P(H).
Exponential mixing: 7There are positive constants C and ~y such that

(2.8) | P (u, ) — ||z < CQA+ ||ul)e™™ forallu e H, k> 0.

@ The assumption on the linear independence of {v;} is not really needed, and Theorem 2.1 below remains true
without it. We make, however, this assumption to simplify the proof of Proposition 2.6.
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Note that condition (2.7) expresses the space-time non-degeneracy of the noise. Thus, the
property of exponential mixing holds true even for noises whose space-time dimension is
finite.

The general scheme of the proof of Theorem 2.1 is outlined in Section 2.2, and the details
are given in Sections 3 and 4. Here we consider two examples for which Condition (H2) is ful-
filled and discuss a counterexample showing that, in general, the approximate controllability
of (1.1)—(1.3) is not likely to hold for all v > 0 with the same control set K.

ExAaMPLE 2.2. — We claim that there is § > 0 such that if the 1-periodic function A satis-
fies the inequality ||| z2(p,) < 0, then Condition (H2) is fulfilled, provided that & contains
the zero element.

Indeed, if ||| 2 (p, ) is sufficiently small, then problem (1.1), (1.2) with f = h has a unique
solution @(t, «) defined throughout the real line and 1-periodic in time. To see this, it suffices
to take a sequence {u,, } of solutions for the problem in question such that u,,(—n) = 0 and
to prove that it converges as n — oo in the space W([—N, N|,V,V*) for any N > 0. The
limiting function 4 is the required 1-periodic solution. Using standard estimates for Navier-
Stokes equations, it is easy to prove that

lallw (s, v,ye) <e(d) —0 asé— 0.

This implies that 4 is globally exponentially stable as ¢ — +oo. Therefore, for any positive
constants R and ¢ one can find an integer [ > 1 such that (2.6) holds with (; =--- = =0
and 4 = 4(0). Since K contains the zero element, we see that Condition (H2) is satisfied.

ExAMPLE 2.3. — Suppose that h is represented in the form h(¢, z) = ho(At, z), where hg
is a continuous 1-periodic function of time with range in V' such that fol ho(s)ds = 0. We
claim that, for sufficiently large integers A > 0, Condition (H2) is satisfied, provided that X
contains the zero element.

Indeed, let us represent a solution of Eq. (1.1) with f = h in the form v = w + g, where
g(t) = fot h(s) ds. Then the function w must satisfy the equations

(2.9) w+{(w+g,Vi(w+g) —vAw+ Vp=—-Ag, divw=0.
The condition imposed on h implies that g is a V-valued 1-periodic function such that

sup |lg(t)|lv = 0 as A — oo.
teR

Combining this with an argument similar to that used in Example 2.2, one can prove that
Eq. (2.9) has a unique 1-periodic solution w, which is globally exponentially stable ast — co.
It follows that & = w + g is a globally exponentially stable solution for problem (1.1), (1.2)
with f = h. As in Example 2.2, we conclude that the function 4 = @(0) satisfies the required
property.

In both examples considered above, Condition (H2) was satisfied due to the fact that the
unperturbed problem had a globally stable stationary point. The following simple example
of an ordinary differential equation suggests that, in the general case, it is unreasonable
to expect the property of approximate controllability in infinite time for the Navier-Stokes
system with an arbitrary v > 0 and a fixed control set.
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260 A. SHIRIKYAN

COUNTEREXAMPLE 2.4. — Let g : R — R be an arbitrary smooth function vanishing at
zero such that

(2.10) |u|~%g(u) sgn(u) > ¢ >0 for|u| >1,

where a < 1 and c are positive numbers and sgn(u) denotes the sign of u. Let us consider the
equation

2.11) U= —vu+g(u)+n(t),
where v > 0 is a parameter and 7(t) is a control taking values in an interval [-K, K| C R.
We claim that there is vy > 0 depending on K, a, and c such that the following property holds

for 0 < v < yy: for any 4 € R there is ug € R such that, for any measurable function n(t)
defined on the positive half-line and taking values in [— K, K|, we have

(2.12) inf fu(t) — i >0,

where u(t) stands for the solution of (2.11) issued from ug. Indeed, let us fix any & € R and any
function n(t) with range in [— K, K. We shall assume that 4K > c and 4 < 0 (the other case
can be treated by a similar argument). Let us denote by V (¢, u) the right-hand side of (2.11).
Setting 7 = (4K ¢~ )Y/ and vy = ¢/(2a'~?), we see from (2.10) that

V(t,u) >0 for0<v <.

It follows that if ug > 4, then u(t) > @ for all ¢ > 0, whence we conclude that (2.12) holds.

2.2. General criterion for mixing and application

In this section, we outline the proof of Theorem 2.1, which is based on two key ingredients:
a coupling approach developed in [23, 26, 21, 25, 13, 27] in the context of stochastic PDE’s
and a property of stabilisation to a non-stationary solution of Navier-Stokes equations [3].
We first recall an abstract result established in [28].

Let X be a compact metric space with a metric dx and let (ug,P,), v € X, be a family of
Markov chains in X. We denote by Py (u,I") its transition function. Let (ug, P, ) be another
family of Markov chains in the extended phase space X = X x X such that

(2.13) I Pi(u,-) = P(u,), I, Pg(u,-) = Pe(v,-) foru= (u,u')e X, k>0,

where P (u,T') denotes the transition function for (ug,P,) and ILLII' : X — X stand
for the natural projections to the components of a vector v = (u,u’). In other words,
relations (2.13) mean that, for any integer £ > 1, the random variable uj, considered under
the law P, with w = (u,u’) is a coupling for the pair of measures (Px(u, -), Pi(u',-)). We
shall say that (ug, P, ) satisfies the mixing hypothesis if there is a closed subset B C X and
positive constants C' and ( such that the following properties hold.

Recurrence: Let 7(B) be the first hitting time of the set B:
7(B) =min{k > 0: u, € B}.

Then 7(B) is Py-almost surely finite for any v € X, and there are positive
constants C7 and d; such that

(2.14) E. exp(&l’r(B)) <(C; foruelX.
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Exponential squeezing: Let us set

(2.15) o =min{k >0 : dx (ux,u},) > C e P*}.

Then there are positive constants Cs, d2, and d3 such that, for any u € B, we have
(2.16) Pu{o = o0} > 63,
(2.17) Eu(I{s<oo} €xp(620)) < Ca.

The following proposition is a particular case of a more general result established® in [28]
(see Theorem 2.3).

PROPOSITION 2.5. — Let (ug,Py) be a family of Markov chains for which there exists
another Markov family (uy,Py) in the extended space X that satisfies relation (2.13) and the
mixing hypothesis. Then (uy,P,,) has a unique stationary distribution u € P(X), and there are
positive constants C and ~y such that

(2.18) | P(u,-) —pl; <Ce™ ™ forue X, k>0.

To prove Theorem 2.1, we first observe that the Markov family (u,P,) possesses a com-
pact absorbing invariant set X C H, and it suffices to study its restriction to X, for which
we retain the same notation. We shall prove that (ug, P,,) satisfies the hypotheses of Propo-
sition 2.5. A crucial point of our construction is the following result, which says, roughly
speaking, that if two points u, v’ € X are sufficiently close, then the pair (P (u, ), P (v/,-))
admits a coupling whose components are close with high probability; cf. Lemma 3.3 in [23].

PROPOSITION 2.6. — Under the hypotheses of Theorem 2.1, there exists a constant
d > 0 such that for any points u,vw’ € X satisfying the inequality |lu — || < d the pair
(Py(u,-), P1(v',-)) admits a coupling (V (u,v'), V' (u,u")) such that

(2.19) PV () = V/(w )| > Yllu =/} < € flu -],
where C > 0 is a constant not depending on u,u’ € X.

The proof of this proposition is based on a controllability property for the Navier-Stokes
system and application of a concept of optimal coupling; see Sections 3 and 5.1. We now
define a coupling operator R = (R, R') by the relation

(V(u, ), V'(u,u")) for |lu—u'|| <d,

(2.20) R(u,u’) =
(S(u, (), S/, (")) for[lu —u'|| > d,

where ¢ and ¢’ are independent random variables whose law coincides with that of ;. With-
out loss of generality, we can assume that ¢ and ¢’ are defined on the same probability space
as V and V’, and to emphasise the dependence on w, we shall sometimes write R(u, u’;w)
instead of R(u,w’). The required Markov family (ug, P,,) is constructed by iterations of X.
Namely, let (Qx, Fx,Pr), & > 1, be countably many copies of the probability space on
which £ is defined and let (2, &, P) be the direct product of these spaces. We set

(2.21) uo = (u,u'), up = R(up—1,wg), k>1.

® In [28], the proof is carried out in the particular case when B = B X B; however, the same argument applies in
the general situation.
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The recurrence property will follow from approximate controllability (see Hypothesis (H2)
in Section 2.1), while the exponential squeezing will be implied by Proposition 2.6.

3. Control problem

3.1. Squeezing

In this section, we consider the controlled Navier-Stokes system (1.1)—(1.3) on the time
interval J; = [0,1]. We assume that the function h belongs to the space H'(D;) (where
D, = J; x D) and denote by {1;} the sequence of functions entering Hypothesis (H1) of
Section 2.1. Extending the functions ; by zero outside @, we may regard them as elements
of H}(Dy). We denote by &, the vector span of 41, .. ., ¥, endowed with the L? norm and
by Bp the ballin H!(D;) of radius R centred at origin. The following theorem whose weaker
version was established in [3] is a key step in the proof of Theorem 2.1.

THEOREM 3.1. — Under the above hypotheses, for any R > 0 and q € (0,1) there is an

integer m > 1, positive constants d and C, and a continuous mapping
®: Br X Bu(R) — £(H,6m), (h,do) — n,

such that the following properties hold.

Contraction: For any functions h € Bg and G, ug € By (R) satisfying the inequality
(3.1 l[uo — diol| < d,

we have

(3.2) 15 (@0, k) — S (uo, b+ D(h, o) (w0 — 0)) || < ¢ lluo — @ol.

Regularity: The mapping @ is infinitely smooth in the Fréchet sense.
Lipschitz continuity: The mapping G is Lipschitz continuous with the constant C. That is,

(3.3) [@(h1, 1) = B(ha,a2)|| , < C (1 = hollar + [[a1 — d2]l),

where || - || ¢ stands for the norm in the space £(H, &r,).

An immediate consequence of this theorem is a refinement of a result established in [3]
on stabilisation of a non-stationary for the Navier-Stokes system. Since that result is not
necessary for proving Theorem 2.1, we postpone its formulation and proof until Section 3.4.

The proof of Theorem 3.1 repeats essentially the argument used in [3]. However, since the
finite-dimensionality in time for the control and the regularity and Lipschitz properties of &
are important for the stochastic part of this work, we present a rather complete proof of
Theorem 3.1. We begin with a description of the main steps and give the details in the next
two subsections.

Step 1: Reduction to the linearised problem. Denote by 4(t, z) the solution of (1.1), (1.3)

issued from 4o and corresponding to = 0. In view of the regularising property of the
Navier-Stokes system, for any interval J = (¢’,1) with §’ > 0 we have
(3.4) we L*(J,H*NV), o€ L*(J,V),
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and the corresponding norms are bounded by a constant depending only on §’ and R. In
particular, the truncated observability inequality holds for the adjoint of the Navier-Stokes
system linearised around 4; see Section 5.2.

A solution with a non-zero control 7 is sought in the form v = 4 + v. Then v must be a
solution of the problem

(3.5) 0+ (v, VYv+ (@, V)v + (v, V)i — vAv + Vp = n(t,z), dive=0,

(3.6) v|,p =0, v(0) =0,

where vy = ug — @g. Together with Eq. (3.5), consider its linearisation around zero:
(3.7) v+ (4, V)v + (v, V)i — vAv + Vp = n(t,z), dive=0.

Suppose that we have constructed € &,, such that the solution w(t, z) of (3.7), (3.6) satisfies
the inequalities

q
(3.8) lw@ < Fllwoll,  lwllx, < Cillvoll-

A standard perturbative argument shows that if ||vg|| is sufficiently small, then the solution
of (3.5), (3.6) satisfies the inequality ||v(1)|| < g||vol|, whence it follows that (3.2) holds. Thus,
it suffices to construct a continuous linear operator @(h, 4g) : H — &,, such that the solution
w € X7 of problem (3.7), (3.6) with = ®&(h, i )vo satisfies inequalities (3.8).

Step 2: Application of the Foias-Prodi property. Let {e;} be an orthonormal basis in H
formed of the eigenfunctions of the Stokes operator L = —ITA, where II stands for the Leray
projection in L?(D, R?) (onto the closed subspace H), let {a;} be the corresponding (non-
decreasing) sequence of eigenvalues for L, and let IT 5 be the orthogonal projection in H on
the vector space Hy spanned by ey, ..., ey. Denote by R H x L?(Dy) — %X, a linear
operator that takes (vo,n) to the solution w of (3.7), (3.6) and by !/fo its restriction to the
time .

Suppose that for any integer N > 1 and any § > 0 we have constructed an integer m > 1
and a family of linear operators @ = &(h, dg) : H — &, which is a Lipschitz function of its
arguments and is such that

(3.9 Ty %3 (vo, @(h, dio)vo)[| < Cadllwnll, [ 8(h, o)l < Co,
where C3 > 0 is a constant not depending on IV and §. In this case, the Poincaré¢ inequality
and the regularising property of (3.7) imply that

1R (vo, B(h, ti0)vo) || = [|(I — TIn) RY (v, B(h, dio)vo) || + C20 [|vol|

< a2 R (w0, B(h, i )vo) |1 + Cad [lvo]

—-1/2 ~
< Csan 2 (Ilvoll + 18(h, @0)voll12(Dy)) + Cad [lvo

< (C3(Co+ Va7 + Cad) Juo]
Choosing N sufficiently large and § sufficiently small, we obtain the first inequality in (3.8).
The second is an immediate consequence of the continuity of £“ and the boundedness of &.

Step 3: Minimisation problem. The construction of @ is based on a study of a minimisation
problem for solutions of (3.7) with a cost functional penalising the term ||IIyw(1)||. Namely,
let us consider the following problem.
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PRrROBLEM 3.2. — Given a constant § > 0, an integer N > 1, and functions vy € H and
i € X satisfying (3.4), minimise the functional

1 [t 1
J(w, () = 5/ I¢(@)1*dt + gllﬂww(l)ll2
0
over the set of functions (w, ¢) € X; x L?(D;,RR?) satisfying the equations
(3.10) W+ (4, VIw + {(w, V)i — vAw + Vp = x(P¢), divw =0, w(0)= v,

where p = p(t, z) is a distribution in D; and P, stands for the orthogonal projection
in L?(D;) onto &,,.

We shall show that Problem 3.2 has a unique solution (w, ¢), which satisfies the inequality

1
(.11 gllﬂz\rw(l)H2 +1I¢llZ2p,) < Csllvoll?,

where C3 > 0 is a constant not depending on N and 6. This will imply the required
inequalities (3.9), in which vy = x(P,, (). Further analysis shows that the mapping @ — ¢
is smooth from %; to L?(D;) and uniformly Lipschitz continuous on bounded balls. Since 4
is an analytic function of (h, 1), this will complete the proof of the theorem.

3.2. Minimisation problem

Step 1: Existence, uniqueness, and linearity. — Let us prove that Problem 3.2 has a unique
optimal solution (w, ¢) in the space X := X; x L?(D;). Indeed, the function J : X — R
is non-negative and therefore has an infimum on any affine subspace of X. Denote by X,,
the affine subspace of X defined by (3.10) and by J, the infimum of J on X, . Let
(wn,(,) € Xy, be an arbitrary minimising sequence. Then {(,} is a bounded sequence
in L?(D;), and without loss of generality we can assume that it converges weakly to a
limit ¢. It follows that the sequence of solutions w,, € ¥ of problem (3.10) with { = (,
converges in the space %Xy to a limit w, which satisfies (3.10). The lower semi-continuity of
the norm of a Hilbert space now implies that
J(w, ) < liminf J(wy, () = Je.

n—oo

Recalling the definition of J,, we conclude that J(w, () = J,.

To prove the uniqueness, note that any affine subspace is a convex set in X. Combining
this property with the strict convexity of the norm of a Hilbert space, we see that if (w;, ¢;),
i =1, 2, are two optimal solutions, then ¢; = (5. Since the solution of problem (3.10) with a
given ¢ € L?(D;) is unique, we conclude that w; = ws.

Finally, it is a standard fact of the optimisation theory that the unique minimum of a
quadratic functional under a linear constraint can be expressed as a linear function of the
problem data (e.g., see Section III.1 in [33] for a general theory and Section A.2 of [3] for
a simple proof of the result we need). In the case under study, the corresponding operator
depends on the reference solution @. We shall denote by ¥ (i) the linear operator that takes vg
to ¢, where (w, ¢) is the optimal solution for Problem 3.2.
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Step 2: Regularity and Lipschitz continuity. — We now prove that the mapping ¥ regarded as
an application from H to £(H, L?(D;)) is infinitely differentiable and uniformly Lipschitz
continuous on balls. Let us denote by wg = wo(4,v9) € ¥, the solution of problem (3.10)
with ¢ = 0. The linear constraint of Problem 3.2 is equivalent to the relation

(3.12) w = wo + R (0, X(PmC)).

Setting A(4)¢ = %?(0, X(Pm()), we see that (w, () € X is a solution of Problem 3.2 if and
only if w is the global minimum of the function F : L?(D;) — R defined by

1! 9 1 2
F(¢t,v0) = 5/0 IcI*dt + < [T (wo + A(@)¢)||™.

Using standard methods of the theory of 2D Navier-Stokes equations, we can prove that
A(4) is an analytic function from % to £(H) which is uniformly Lipschitz continuous on
bounded sets; e.g., see [20] or Chapter 1 in [32]. It follows that F’ satisfies the hypotheses of
Proposition 5.5 in which U = L?(D;) and Y = %; x H. Thus, the unique minimum ¢
of F is a smooth function of (4, vg) valued in L?(D;), and it is Lipschitz continuous on
bounded subsets. Recalling relation (3.12), we conclude that the unique solution (w, () € X
of Problem 3.2 is a smooth function on %; x H which is Lipschitz continuous on bounded
subsets. Since (w,() linearly depends on vy, it is straightforward to derive the required
properties of V.

Step 3: A priori estimate. — From now on, we fix § > 0. We claim that there is an integer
m > 1 depending on R and N, and a constant C' > 0 depending only on R such that, if
@€ By, (R), then inequality (3.11) holds. Indeed, note that the constraint given by (3.10)
is equivalent to the equations

(3.13) w~+ vLw + B(@,w) + B(w, 1) = H(x(PmC)), w(0) = v,

where we set B(u1,us) = ({u1, V)usz). Thus, the pair (w,{) € X constructed in Step 1 is
the minimiser of J under constraint (3.11). Applying the Kuhn-Tucker theorem (see Chap-
ter I in [19]), we can find functions A € H and § € L%(J;, V) such that, for any (r, &) € X,
we have

[ @oat+ 3 ). ) + ()

1
+ / (9,7’” +vLr + B(4,r) + B(r,4) — x(me))dt =0.
0

It follows that

(3.14) 6 — vLO — B*(4)0 = 0,
(3.15) 0(1) =~ Tyw(1), ¢ =Pn(xd),

where B*(@) denotes the (formal) adjoint of the operator B(4,-) + B(-,4) in H, and
Eq. (3.14) holds in the sense of distributions. Multiplying Eq. (3.14) by w and the first
equation in (3.13) by 6, adding together the resulting relations, and integrating over D1, we
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derive

(3.16) S+ [ 1ol = ~(60).v0)

where we used relations (3.15) and the initial condition in (3.13). Now note that (3.14) is
equivalent to the backward Navier-Stokes Equations (5.12). Therefore, by Proposition 5.4,
the function # must satisfy the truncated observability inequality (5.13). Combining it
with (3.16), we obtain (3.11). We have thus shown that (cf. (3.9))

(3.17) \\HN%?(UO,XPm(u?(a)vO))\\ < Céllvoll,  1#(@)vollz2(pyy < Cllvoll-

3.3. Proof of Theorem 3.1

Let us define &(h, i) as the linear operator taking vy to x (P, ¥ (i)vg), where & € X is
the solution of problem (1.1), (3.20) with f = h and ug = 4g. Standard regularity results
for 2D Navier-Stokes equations imply that & € %, ; for any 6’ € (0,1) (see Theorem 3.5
in Chapter III of [29]), so that ¥ () is well defined. Moreover, the norm [ 4,  is bounded
by a constant depending only on R and ¢§’. We claim that @(h, @) satisfies the contraction
property stated in the theorem. If this assertion is proved, then the regularity and Lipschitz
continuity of ¥ combined with similar properties of the resolving operator for the 2D Navier-
Stokes system will imply the remaining assertions on @.

Inequalities (3.17) imply that the solution (w, ¢) of Problem 3.2 satisfies (3.11). Therefore,
choosing N and §~1 sufficiently large, we ensure that the function w = R“(vg, ®(h, ig)vo)
satisfies (3.8). Let us represent a solution of the non-linear problem (3.5), (3.6) with the right-
hand side n = ®(h, Gg)(ug — Uop) in the form v = w + z. Then z € %; must be a solution of
the problem
(3.18) 24+ (z,V)z+ (i +w,V)z+ (z,V)(i +w) — vAz+ Vp = —(w, V)w,

(3.19) divz=0, z|,,=0, z(0)=0.
Taking the scalar product of (3.18) with 2z in H and carrying out some standard transfor-
mations, we derive

Oclz)1* + 20| V2|? < Cr(lla + wllllz] + [wl Jwl) V]
It follows that
Bullzll” + v V2| < Co(lla+ wlfF]lz)? + [lwl[F]w]|)-
Applying the Gronwall inequality and using the initial condition in (3.19), we obtain

t t
01 < [ exp(Ca [ la-+ultar) wllolds
S
Recalling that |4y, is bounded by a constant depending only on R and using the second
inequality in (3.8), we derive

sup [2(1)]| < C3(R)[|w%, < Ca(R)uo — ao*.
0<t<1

Since ||ug — @o|| < d, choosing d > 0 sufficiently small ensures that

q X
Iz < 5 llwo = oll.
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Combining this with the first inequality of (3.8) in which vy = ug — g, we get (3.2). This
completes the proof of the theorem.

3.4. Stabilisation of a non-stationary solution

In this section, we prove a simple corollary of Theorem 3.1 on stabilisation of a non-
stationary solution for the Navier-Stokes system by a finite-dimensional localised control.
This result is not necessary for the proof of Theorem 2.1, and the reader not interested in the
control problem may safely skip this section. Recall that we denote by w(¢; ug, f) the solution
of (1.1), (1.2), (1.5).

PropOSITION 3.3. — For any p > 0 and o« > 0 there is a finite-dimensional subspace
E C H}(Q,R?) and positive constants C and d such that the following assertions hold for
any functions o € H and h € H. (R x D,R?) satisfying the inequalities

laoll < p, Pl rxpy < p - forallk > 1.

(1) For any ug € H satisfying the condition ||ug — to|| < d there is a control n) such that the
restriction of n(t + k — 1,z) to Jy x D belongs to E for any integer k > 1 and

(3.20) lu(t; wo, b + 1) — ult; o, B)I| < Ce™ " ug — gll, ¢ > 0.
(it) The mapping (Gg,uo, h) +— mn is Lipschitz continuous in the sense specified below.
Moreover,
(3:21) 171l 22 (@ 2y < Ce™*F|lug = doll, k> 1.

As was mentioned in Section 3.1, a similar result was proved earlier in [3] for the 3D
Navier-Stokes system (see also [11, 2, 4] for some results on stabilisation to a stationary
solution). Proposition 3.3 establishes some additional properties of the control. Namely, we
show that it is finite-dimensional in both space and time and can be chosen to be a smooth
function with respect to the force and the initial state corresponding to the reference solution.

Proof of Proposition 3.3. — Let us fix positive constants p and « and take an initial func-
tion 49 € By (p). The boundedness of the resolving operator for the Navier-Stokes system
implies that the corresponding solution @ satisfies the inequality

(3.22) [a(@®)|| < R forallt >0,

where R is a constant depending only on p. Let ¢ € (0, 1) be such that e~* = ¢. Denote by d,
C, and m the parameters constructed in Theorem 3.1. Let us take any uo € H satisfying the
inequality ||ug—1o|| < d and construct a control function 7 consecutively on the intervals Jj,
k > 1. To this end, we denote by hy, the restriction of the function (¢t — k + 1) to Dy and set

n(t) = @(ﬁ,o,hl)(uO - ao) for0 <t <1.
Then, by Theorem 3.1, we have

[u(1) = @) < qlluo — dol| = ™ [luo — dol|,
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where u(t) denotes the solution of (1.1)—(1.3), (1.5) on the interval J;. Assume we have
constructed a control n on the interval (0, k) with & > 1, and the corresponding solution u
satisfies the inequality

(3.23) u(t) —a@)] < e™*uo — doll
forl =1,...,k. In this case, setting
(3.24) n(k +t) = ®(a(k), hrgr1) (u(k) — a(k)) foro <t <1,

we see that (3.23) remains valid for [ = k + 1. Thus, we can construct  on the half-line R,
and the corresponding solution will satisfy (3.23) for all integers I > 1. Combining this
with the Lipschitz continuity of the resolving operator of the Navier-Stokes system, we see
that (3.20) holds. Inequality (3.21) is a straightforward consequence of (3.24) and (3.23). Fi-
nally, it is not difficult to check that if n* and n? are two controls corresponding to (uf, @, h?),
i = 1,2, then

I = 2y < OF s =]+ — 31+ gm0 = B2l o)

where C; > 0 depends only on p and «, 7} stands for the restriction of n* to Dy, and h} are
defined in a similar way. This completes the proof. O

4. Proof of Theorem 2.1

We first outline the main steps. A well-known dissipativity argument shows that the
random dynamical system defined by (2.1) has a compact invariant absorbing set X C H.
Therefore it suffices to prove the uniqueness of an invariant measure and the property of
exponential mixing for the restriction of (ug,P,) to X. This will be done with the help of
Proposition 2.5. Namely, we shall prove Proposition 2.6 and use relations (2.19) and (2.20)
to define a Markov chain (ug, P, ) in the extended phase space X = X x X. This Markov
chain is an extension of (u,P,) and possesses the recurrence and exponential squeezing
properties of Section 2.2, and therefore the hypotheses of Proposition 2.5 are satisfied. This
will complete the proof of Theorem 2.1.

4.1. Reduction to a compact phase space

Well-known properties of the resolving operator for the Navier-Stokes system imply that .S
satisfies the inequality

1S, HIl < s llull + Call fllz2(py)  foru € Bu(R), f € L*(Dy)

where » < 1 and C; > 0 are some universal constants. Let r > 0 be so large that
|+ n&ll L2 (p,) < r almost surely. Then, with probability 1, we have

4.1 |S(u, b+ ni)|| < s2p+ Cir foru € Bu(p).

It follows that if R > 17 then the ball B g (R) is invariant for the Markov chain (ug,P,).

1—sc

Let us take R = 25—1; and denote by X the image of the set By (R) x Brz2(p,)(r) under the
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mapping S. Then X is an invariant subset for (ug, P, ), and the regularising property of the
Navier-Stokes dynamics implies that X is compact in H. Iterating (4.1), we see that

Py{ur € X fork > ko(p)} =1 foranyu € By(p),

where kqo(p) = (Inp + C2)/In 3! with a large constant Cy > 0. It follows that (u, P,,) has
at least one stationary measure u, and any such measure is supported by X. It is easy to see
that to prove (2.8), it suffices to establish inequality (2.18). The latter is proved in the next
three subsections.

4.2. Proof of Proposition 2.6

We shall apply Proposition 5.3 to construct a measurable coupling (V, V') and Propo-
sition 5.2 to prove (2.19). Namely, fix R > 0 so large that X C Bgy(R — 1) and
max{||nkll g1 (D,), |k + Mkl 51 (D)} < R — 1 almost surely. Denote by C,d > 0 and m > 1
the parameters constructed in Theorem 3.1 with ¢ = 1/4, define the Polish space

Z={(u,u') € X x X : |lu—'|| <d},

and introduce the function e(u,u’) = i|lu — /|| on the space Z. Let us consider the
pair of measures (P (u,-), P1(v/,)). By Proposition 5.3 with § = 1, there is a probability
space (2, 7, P) and measurable functions V, V' : Q x Z — H such that for any (u,u') € Z
the pair (V (u,u’), V'(u,v)) is a coupling for (P (u,-), P (v/,-)) and

@2 P{IV(u,u) = V'(w,u)l| > gllu— '} < Cpucwja(Pilu, ), P(v, ),

where the function C¢ (u1, p2) is defined in Section 5.1. In view of (5.6), to estimate the right-
hand side of this inequality, it suffices to bound the function K,y 4(P1(u,-), P1(u',)).

To this end, we shall apply Propositions 5.2, 5.6 and Theorem 3.1. Let us endow the ball
Br C H'(D;) with the law X of the random variables 7. Then P (u,-) is the image of A
under the mapping n — S(u, h + 1) acting from By to H. Let &,, be the subspace entering
Theorem 3.1 and let

D BR X BH(R) — f(H, 6m)
be a smooth C-Lipschitz mapping such that
1
(4.3) 15 (s bt 1) = S (' b+ DR+ ) (u = ) || < Zllu =

for any n € Bg and any u,u’ € By (R) satisfying the inequality ||u — u’|| < d. The existence
of such mapping was established in Theorem 3.1. Let us define a transformation ¥ = ¥, .,
of the space H'(D;) by the relation

() =n+x(Ih+nl) @+ n,u)(u—u),

where x : R; — R, is a smooth function such that x(r) = 1 forr < R — 1and x(r) =0
for » > R. The choice of the constant R and inequality (4.3) imply that

1
15 (w, o 4m) = S(u's bt T () || < Gl =] for A-ae.n € H'(Dy).
Therefore, by Proposition 5.2, we have

(4.4) Kjy—wja(Pr(u,-), PL(u,-)) < 2[|A = T (X) |lvar-
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Now note that the mapping ¥ satisfies the hypotheses of Proposition 5.6 with a constant s
proportional to ||u — u'||. Combining (4.2), (4.4), and (5.22), we arrive at the required
inequality (2.19).

4.3. Recurrence

Let us recall that the probability space (€2, #,P) and the X-valued Markov chain
{ur = (ux,u})} on it were defined in Section 2.2. We shall denote by PP, the probability
measure associated with the initial condition w. Let us set

B={u=(u,v) € X :|u—7d]| <d},

where d > 01s a small constant to be chosen later. In this and next subsections, we shall prove
that the recurrence and exponential squeezing properties are satisfied for (ug, P,) with the
above choice of B.

To prove that 7(B) is IP,,-almost surely finite and satisfies (2.14), it suffices to show that
4.5) p:= sup P, {7(B) > {} < 1,
ueX
where £ > 11is an integer. Indeed, if this inequality is proved, then using the Markov property,
for any integer m > 1 we can write
Pu{1(B) > ml} = E Py {7(B) > ml|F (n_1)e}

=K, (IT(B)>(m—1)l Pu(mfne{T(B) > f})

<pPu{7(B) > (m — 1)},
where { 7} stands for the filtration generated by the Markov family (uy, P, ). By iteration,
the above inequality implies that
(4.6) P,{7(B) > mf} <p™ forallm > 1.
A simple application of the Borel-Cantelli lemma now implies 7(B) is P,-almost surely
finite. Furthermore, inequality (4.6) immediately implies that 7(B) satisfies (2.14).

We now prove (4.5). Let p and n’ be the random variables entering the definition of the
coupling operator & (see (2.20)) and let

G(w) = n(wr), (W) =7n"(wg), k>1.
Then {(x, ¢}, k > 1} isa family of i.i.d. random variables in L?(D; ) whose law coincides with
that of n. Let & € H be the point defined in Hypothesis (H2). Since X is a closed absorbing
subset, we have 44 € X . Using the definitions of ® and 7, we can write

P, {7(B) > £} = P, {7(B) > £, |Jug — up|| > d}
=Pu{7(B) > ¢, ||Se(u,C1,---,C) — Se(u,Cy, ..., C)|| > d}
< P{IISe(u, G, - -5 Ce) — Se(w', ¢1, ., )| > d}
=1—P{||Se(u, 1y -+, ) = Se(w, ¢+, Q)| < d}
<1-P(L,d)?,
where the operator S is defined in Hypothesis (H2), and we set
P(t,d) = inf P{S(v, G, o) — ] < d/2).
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Thus, inequality (4.5) will be established if we show that P(¢,d) > 0 for a sufficiently large
integer /.

To this end, let us denote by ¢ the integer defined in Hypothesis (H2) with e = d/4
and R > 0 so large that X C By (R). We fix v € X and denote by (, = ¢} € K some
vectors for which (2.6) holds. Let § > 0 be so small that for any (; € X, k = 1,...,¢,
satisfying the inequalities ||C, — (|| < & we have

I1Se(v, sy Go) — | < d/f2.

Define the event I'(v, £) = {||¢x — ¢pll < 0,k = 1,...,£} C 2. What has been said implies
that

|Se(v,Cas---,¢) — ]| <d/2 forw € T'(v,¥).
We see that

£
P(t,d) > inf P(T(v,0)) > 3@1;;:[11@{”@ — Gl <8y
. 14
@7 > (it Bl — €l <3}) .

where we used the fact that {j are i.i.d. random variables. It remains to note that the function
& — P{||¢1 — &|| < &} is lower semicontinuous and strictly positive on K, and therefore
the right-hand side of (4.7) is a positive constant. This completes the verification of the
recurrence property.

4.4. Exponential squeezing

Let us take arbitrary initial points u,u’ € X such that (u,u’) € B. Then, by (2.19)
and (2.20), we have

48) Pu{llus — w]) < Hu—w[l} > 1= C u—|l.
For any integer n > 1, let us set
Ty = {llux — whl| < 3wy — [l for 1 < k < n}.

Note that [|ug—u}, || < 27F||ug—up|| for 1 < k < n on the setT',,. Combining this observation
with inequality (4.8) and the Markov property, we derive

Py(Tn) = ]Eu(Ianl]PU{”“n —up|l < %”un—l — Up_q|l| gn—l})
=Ey(Ir,_ Pu,_, {lur — wi]| < 5lluo — ug|l})
> (1-2"""Cllu — v/||) Py (Tper)-

Iterating this inequality, for any n > 1 we obtain

4.9) Pu(Ty) > [T —2"*Cllu—o/||) > 1= Cillu—/|.
k=1
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Let us define the Markov time o by relation (2.15) with C = d and 8 = In 2. Then, for
any u € B, with P, -probability 1 we have

{0 = 00} = {|Jux — || <2 *d for k > 1}

o0
O {llur — upll < 3lluk—1 — uj_y|| fork > 1} = ﬂ T,,

n=1

whence it follows that
Pu{o = oo} = lim Py(Tyn) 21— Ciflu— o'
Choosing d > 0 sufficiently small, we arrive at (2.16).
To prove inequality (2.17), it suffices to show that
(4.10) Pu{oc =n} < (Cy2™" forn>1,u € B,
where the positive constant C' does not depend on u. To this end, note that
{o =n}={o>n-1}n{||lup —u,| >27"d}.

Using the Markov property, inequality (4.8), and the fact that ||us, — u},|| < 27%d on the set
{o > k}, we derive

Pu{oc =n}=E, (I{a>n71}Pu{||“n - “;H >27"d| gn—l})
= Eu(Ifo>n-1}Pu,_ {llur —uy | > 27"d})
< Bu(Io>n—13Puns {llur = ui || > lluo — ugll})
<217 CdP {0 > n —1}.
We thus obtain inequality (4.10) with Cy = Cd. The proof of Theorem 2.1 is complete.

5. Appendix

5.1. Optimal coupling

Let X be a Polish space with a metric d and let py,u2 € P(X). Recall that a pair
of X-valued random variables (&1, £2) is called a coupling for (1, pe) if D(&;) = pir i =1,2.
We denote by II(u1, uo) the set of all couplings for (w1, u2). Let us fix e > 0 and define a
symmetric function d. : X x X — R by the relation

1 ifd(ug,us) > ¢,
0 ifd(ul,UQ)SE.

(.D de(u1,uz) = {

DEFINITION 5.1. — We shall say that a coupling (£1,&2) € I(u1, u2) is e-optimal if it
minimizes the function ({1, {2) — E d.((1, {2) defined on the set of all couplings for (1, us2).
That is,

5.2 Ed , = inf Ed ,(2).
(52) 6(51 £2) (Cl,C2)1€Ill_I(H1’H2) =61, 2)

In particular, for e = 0 we obtain the usual concept of maximal coupling of measures; e.g.,
see [30].
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Let us denote by C. (i1, u2) the quantity defined by the right-hand side of (5.2) and call it
the e-optimal cost for the pair (u1, p2). Note that, in view of (5.1) and (5.2), for any e-optimal
coupling (&1, £2) we have

(5.3) P{d(£1,&2) > e} = Ce(pa, p2)-

Thus, to estimate the probability of the event that the distance between the components of
an e-optimal coupling for (u1, pe) is larger than ¢ it suffices to estimate the corresponding
e-optimal cost. We now establish a simple result that enables one to do it. Let us introduce
the following function on the space (X) x P(X):
(5.4) K. (1, p2) = sup((f, 1) — (g, 12)),

g

where the supremum is taken over all functions f, g € Cy(X) satisfying the inequality

(5.5 fluy) — glug) < dc(ur,ug) forup,us € X.
Then, by the Kantorovich duality (see Theorem 5.10 in [31]), we have
(5.6) Ke(p, p2) = Ce(pn, p2).

Thus, to estimate the e-optimal cost it suffices to estimate the function K.. The following
proposition reduces this question to a “control” problem.

PROPOSITION 5.2. — Let X be a compact metric space with metric d, let Uy, Us be two
X -valued random variables defined on a probability space (0, F,P), and let p1, po be their
laws. Suppose there is a measurable mapping W : Q — Q such that

(5.7) d(Ur(w),Us(¥(w))) <& for almost every w € Q,
where € > 0 is a constant. Then
(5.8) Ke(p1, p2) < 2||P — W (P)[|var-
In particular, any e-optimal coupling (&1, &2) for the pair (u1, u2) satisfies the inequality
(5.9 P{d(£1,€2) > €} < 2P — o (P)[lvar-
Proof. — Inequality (5.9) is a straightforward consequence of (5.8), (5.6), and (5.3). To
prove (5.8), we use an argument applied in the proof of Lemma 11.8.6 in [7]. Namely, note

that if f,geCy(X) are such that (5.5) holds, then the function
h(u) = sup,cx (f(v) — de(u,v)) satisfies the inequalities » < g and

flur) — h(uz) < de(ui,usg), |h(ur) —h(uz)| <1 forup,us € X.
It follows that
E(f(Ul) —g(Uz))
E (f(U1) — h(Uz 0 ®)) + E (h(Us 0 ¥) — h(Us))
Ed:(U1,Uz 0 %) + (hoUs, ¥, (P)) — (ho Uz, P)
< |(hoUs,P) = (ho Us, W.(P))

(fv/lfl) - (97/1'2) =

It remains to take the supremum over f,g and to note that the right-hand side of this
inequality does not exceed that of (5.8). O
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We now study the question of existence and measurability of an e-optimal coupling.
Let (Z, PB) be a measurable space and let {7,z € Z},i = 1, 2, be two families of probability
measures on X such that the mapping z — u? is measurable from Z to the space #(X)
endowed with the topology of weak convergence and the corresponding o-algebra. The
following proposition establishes the existence of an “almost” e-optimal coupling that is a
measurable function of z, provided that X is a subset of a Banach space.

PropPoOSITION 5.3. — Inaddition to the above hypotheses, assume that X is a compact subset
of a Banach space'Y . Then for any positive measurable functione(z), z € Z, and any 0 € (0,1)
there is a probability space (0, &, P) and measurable functions £f (w) : QA x Z - Y,i=1,2,
such that, for any z € Z, the pair (£5,&%) is a coupling for (5, u3) and

(5.10) Ede(2)(£1,€5) < Coc(z) (11, 13)-

Proof. — The existence of a measurable optimal £(z)-coupling would be an immediate
consequence of Corollary 5.22 in [31] if the function d.(u1,u2) was continuous and in-
dependent of z. Since this is not the case, we now outline the modifications that are needed
to prove the existence of a measurable coupling satisfying (5.10).

Let us write Z as the union of countably many disjoint measurable subsets Z such that the
image of the restriction of £(z) to any of them is contained in a bounded interval separated
from zero. For instance, we can take Zy, = {z € Z : (k+1)7! < e(2) < k~'} withk > 1 and
use a similar partition for (1, 4+00). If we construct measurable couplings on each set Z, for
which (5.10) holds with Z = Zj, then by gluing them together, we get the required random
variables £7,1 =1, 2.

To construct a measurable coupling on Z;, we first reduce the problem to the case
when e = 1. Let us consider stretched measures ji? defined by the formula i (I") = p?(e(2)I)
for ' € By. The measures jif are supported by a compact set X, C Y, and if (gf, 55) is a
measurable coupling such that

Edi(£,6) < Co(i5, fi5) forany z € Zy,

then e(z) (£, €3) is a measurable coupling for the original measures that satisfies (5.10). Thus,
we can assume from the very beginning that ¢ = 1.

Letd: X x X — R be an arbitrary continuous symmetric function such that
(5.11) di(u1,uz) < d(uy,uz) < do(ur,uz) forallug,us; € X.

By Corollary 5.22 in [31], there is a probability space (2, &, P) and measurable functions
&7 : Z x Q — X such that (£%,£5) is a coupling for (u%, p3) for any z € Z, and

Ed(&7, £3) = inf Ed(¢y, C).
(&6 (C1,Ca) ETI(13 a3 (G, 62)

Combining this relation with (5.11), we arrive at (5.10) with e = 1. O
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5.2. Truncated observability inequality

Letd € (0,1) and let & € %, , be an arbitrary function. Consider the adjoint equation
for the Navier-Stokes system linearised around :

(5.12) g+ {04, Vg + (Vg,4) + vAg+ Vr =0, divg=0.

Let us fix an open set @ C (8,1) x D, an orthonormal basis {¢;} C L?*(Q,R?), and
a function y € C§°(Q) and denote by P,, the orthogonal projection in L?(Q, R?) onto
the m-dimensional subspace spanned by ¢;, 7 = 1,...,m. Recall that Hy stands for the
vector span of the first V eigenfunctions of the Stokes operator. The following result is a

simple consequence of the observability inequality for the linearised Navier-Stokes system
(see[12, 18, 9)).

PROPOSITION 5.4. — For any 6,p > 0 and any integer N > 1 there is an integer m > 1
such that if & € By, (p), then any solution g € X1 of Eq. (5.12) with g(1) € Hy satisfies the
inequality

(5.13) lg(O)II < CIPm(x9)| 12,
where C' > 0 is a constant depending only on 6 and p.
Proof. — We essentially repeat the argument used in the paper [3] in which inequal-

ity (5.13) is proved for a time-independent function x and a projection P,, acting in the
space variables. We claim that if g € %X is a solution of (5.12) with ¢g(1) € Hy, then

(5.14) X911 1,y < Cullx9ll 2,

where C; > 01is a constant depending on §, p, and N. Once this inequality is established, the
required result can be derived by using the fact that

I(Z = Po)oll < dmllvlly forany v € H(Q,R?),
where {d,,} is a sequence going to zero as m — oo; cf. proof of Proposition 5.3 in [3].

Suppose that (5.14) is false. Then there are functions @, € By, (p) and solutions g, € X3
of (5.12) with @ = 4, such that

(5.15) 9.(1) € Hy, lgn(DIl =1,
(5.16) X0 |11 pyy Z 71X L2y

Now note that ||g,(1)||gz < Cs for all n > 1, whence it follows, by standard estimates for
the 2D Navier-Stokes system, that

lgnllae, + lgnll2(s,m3) + 10¢gnllz2(sv) < C3, n > 1.

Passing to a subsequence, we can assume that {4, } and {g,, } converge weakly (in appropriate
functional spaces) to some functions % and g, respectively, such that & € B Yy (p),g € X1
is a solution of (5.12), and ||g(1)|| = 1. Moreover, it follows from (5.16) that xg = 0. Let us
show that the latter is impossible.

Indeed, let an interval (a,b) C J and a ball B C D be such that
x(t,x) > a>0 for(tz) € (a,b) x B.
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Then, by the observability inequality (see Lemma 1 in [9]), we obtain

lg(a)ll < Callgllzz((apyxpy < Caa™ lIxgllz2(p,) = 0.

The backward uniqueness for the linearised Navier-Stokes system (see Section I1.8 in [1])
implies that g(t) = 0 for a < ¢t < 1. This contradicts the fact that | g(1)|| = 1. The proofis
complete. O

5.3. Minima of second-order polynomials on Hilbert spaces

Let U and Y be real separable Hilbert spaces and let F' : U x Y — R be a function of the
form

F(U, y) = (QyU,U)U + (ayyu)U + by7

where @, € £(U) is a self-adjoint operator, a,,b, € U forally € Y, and (-, )y stands for
the scalar product in U. We assume that

(5.17) (Qyu,u)y > cllul|? forallueU,yeY.

In this case, it is easy to see that for any y € Y the function v — F'(u,y) has a unique global
minimum u* = u*(y). The following simple proposition establishes some properties of u*.

PROPOSITION 5.5. — Let us assume that the functions

(5.18) Yy Qy, Y (ay,by)

are infinitely smooth from'Y to the spaces £(U) and U x U, respectively. Then the unique
minimum uw*(y) is an infinitely smooth function of y € Y. Moreover, this implication remains
true if the property of infinite smoothness is replaced by Lipschitz continuity on bounded balls.

Proof. — Inequality (5.17) implies that v*(y) is the only solution of the linear equation
(5.19) (8uF)(u,y) = 0.

Therefore, the required smoothness of u* will be established if we show that the implicit
function theorem can be applied to (5.19). This is a straightforward consequence of the fact
that 9, F is an infinitely smooth function of its arguments, and its derivative in u coincides
with 2Q),.

We now prove that if a,, by, and Q,, are Lipschitz continuous on bounded balls, then so
is u*(y). Indeed, fix R > 0 and take two points y1,y2 € By (R). It follows from (5.19) and
the explicit form of the derivative 9, F' that

| =

Qy, (v (y1) — u*(y2)) = (Quo — Quy)u"(y2) +

(ayz - ayl)'

~— N

Taking the scalar product of this equation with v*(y1) — u*(y2) and using inequality (5.17)
and the Lipschitz continuity @, and a,, we obtain the required result. O
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5.4. Image of measures under finite-dimensional transformations

Let X be a separable Banach space endowed with a norm ||- || and represented as the direct
sum

(5.20) X=E+F,

where £ C X is a finite-dimensional subspace. Denote by Pr and Pr the projections
corresponding to decomposition (5.20). Let A € (X)) be a measure that can be written as
the tensor product of its projections A\g = (Pg).Aand Ar = (Pr).A. Assume also that A has
abounded support and that A possesses a C'-smooth density p with respect to the Lebesgue
measure on F. The following simple result gives an estimate for the total variation distance
between the measure A and its image under a diffeomorphism of X acting only along E.

PROPOSITION 5.6. — Under the above hypotheses, let W : X — X be a transformation that
can be written in the form
U(u)=u+P(u), uclX,
where @ is a C*-smooth map such that the image of ® is contained in E and
(5.21) |D(u)]| < 22, ||P(ur) — Pug)|| < sl|lur —uzl|| foralluy,us € X.
Then the total variation distance between A and its image under ¥ admits the estimate

(5.22) IA = 2.V lar < C,

where C' > 0 is a constant not depending on s.

This proposition is a simple particular case of more general results presented in Chapter 10
of [5]. However, for the reader’s convenience, we give a complete proof of Proposition 5.6.

Proof. — Inequality (5.22) needs to be proved for s < 1, because it is trivial if s¢ is sepa-
rated from zero. Furthermore, since A has a bounded support, there is no loss of generality
in assuming that ¢ vanishes outside a large ball.

We first note that if f € Cp(X), then

(fa)\)Z/F)\F(dw)/Ef(v+w)p(v)dv.

Since v +— v + @ (v + w) is a C*-diffeomorphism of E for |»| < 1, we see that

(f,!I/*()\)):/F)\F(dw)/Ef(v+w+@(v+w))p(v)dv

_ w F +w)p(Ouv)
—/FAF(d )/Edet(IJr(D@)(@w(U’Hw)) v

where ©,,(v") denotes the solution of the equation v + @ (v + w) = v’ and D@ stands for the
Fréchet derivative of ¢. Combining the above formulas, we get

(5.23) 0(f,A) = (f,@.(N) = (f,A) = /F)\F(dw)/Ef(v—Fw)A(v,w) dv,

where we set

B p(@w (U))
Av,w) = det (I + (DP) (O (v) +w))

= p(v).
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The s-Lipschitz continuity of & implies that
|det (I + (DP) (O (v) + w)) ™ —1‘ O(») forallve E,weF,
where O(c) denotes any function whose absolute value can be estimated by C'»¢ (uniformly

with respect to all other variables). It follows that

_ p(©y(v)) — p(v)
(5.24) Av,w) = dot(q + (DB)(Ou(v) + ) + p(v)O(5).

Furthermore, using inequalities (5.21), we derive
(5.25) 10w @)l < 1= (vl + sllwll), 18w (v) = vl < 25 (vl + [[wl]).-
Substituting (5.24) into (5.23) and using inequalities (5.25), we obtain

p(©u (v)) = p(v)]
80/, )] < /F Ar(dw) /E IO St + (D2)(0u () + w)

dv 4+ O(»)

< 1fllo /F Ar(dw) /E 10(v) — p(v+ (v + w))| dv + O(s0).

Taking the supremum over f € Cp(X) satisfying || f||o < 1 and noting that the integrals on

the right-hand side can be taken over sufficiently large balls, we obtain

1
||A—w*(,\)||mg5 / Ap(dw) / lp(v) = p(v + &(v + w))| dv + O()
Br(R) Br(R)
1
< 5 / Ap(dw) / / |Vp(v + 08(v + w))| df dv + O(52),
0

Br(R) Br(R)
where we used the first inequality in (5.21). It is straightforward to see that the right-hand
side of the above inequality can be estimated by C'. O
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