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Abstract. We develop a cavity method for the spherical Sherrington–Kirkpatrick model at high temperature and small external
field. As one application we compute the limit of the covariance matrix for fluctuations of the overlap and magnetization.

Résumé. Nous développons la méthode de la cavité pour le modèle sphérique de Sherrington–Kirkpatrick à haute température et
champs externe faible. Nous illustrons la méthode par le calcul de la matrice de covariance des fluctuations des recouvrements et
de la magnétisation.
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1. Introduction

The cavity method in the Sherrington–Kirkpatrick model [3], as described for example in [5], is one of the most
important tools developed for the analysis of the model at high temperature. Among many applications of the cavity
method, the most important include self-averaging and Gaussian fluctuations of the overlap (see [4] or [2]). The present
paper was motivated by an attempt to find an analogue of the cavity method for the spherical model and, surprisingly,
the task turned out to be more challenging than expected. Of course, one can anticipate technical difficulties due to
the fact that uniform measure on the sphere is not a product measure and decoupling one coordinate from the others,
which is the idea of the cavity method, is not straightforward. As we shall see, the suggested interpolation has some
new features compared to [5].

After we develop the cavity method, as one application we will study the fluctuations of the overlap and magne-
tization and compute their covariance matrix in the thermodynamic limit. We stop short of proving a central limit
theorem since our goal is to give a reasonably simple illustration of the cavity method.

We consider a spherical SK model with Gaussian Hamiltonian (process) HN(σ ) indexed by spin configurations σ

on the sphere SN of radius
√

N in R
N . We will assume that

1

N
EHN

(
σ 1)HN

(
σ 2)= ξ(R1,2), (1.1)
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where R1,2 = N−1∑
i≤N σ 1

i σ 2
i is the overlap of configurations σ 1,σ 2 ∈ SN and where the function ξ(x) is three times

continuously differentiable. A classical example of such Gaussian process, corresponding to the choice of ξ(x) = xp

for integer p ≥ 1, is the p-spin Hamiltonian

HN(σ ) = 1

N(p−1)/2

∑
1≤i1,...,ip≤N

gi1,...,ipσi1 · · ·σip ,

where (gi1,...,ip ) are i.i.d. standard Gaussian random variables. One could also consider a linear combination of p-spin
Hamiltonians.

This model was studied in [1] and mathematically rigorous results were proved in [6]. Under the additional as-
sumptions on ξ,

ξ(0) = 0, ξ(x) = ξ(−x), ξ ′′(x) > 0 if x > 0, (1.2)

the limit of the free energy

FN = 1

N
E log

∫
SN

exp

(
βHN(σ ) + h

∑
i≤N

σi

)
λN(σ ) (1.3)

was computed in [6] for arbitrary inverse temperature β > 0 and external field h ∈ R. Here λN denotes the uniform
probability measure on SN . The main results of the present paper will be proved for small enough parameters β and h,

i.e. for very high temperature and small external field, and without the assumptions in (1.2). For example, our results
will apply to p-spin Hamiltonian for both even and odd p ≥ 1.

To provide some motivation, let us first describe some implications of the results in [6]. For small β and h, they
imply that under (1.2) the limit of the free energy takes a particularly simple form:

lim
N→∞FN = inf

q∈[0,1]
1

2

(
h2(1 − q) + q

1 − q
+ log(1 − q) + β2ξ(1) − β2ξ(q)

)
. (1.4)

The critical point equation for the infimum on the right hand side of (1.4) is

h2 + β2ξ ′(q) = q

(1 − q)2
. (1.5)

For small enough β the infimum in (1.4) is achieved at q = 0 if h = 0 and at the unique solution q of (1.5) if h 	= 0.

Theorem 1.2 in [6] suggests that the distribution of the overlap R1,2 with respect to the Gibbs measure is concentrated
near q and by analogy with the classical SK model (see Chapter 2 in [5] or [2]) one expects that the distribution of√

N(R1,2 − q) is approximately Gaussian. In the setting of the classical SK model this is proved using the cavity
method and the main goal of the present paper will be to develop the analogue of the cavity method for the spherical
SK model. Many computations will be more involved and, as a result, instead of using the cavity method to prove a
central limit theorem we will only compute the covariance matrix of the overlaps and other related quantities. This
main application is formulated in Theorem 5 in Section 3.

We note that our results also imply (1.4) without the assumption (1.2). Namely, since we will prove that for small
β and h the overlap R1,2 is concentrated near the unique solution q of (1.5), it is a simple exercise to show that in this
case

lim
N→∞FN = 1

2

(
h2(1 − q) + q

1 − q
+ log(1 − q) + β2ξ(1) − β2ξ(q)

)
. (1.6)

To prove this, one only needs to compare the derivatives of both sides with respect to β. Finally, we suggest to an
interested reader not familiar with the original cavity method to learn about it in Chapter 2 in [5], because we believe
that one can gain much more by first learning a technically simpler case from which all the main ideas originate.
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2. Cavity method

For specificity, from now on we assume that h 	= 0 and β is small enough so that q is the unique solution of (1.5). The
case of h = 0 is also significantly simpler because one can use the second moment method as in [5], Section 2.2. All
the results below are proved without the assumption (1.2). Given a configuration σ ∈ SN, we will denote ε = σN and
for i ≤ N − 1 denote

σ̂i = σi

/√N − ε2

N − 1
,

so that a vector σ̂ = (σ̂1, . . . , σ̂N−1) ∈ SN−1, i.e. |σ̂ | = √
N − 1. We consider a Gaussian Hamiltonian HN−1(σ̂ )

independent of HN(σ ) such that

1

N − 1
EHN−1

(
σ̂ 1)

HN−1
(
σ̂ 2)= ξ(R̂1,2), (2.1)

where R̂1,2 = (N − 1)−1∑
i≤N−1 σ̂ 1

i σ̂ 2
i . We define the interpolating Hamiltonian by

Ht(σ ) = √
tβHN(σ ) + √

1 − tβHN−1(σ̂ ) + h
∑

i≤N−1

σ̂i

(
1 + t

(√
N − ε2

N − 1
− 1

))

+ hε + √
1 − tεzβ

√
ξ ′(q) − 1

2
(1 − t)ε2b, (2.2)

where z is a standard Gaussian r.v. independent of HN and HN−1 and

b = h2(1 − q) + β2(1 − q)ξ ′(q). (2.3)

Define the partition function along the interpolation by

Zt =
∫

SN

expHt(σ )dλN(σ )

and for a function f :Sn
N → R define the Gibbs average of f with respect to the Hamiltonian (2.2) by

〈f 〉t = 1

Zn
t

∫
Sn

N

f exp
∑
l≤n

Ht

(
σ l
)

dλn
N . (2.4)

Let νt (f ) = E〈f 〉t be the annealed Gibbs average.
The main purpose of this interpolation is to devise a way of computing ν(f ) := ν1(f ) for some particular choices of

f – typically, functions of the overlaps – and finding the right expression for Ht is always motivated by the properties
that such interpolation should have in order to make these computations work.

First of all, any cavity method aims to decouple the last coordinate ε from the other coordinates to make the
computation of ν0(f ) easier, in some sense. Notice the special form of the Hamiltonian (2.5) at t = 0,

H0(σ ) = βHN−1(σ̂ ) + h
∑

i≤N−1

σ̂i + εa − 1

2
ε2b, (2.5)

where we introduced the notation

a = zβ
√

ξ ′(q) + h. (2.6)

The first two terms depend only on σ̂ ∈ SN−1 and, therefore, the Gibbs average (2.4) at t = 0 for functions of the type
f1(σ̂ )f2(ε) will decouple (see (2.15) below). In other words, at t = 0 we can think of ε and σ̂ as independent variables,
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even though σ̂ formally depends on ε. This explains a somewhat unusual dependence of HN−1 on (σ̂1, . . . , σ̂N−1) in
the above interpolation instead of the more expected dependence on (σ1, . . . , σN−1). This is probably the main new
feature compared to the classical SK model on the hypercube {−1,+1}N .

Another desired property of the interpolation is that νt (f ) does not change much for t ∈ [0,1] so that ν(f ) can
indeed be approximated by ν0(f ). The proof of this will have several ingredients and, of course, the appropriate choice
of parameter q in (1.5) will play an important role at some point. The main ingredients, however, are the computation
and control of the derivative of νt (f ) with respect to t . This computation will be a first step toward clarifying the role
of all the terms in (2.2). For q in (1.5) we define

r = h(1 − q). (2.7)

Given (σ l)l≥1 we denote εl = σ l
N , R̂l = (N − 1)−1∑

i≤N−1 σ̂ l
i and define al and al,l′ by

al = 1 − ε2
l , 2al,l′ = ξ ′(q) − 1

2

(
ε2
l + ε2

l′
)(

qξ ′′(q) + ξ ′(q)
)+ εlεl′ξ

′′(q). (2.8)

Theorem 1. We have

ν′
t (f ) = h

2

∑
l≤n

νt

(
f al(R̂l − r)

)− h

2
nνt

(
f an+1(R̂n+1 − r)

)

+ 2β2
∑

1≤l<l′≤n

νt

(
f al,l′(R̂l,l′ − q)

)− 2nβ2
∑
l≤n

νt

(
f al,n+1(R̂l,n+1 − q)

)

+ n(n + 1)β2νt

(
f an+1,n+2(R̂n+1,n+2 − q)

)+ νt (f R), (2.9)

where the remainder R is bounded by

|R| ≤ L

N

(
β2 + h

)(
1 +

∑
l≤n+2

ε4
l

)
+ Lβ2

∑
1≤l 	=l′≤n+2

(
1 + ε2

l

)
(R̂l,l′ − q)2.

This computation will be carried out in Section 4. In order for the interpolation to be useful, the above derivative
should be small. Notice that all the terms in (2.9) have factors of four types al, al,l′ , (R̂l − r) or (R̂l,l′ − q) which is
why our goal will be to show that the last coordinate ε is of order one and the overlap R̂l,l′ and magnetization R̂l are
concentrated near constants q and r . The corresponding results will be proved in Sections 5 and 6.

Theorem 2. If β and h are small enough, we can find a constant L > 0 such that

νt

(
exp

1

L
ε2
)

≤ L (2.10)

for all t ∈ [0,1].

Theorem 3. If β and h are small enough then for any K > 0 we can find L > 0 such that

νt

(
I

(
|R̂1,2 − q| ≥ L

(
logN

N

)1/4))
≤ L

NK
, (2.11)

νt

(
I

(
|R̂1 − r| ≥ L

(
logN

N

)1/4))
≤ L

NK
(2.12)

for all t ∈ [0,1].
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A step in the proof of Theorem 3, where the conditions (1.5) and (2.7) that define parameters q and r finally appear,
will further clarify the role of all the terms in (2.2). In some sense, this is where all the pieces will fall together.

Finally, let us explain what happens at the end of the interpolation at t = 0. We start by writing the integration over
SN as a double integral over ε and (σ1, . . . , σN−1). Let λ

ρ
N denote the area measure on the sphere S

ρ
N of radius ρ

in R
N, and let |Sρ

N | denote its area, i.e. |Sρ
N | = λ

ρ
N(S

ρ
N). Then,∫

SN

f (σ )dλN(σ ) = 1

|S
√

N
N |

∫
S

√
N

N

f (σ1, . . . , σN)dλ
√

N
N (σ1, . . . , σN)

= 1

|S
√

N
N |

∫ √
N

−√
N

dε√
1 − ε2/N

∫
S

√
N−ε2

N−1

f (σ1, . . . , σN−1, ε)dλ

√
N−ε2

N−1 (σ1, . . . , σN−1)

=
∫ √

N

−√
N

|S
√

N−ε2

N−1 |
|S

√
N

N |
dε√

1 − ε2/N

∫
SN−1

f

(
σ̂1

√
N − ε2

N − 1
, . . . , σ̂N−1

√
N − ε2

N − 1
, ε

)
dλN−1(σ̂ )

= aN

∫ √
N

−√
N

dε

(
1 − ε2

N

)(N−3)/2 ∫
SN−1

f

(
σ̂

√
N − ε2

N − 1
, ε

)
dλN−1(σ̂ ), (2.13)

where aN = |S1
N−1|/(|S1

N |√N) → (2π)−1/2 as can be seen by taking f = 1. In particular, if

f (σ ) = f1(ε)f2(σ̂ ),

then ∫
SN

f (σ )dλN(σ ) = aN

∫ √
N

−√
N

f1(ε)

(
1 − ε2

N

)(N−3)/2

dε

∫
SN−1

f2(σ̂ )dλN−1(σ̂ ). (2.14)

Since the Hamiltonian (2.5) decomposed into the sum of terms that depend only on ε or only on σ̂ , (2.14) implies that

〈f 〉0 = 〈f1〉0〈f2〉0, (2.15)

where

〈
f1(ε)

〉
0 = 1

Z1

∫ √
N

−√
N

f1(ε)

(
1 − ε2

N

)(N−3)/2

exp

(
aε − 1

2
bε2
)

dε, (2.16)

Z1 =
∫ √

N

−√
N

(
1 − ε2

N

)(N−3)/2

exp

(
aε − 1

2
bε2
)

dε

and

〈
f2(σ̂ )

〉
0 = 1

Z2

∫
SN−1

f2(σ̂ ) exp

(
HN−1(σ̂ ) + h

∑
i≤N−1

σ̂i

)
dλN−1(σ̂ ), (2.17)

Z2 =
∫

SN−1

exp

(
HN−1(σ̂ ) + h

∑
i≤N−1

σ̂i

)
dλN−1(σ̂ ).

As we mentioned above, this decoupling is a crucial feature of the cavity method. Using (2.15), (2.16), we will be
able to compute the moments ν0(ε

k1
1 · · · εkn

n ) for integer ki ≥ 0, which is an important part of the second moment
computations and of the cavity method in general. The following holds. Let us recall (2.3), (2.6) and define γ0 =
1, γ1 = a/(b + 1) and, recursively, for k ≥ 2

γk = a

b + 1
γk−1 + k − 1

b + 1
γk−2. (2.18)
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Theorem 4. For small enough β > 0,

∣∣ν0
(
ε
k1
1 · · · εkn

n

)− Eγk1 · · ·γkn

∣∣≤ L

N
, (2.19)

where the constant L is independent of N.

This theorem will be proved in Section 5 below.

3. Second moment computations

We are now ready to demonstrate the promised application of the cavity interpolation, namely, the computation of
the covariance matrix for the fluctuations of a certain collection of overlaps and magnetizations. Let us introduce the
following seven functions

f1 = (R1,2 − q)2, f2 = (R1,2 − q)(R1,3 − q), f3 = (R1,2 − q)(R3,4 − q),

f4 = (R1,2 − q)(R1 − r), f5 = (R1,2 − q)(R3 − r), f6 = (R1 − r)2, (3.1)

f7 = (R1 − r)(R2 − r)

and let vN = (ν(f1), . . . , ν(f7)). In this section we will compute the vector NvN up to the terms of order o(1). As we
mentioned above, it is likely that with more effort one can prove the central limit theorem for the joint distribution of

√
N(R1,2 − q),

√
N(R1,3 − q),

√
N(R3,4 − q),

√
N(R1 − r),

√
N(R2 − r),

so the computation of this section identifies the covariance matrix of the limiting Gaussian distribution. To describe
our main result let us first summarize several computations based on Theorem 4. The definition (2.18) implies that

γ1 = a

b + 1
, γ2 =

(
a

b + 1

)2

+ 1

b + 1
, γ3 =

(
a

b + 1

)3

+ 3a

(b + 1)2
. (3.2)

The definition (2.3) and (1.5) imply that

1

b + 1
= 1

1 + (1 − q)(β2ξ ′(q) + h2)
= 1 − q.

Therefore,

E
a

b + 1
= (1 − q)Ea = (1 − q)h = r, (3.3)

E

(
a

b + 1

)2

= (1 − q)2
Ea2 = (1 − q)2(β2ξ ′(q) + h2)= q, (3.4)

where we used (1.5) again, and

W := E

(
a

b + 1

)3

= (1 − q)3
Ea3 = (1 − q)3(3β2ξ ′(q)h + h3), (3.5)

U := E

(
a

b + 1

)4

= (1 − q)4
Ea4 = (1 − q)4(h4 + 6β2h2ξ ′(q) + 3β4ξ ′(q)2). (3.6)

For simplicity of notations let us write

x ∼ y if x = y + O
(
N−1).
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Then it is trivial to check that Theorem 4 and (3.2)–(3.6) imply the following relations:

ν0(ε1) ∼ r, ν0(ε1ε2) ∼ q, ν0(ε
2
1) ∼ 1, ν0(ε1ε2ε3) ∼ W,

ν0(ε1ε
2
2) ∼ W + h(1 − q)2, ν0(ε

3
1) ∼ W + 3h(1 − q)2,

(3.7)
ν0(ε

2
1ε

2
2) ∼ U + 1 − q2, ν0(ε1ε2ε

2
3) ∼ U + q − q2,

ν0(ε1ε
3
2) ∼ U + 3q − 3q2, ν0(ε1ε2ε3ε4) ∼ U.

Let us recall the definitions al and al,l′ in (2.8). Using relations (3.7) it is now straightforward to compute the following
nine quantities

ν0
(
a1,2(ε1ε2 − q)

)∼ Y1, ν0
(
a1,3(ε1ε2 − q)

)∼ Y2, ν0
(
a3,4(ε1ε2 − q)

)∼ Y3,

ν0
(
a1(ε1ε2 − q)

)∼ Y4, ν0
(
a3(ε1ε2 − q)

)∼ Y5, ν0
(
a1,2(ε1 − r)

)∼ Y6, (3.8)

ν0
(
a2,3(ε1 − r)

)∼ Y7, ν0
(
a1(ε1 − r)

)∼ Y8, ν0
(
a2(ε1 − r)

)∼ Y9,

where Y1, . . . , Y9 are functions of q, r, h,U,W. We omit the explicit formulas for Yj ’s since they do not serve any
particular purpose in the sequel. Let us define a (7 × 7)-matrix M that consists of four blocks

M =
(

M1 O1
O2 M2

)
, (3.9)

where O1 is a (3 × 2)-matrix and O2 is a (4 × 3)-matrix both entirely consisting of zeros,

M1 =
⎛
⎝2β2Y1 −8β2Y2 6β2Y3 hY4 −hY5

2β2Y2 2β2(Y1 − 2Y2 − 3Y3) 6β2(−Y2 + 2Y3)
h
2 (Y4 + Y5)

h
2 (Y4 − 3Y5)

2β2Y3 8β2(Y2 − 2Y3) 2β2(Y1 − 8Y2 + 10Y3) hY5 h(Y4 − 2Y5)

⎞
⎠ ,

M2 =
⎛
⎜⎝

2β2(Y1 − 2Y2) 2β2(−2Y2 + 3Y3) (h/2)Y4 (h/2)(Y4 − 2Y5)

2β2(2Y2 − 3Y4) 2β2(Y1 − 6Y2 + 6Y3) (h/2)Y5 (h/2)(2Y4 − 3Y5)

−2β2Y6 2β2Y7 (h/2)Y8 −(h/2)Y9
2β2(Y6 − 2Y7) 2β2(−2Y6 + 3Y7) (h/2)Y9 (h/2)(Y8 − 2Y9)

⎞
⎟⎠ .

Finally, we define a vector v = (v1, . . . , v7) by

v1 = (1 − q)U + 1 − 4q2 + 3q3, v2 = (1 − q)U + q(1 − q)(1 − 2q),

v3 = (1 − q)U − q2(1 − q), v4 = W − 1

2
rU + 1

2
r
(
2 − 6q + 3q2),

(3.10)

v5 = W − 1

2
rU + 1

2
r
(−2q + q2), v6 = −1

2
rW + 1 + 1

2
r2(−4 + 3q),

v7 = −1

2
rW + q + 1

2
r2(−2 + q).

We are now ready to formulate the main result of this section.

Theorem 5. For small enough β and h we have

(I − M)vT
N = 1

N
vT + o

(
N−1). (3.11)

Here vT denotes the transpose of vector v. In the statement of the Theorem we implicitly assumed that β and h are
small enough so that (I − M) is invertible. Notice that each entry in the matrix M has either a factor of β2 or h and,
therefore, for small enough β and h the matrix (I − M) will indeed be invertible. Theorem 5 implies

vT
N = 1

N
(I − M)−1vT + o

(
N−1).
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In the remainder of this section we will prove Theorem 5.
For each function fl in (3.1), we will define f̂l by replacing each occurrence of R by R̂, i.e. f̂1 = (R̂1,2 − q)2,

f̂2 = (R̂1,2 − q)(R̂1,3 − q), etc. Next, we introduce functions

f ′
1 = (ε1ε2 − q)(R1,2 − q), f ′

2 = (ε1ε2 − q)(R1,3 − q), f ′
3 = (ε1ε2 − q)(R3,4 − q),

f ′
4 = (ε1ε2 − q)(R1 − r), f ′

5 = (ε1ε2 − q)(R3 − r), f ′
6 = (ε1 − r)(R1 − r), (3.12)

f ′
7 = (ε1 − r)(R2 − r).

As in the classical cavity method in [5], we introduce these functions because, first of all, by symmetry,

ν(fl) = ν
(
f ′

l

)
(3.13)

and, second of all, emphasizing the last coordinate in f ′
l is perfectly suited for the application of the cavity method. As

above, for each function f ′
l we will define f̂ ′

l by replacing each occurrence of R by R̂, i.e. f̂ ′
1 = (ε1ε2 − q)(R̂1,2 − q),

etc.
To simplify the notations we will write x ≈ y whenever

|x − y| = o

(
1

N
+ ν0

(
(R̂1,2 − q)2)+ ν0

(
(R̂1 − r)2)). (3.14)

The proof of Theorem 5 will be based on the following.

Theorem 6. For small enough β and h, for all l ≤ 7,

ν0(f̂l) ≈ ν0
(
f ′

l

)+ ν′
0

(
f̂ ′

l

)
. (3.15)

We will start with a couple of lemmas.

Lemma 1. If f ≥ 0 and ‖f ‖∞ is bounded independently of N then for any K > 0 we can find L > 0 such that

νt (f ) ≤ L
(
N−K + ν0(f )

)
. (3.16)

Proof. The derivative ν′
t (f ) in (2.9) consists of a finite sum of terms of the type νt (fpεg) where pε is some polyno-

mial in the last coordinates (εl) and g is one of the following:

R̂l,l′ − q, R̂l − r, (R̂l,l′ − q)2, N−1. (3.17)

Theorem 2 and Chebyshev’s inequality imply

νt

(
I
(|εl | ≥ logN

))≤ LN−K

and combining this with Theorem 3 yields that for any g in (3.17),

νt

(
I
(|pεg| ≥ N−1/8))≤ LN−K.

Therefore, one can control the derivative∣∣ν′
t (f )

∣∣≤ LN−K + LN−1/8νt (f ) ≤ L
(
N−K + νt (f )

)
(3.18)

and (3.16) follows by integration. �

Lemma 2. For small enough β and h and all l ≤ 7 we have

ν(fl) ≈ ν0(f̂l) and ν′
0

(
f ′

l

)≈ ν′
0

(
f̂ ′

l

)
. (3.19)
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Proof. We will only consider the case l = 1, f1 = (R1,2 − q)2, since other cases are similar. We have∣∣ν((R1,2 − q)2)− ν0
(
(R1,2 − q)2)∣∣ ≤ sup

t

(
ν′
t

(
(R1,2 − q)2))

≤ sup
t

(
LN−K + LN−1/8νt

(
(R1,2 − q)2))

≤ (LN−K + LN−1/8ν0
(
(R1,2 − q)2)), (3.20)

where in the second line we used (3.18) and then (3.16). We will use that

R1,2 = R̂1,2 + s(ε1, ε2)R̂1,2 + N−1ε1ε2, (3.21)

where

s(ε1, ε2) =
√(

1 − ε2
1

N

)(
1 − ε2

2

N

)
− 1.

Since ∣∣∣∣√1 + x − 1 − x

2

∣∣∣∣≤ Lx2 for x ∈ [−1,1] (3.22)

we have∣∣∣∣s(ε1, ε2) + 1

2N

(
ε2

1 + ε2
2

)∣∣∣∣≤ L

N2

(
ε4

1 + ε4
2

)
. (3.23)

Since by (3.21)

R1,2 − q = (R̂1,2 − q) +
(√(

1 − ε2
1

N

)(
1 − ε2

2

N

)
− 1

)
R̂1,2 + 1

N
ε1ε2, (3.24)

squaring both sides and using (3.23) yields

∣∣(R1,2 − q)2 − (R̂1,2 − q)2
∣∣≤ 1

N
pε|R̂1,2 − q| + 1

N2
pε,

where from now on pε denotes a quantity such that

|pε| ≤ L

(
1 +

∑
l

ε4
l

)
.

Therefore,

∣∣ν0
(
(R1,2 − q)2)− ν0

(
(R̂1,2 − q)2)∣∣≤ 1

N
ν0
(
pε|R̂1,2 − q|)+ 1

N2
ν0(pε) = o

(
N−1)

by Theorems 2 and 3. Thus, (3.20) implies the first part of (3.19). To prove the second part of (3.19) we notice that

∣∣f ′
1 − f̂ ′

1

∣∣= ∣∣(ε1ε2 − q)(R1,2 − R̂1,2)
∣∣≤ 1

N
pε

by (3.21) and (3.23). Since each term in the derivatives ν′
0(f

′
1) and ν′

0(f̂
′
1) will contain another factor from the list

(3.17), Theorems 2 and 3 imply the result. �
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Proof of Theorem 6. We start by writing

∣∣ν(f ′
l

)− ν0
(
f ′

l

)− ν′
0

(
f ′

l

)∣∣≤ sup
t

∣∣ν′′
t

(
f ′

l

)∣∣.
If we can show that

sup
t

∣∣ν′′
t

(
f ′

l

)∣∣≈ 0 (3.25)

and, thus, ν(f ′
l ) ≈ ν0(f

′
l ) + ν′

0(f
′
l ), then Lemma 2 and (3.13) will imply

ν0(f̂l) ≈ ν(fl) = ν
(
f ′

l

)≈ ν0
(
f ′

l

)+ ν′
0

(
f ′

l

)≈ ν0
(
f ′

l

)+ ν′
0

(
f̂ ′

l

)
,

which is precisely the statement of Theorem 6. To prove (3.25) we note that by (2.9) the second derivative ν′′
t (f ′

l ) will
consist of the finite sum of terms of the type f ′

l pεg1g2 where g1, g2 are from the list (3.17). Clearly,

|g1g2| ≤ L

(
1

N2
+ (R̂l,l′ − q)2 + (R̂l′′ − r)2

)

and since each f ′
l contain another small factor (Rl,l′ − q) or (Rl − r), Theorems 2 and 3 imply (3.25). �

We are now ready to prove Theorem 5.

Proof of Theorem 5. Let us first note that ν0(f̂l) is defined exactly the same way as ν(fl) for N − 1 instead of N. In
other words,

v0
N := (ν0(f̂1), . . . , ν0(f̂7)

)= vN−1

and, therefore, it is enough to prove that

(I − M)v0T
N = 1

N
vT + o

(
N−1). (3.26)

Replacing 1/N by 1/(N − 1) on the right hand side is not necessary since the difference is of order N−2. Each
equation in the system of Eqs (3.26) will follow from the corresponding equation (3.15). Namely, we will show that

(
ν0
(
f ′

1

)
, . . . , ν0

(
f ′

7

))≈ 1

N
v and

(
ν′

0

(
f̂ ′

1

)
, . . . , ν′

0

(
f̂ ′

7

))T ≈ Mv0T
N . (3.27)

Then (3.15) will imply that v0T
N ≈ N−1vT + Mv0T

N . However, since the definition (3.14) means that the error in each

equation is of order o(N−1 + ν0(f̂1) + ν0(f̂6)), this system of equation can be rewritten as

(I − M − EN)v0T
N = 1

N
v + o

(
N−1),

where the matrix EN is such that ‖EN‖ = o(1). Therefore, whenever the matrix I − M is invertible (for example, for
small β and h) we have for N large enough

v0T
N = (I − M − EN)−1

(
1

N
vT + o

(
N−1))

= 1

N
(I − M)−1vT + o

(
N−1).
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Hence, to finish the proof we need only to show (3.27). We will only carry out the computations for l = 1 since all
other cases are similar. Let us start by proving that ν0((ε1ε2 − q)(R1,2 − q)) ≈ v1. Using (3.24) and (2.15), we write

ν0
(
(ε1ε2 − q)(R1,2 − q)

) = 1

N
ν0
(
ε1ε2(ε1ε2 − q)

)+ ν0(ε1ε2 − q)ν0(R̂1,2 − q)

+ qν0

(
(ε1ε2 − q)

(√(
1 − ε2

1

N

)(
1 − ε2

2

N

)
− 1

))

+ ν0

(
(ε1ε2 − q)

(√(
1 − ε2

1

N

)(
1 − ε2

2

N

)
− 1

))
ν0(R̂1,2 − q).

Using (3.23), one can bound the last term by

1

N
ν0(pε)

∣∣ν0(R̂1,2 − q)
∣∣= o

(
N−1)

by Theorems 2 and 3. The term

ν0
(
(ε1ε2 − q)

)
ν0
(
(R̂1,2 − q)

)= o
(
N−1)

by Theorem 3 and the second relation in (3.7), i.e. ν0(ε1ε2 − q) ∼ 0. Finally, we use∣∣∣∣∣
√(

1 − ε2
1

N

)(
1 − ε2

2

N

)
− 1 + ε2

1

2N
+ ε2

2

2N

∣∣∣∣∣≤ 1

N2
pε

to observe that

qν0

(
(ε1ε2 − q)

(√(
1 − ε2

1

N

)(
1 − ε2

2

N

)
− 1

))
≈ − 1

2N
qν0
(
(ε1ε2 − q)

(
ε2

1 + ε2
2

))= − 1

N
qν0
(
(ε1ε2 − q)ε2

1

)
by symmetry and, therefore,

ν0
(
(ε1ε2 − q)(R1,2 − q)

) ≈ 1

N

(
ν0
(
ε1ε2(ε1ε2 − q)

)− qν0
(
(ε1ε2 − q)ε2

1

))
= 1

N

(
ν0
(
ε2

1ε
2
2

)− qν0(ε1ε2) − qν0
(
ε3

1ε2
)+ q2ν0

(
ε2

1

))≈ v1

by using (3.7) and comparing with the definition of v1 in (3.10).
Next, we need to show the second part of (3.27) for l = 1, i.e.

ν′
0

(
(ε1ε2 − q)(R̂1,2 − q)

)≈ (Mv0T
N

)
1,

where (·)1 denotes the first coordinate of a vector. We use (2.9) for n = 2 to write ν′
0((ε1ε2 − q)(R̂1,2 − q)) as

hν0
(
a1(ε1ε2 − q)(R̂1,2 − q)(R̂1 − r)

)− hν0
(
a3(ε1ε2 − q)(R̂1,2 − q)(R̂3 − r)

)
+ 2β2hν0

(
a1,2(ε1ε2 − q)(R̂1,2 − q)2)− 8β2hν0

(
a1,3(ε1ε2 − q)(R̂1,2 − q)(R̂1,3 − q)

)
+ 6β2hν0

(
a3,4(ε1ε2 − q)(R̂1,2 − q)(R̂3,4 − q)

)+ ν0
(
(ε1ε2 − q)(R̂1,2 − q)R

)
≈ 2β2Y1ν0(f̂1) − 8β2Y2ν0(f̂2) + 6β2Y3ν0(f̂3) + hY4ν0(f̂4) − hY5ν0(f̂5) + ν0

(
f̂ ′

1 R
)

= (Mv0T
N

)
1 + ν0

(
f̂ ′

1 R
)
,

where in second to last line we used (3.8) and the last line follows by comparison with the definition of M in (3.9).
Finally, since clearly ν0(f̂

′
1 R) ≈ 0 by Theorems 2 and 3, this finishes the proof of Theorem 5. �
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4. Derivative along the interpolation

In this section we prove Theorem 1. We start by writing

ν′
t (f ) = E

〈
f
∑
l≤n

∂

∂t
Ht

(
σ l
)〉

t

− nE

〈
f

∂

∂t
Ht (σ

n+1)

〉
t

(4.1)

and

∂

∂t
Ht (σ ) = β

2
√

t
HN(σ ) − β

2
√

1 − t
HN−1(σ̂ ) + h

∑
i≤N−1

σ̂i

(√
N − ε2

N − 1
− 1

)

− 1

2
√

1 − t
εzβ
√

ξ ′(q) + 1

2
ε2b. (4.2)

In order to use a Gaussian integration by parts (see, for example, (A.41) in [5]) we first compute the covariance

Cov

(
Ht

(
σ 1), ∂

∂t
Ht

(
σ 2))= β2

2

(
Nξ(R1,2) − (N − 1)ξ(R̂1,2) − ε1ε2ξ

′(q)
)

by (1.1) and (2.1). We will rewrite this using Taylor’s expansion of ξ(R1,2) near R̂1,2. By assumption, ξ is three times
continuously differentiable and (3.21), (3.23) imply

∣∣ξ(R1,2) − ξ(R̂1,2) − ξ ′(R̂1,2)(R1,2 − R̂1,2)
∣∣≤ L

N2

(
ε4

1 + ε4
2

)
and ∣∣∣∣ξ(R1,2) − ξ(R̂1,2) + 1

2N

(
ε2

1 + ε2
2

)
R̂1,2ξ

′(R̂1,2) − 1

N
ε1ε2ξ

′(R̂1,2)

∣∣∣∣≤ L

N2

(
ε4

1 + ε4
2

)
.

Therefore,

Nξ(R1,2) − (N − 1)ξ(R̂1,2) = ξ(R̂1,2) − 1

2

(
ε2

1 + ε2
2

)
R̂1,2ξ

′(R̂1,2) + ε1ε2ξ
′(R̂1,2) + R1, (4.3)

where from now on R1 will denote a quantity such that

|R1| ≤ L

N

(
1 +

∑
l≤n+2

ε4
l

)
.

Since ξ is three times continuously differentiable,

ξ(R̂1,2) − ξ(q) = ξ ′(q)(R̂1,2 − q) + R2, ξ ′(R̂1,2) − ξ ′(q) = ξ ′′(q)(R̂1,2 − q) + R2,

R̂1,2ξ
′(R̂1,2) − qξ ′(q) = (ξ ′(q) + qξ ′′(q)

)
(R̂1,2 − q) + R2,

where R2 denotes a quantity such that

|R2| ≤ L(R̂1,2 − q)2.

Using this in (4.3) and recalling the definition of al,l′ in (2.8) we get

Cov

(
Ht

(
σ l
)
,

∂

∂t
Ht

(
σ l′))= β2

2

(
2al,l′(R̂l,l′ − q) − 1

2

(
ε2
l + ε2

l′
)
qξ ′(q) + ξ(q)

)
+ β2 R3, (4.4)
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where

|R3| ≤ L

N

(
1 +

∑
l≤n+2

ε4
l

)
+ L

∑
l 	=l′≤n+2

(
1 + ε2

l

)
(R̂l,l′ − q)2.

On the other hand, when l = l′ we get directly

Cov

(
Ht

(
σ l
)
,

∂

∂t
Ht

(
σ l
))= β2

2

(
ξ(1) − ε2

l ξ
′(q)
)
. (4.5)

Next, we simplify the third term on the right hand side of (4.2). Equation (3.22) implies∣∣∣∣∣
√

N − ε2

N − 1
−
(

1 + 1 − ε2

2(N − 1)

)∣∣∣∣∣≤ L
(1 − ε2)2

(N − 1)2

and, therefore,

(N − 1)

(√
N − ε2

N − 1
− 1

)
− 1 − ε2

2
= R1.

We can write

h
∑

i≤N−1

σ̂ l
i

(√
N − ε2

l

N − 1
− 1

)
= h

2
R̂l

(
1 − ε2

l

)+ hR1

= h

2
al(R̂l − r) + hr

2

(
1 − ε2

l

)+ hR1, (4.6)

where in the last line we used the definition of al in (2.8). Finally, using (4.4)–(4.6), Gaussian integration by parts in
(4.1) gives

ν′
t (f ) = I + II + III + IV + V + VI + νt (f R),

where I is created by the first term in (4.6):

I = h

2

∑
l≤n

νt

(
f al(R̂l − r)

)− n
h

2
νt

(
f an+1(R̂n+1 − r)

)
,

II is created by the first term in (4.4):

II = β2
∑

1≤l 	=l′≤n

νt

(
f al,l′(R̂l,l′ − q)

)− 2nβ2
∑
l≤n

νt

(
f al,n+1(R̂l,n+1 − q)

)

+ n(n + 1)β2νt

(
f an+1,n+2(R̂n+1,n+2 − q)

)
,

III is created by the second term in (4.6):

III = −hr

2

(∑
l≤n

νt

(
f ε2

l

)− nνt

(
f ε2

n+1

))
,

IV is created by the second term in (4.4):

IV = −β2

4
qξ ′(q)

( ∑
1≤l 	=l′≤n

νt

(
f
(
ε2
l + ε2

l′
))− 2n

∑
l≤n

νt

(
f
(
ε2
l + ε2

n+1

))+ n(n + 1)νt

(
f
(
ε2
n+1 + ε2

n+2

)))
,
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V is created by (4.5):

V = −β2

2
ξ ′(q)

(∑
l≤n

νt

(
f ε2

l

)− nνt

(
f ε2

n+1

))

and VI is created by the last term in (4.2):

VI = 1

2
b

(∑
l≤n

νt

(
f ε2

l

)− nνt

(
f ε2

n+1

))
.

Using that by symmetry, νt (f ε2
n+1) = νt (f ε2

n+2), and counting terms in IV it is easy to see that

IV = β2

2
qξ ′(q)

(∑
l≤n

νt

(
f ε2

l

)− nνt

(
f ε2

n+1

))
.

Since, by definition, b = hr + β2(1 − q)ξ ′(q), we have III + IV + V + VI = 0. This finishes the proof of Theorem 1.

5. Control of the last coordinate

In this section we will prove Theorems 2 and 4. We start with the following.

Lemma 3. If c0 < 1 then for β small enough,

ν0
(
exp c0ε

2)≤ L.

Proof. By (2.15) and using 1 − x ≤ exp(−x),

〈
exp c0ε

2〉
0 = 1

Z1

∫ √
N

−√
N

(
1 − ε2

N

)(N−3)/2

exp

(
aε − 1

2
(b − c0)ε

2
)

dε,

≤ 1

Z1

∫ √
N

−√
N

exp

(
aε − 1

2

(
b − c0 + 1 − 3N−1)ε2

)
dε ≤ 1

Z1
L exp

(
La2) (5.1)

since for c0 < 1 we have b + 1 − 3N−1 − c0 > 0 for large enough N. On the other hand, one can show that

Z1 ≥ 1

L
exp
(−La2). (5.2)

Indeed, using that 1 − x ≥ exp(−Lx) for x ≤ 1/2,

Z1 =
∫ √

N

−√
N

(
1 − ε2

N

)(N−3)/2

exp

(
aε − 1

2
bε2
)

dε ≥
∫ √

N/2

−√
N/2

exp

(
aε − 1

2
Lε2
)

dε

= 1√
L

exp

(
a2

2L

)∫ √
LN/2−a

−√
LN/2−a

exp

(
−x2

2

)
dx ≥ 1

L

∫ L
√

N−a

−L
√

N−a

exp

(
−x2

2

)
dx.

When |a| ≤ L
√

N + 1, this implies that Z1 ≥ 1/L. Otherwise, say, when a ≥ L
√

N + 1, we can use the well known
estimates for the Gaussian tail to write∫ L

√
N−a

−L
√

N−a

exp

(
−x2

2

)
dx ≥ 1

L(a − L
√

N)
exp

(
−1

2

(
a − L

√
N
)2)

− L exp

(
−1

2

(
a + L

√
N
)2)≥ 1

L
exp
(−La2)



1034 D. Panchenko

which proves (5.2). Finally, (5.1) and (5.2) imply that

ν0
(
exp c0ε

2)≤ LE exp
(
La2)= LE exp

(
L
(
zβ
√

ξ ′(q) + h
)2)≤ L,

if β is small enough, Lβ2ξ ′(q) < 1/2. �

We are now ready to prove Theorem 2.

Proof of Theorem 2. Let us apply (2.9) to f = ε2k for integer k ≥ 1. Since factors al and al,l′ are second degree
polynomials in the last coordinates and |R̂l,l′ − q| ≤ L, |R̂l − r| ≤ L we can bound the derivative by

∣∣ν′
t

(
ε2k
)∣∣≤ L

(
β2 + h

)
νt

((
1 + ε2

1 + ε2
2

)
ε2k

1

)+ νt

(
ε2k|R|)≤ L

(
β2 + h

)
νt

((
1 + ε2)ε2k

)+ νt

(
ε2k|R|).

Since ε2
l ≤ N, for a polynomial p(ε1, ε2, ε3) of the fourth degree we have

1

N
p(ε1, ε2, ε3) ≤ L

N

∑
l≤3

(
1 + ε4

l

)≤ L

(
1 +

∑
l≤3

ε2
l

)
.

Therefore,

|R| ≤ L
(
β2 + h

)
L

(
1 +

∑
l≤3

ε2
l

)

and

∣∣ν′
t

(
ε2k
)∣∣≤ L

(
β2 + h

)(
νt

((
1 + ε2)ε2k

))
.

Using this, we can write

ν′
t

(
exp cε2) =

∑
k≥1

ck

k! ν
′
t

(
ε2k
)≤ L

(
β2 + h

)∑
k≥1

ck

k! νt

((
1 + ε2)ε2k

)

≤ L
(
β2 + h

)
νt

((
1 + ε2) exp cε2).

If we take c0 < 1 and let c(t) = (c0 − L(β2 + h)t) then

ν′
t

(
exp c(t)ε2) ≤ L

(
β2 + h

)
νt

((
1 + ε2) exp c(t)ε2)− L

(
β2 + h

)
νt

(
ε2 exp c(t)ε2)

= L
(
β2 + h

)
νt

(
exp c(t)ε2).

Integrating this over t yields

νt

(
exp c(t)ε2)≤ exp

(
L
(
β2)t)ν0

(
exp c0ε

2)≤ L (5.3)

for small enough β, by Lemma 3. If β2 + h is small enough then c(t) > c0/2 and this finishes the proof of Theo-
rem 2. �

Proof of Theorem 4. Let us denote

f (ε) =
(

1 − ε2

N

)(N−3)/2

exp

(
aε − 1

2
bε2
)

.



Cavity method in the spherical SK model 1035

Then, using (2.15) as in (5.1), we can write

Z1
〈
εk
〉
0 =

∫ √
N

−√
N

εkf (ε)dε = −1

b

∫ √
N

−√
N

εk−1
(

1 − ε2

N

)(N−3)/2

exp(aε)d exp

(
−1

2
bε2
)

= 1

b

∫ √
N

−√
N

(
(k − 1)εk−2 + aεk−1)f (ε)dε − 1

b

N − 3

N

∫ √
N

−√
N

εk

(
1 − ε2

N

)−1

f (ε)dε

by integration by parts. Moving the last integral to the left hand side of the equation,

∫ √
N

−√
N

(
1 + 1

b

N − 3

N − ε2

)
εkf (ε)dε = 1

b

∫ √
N

−√
N

(
(k − 1)εk−2 + aεk−1)f (ε)dε. (5.4)

If we rewrite

1 + 1

b

N − 3

N − ε2
= b + 1

b

(
1 + ε2 − 3

(b + 1)(N − ε2)

)

then (5.4) implies

∫ √
N

−√
N

εkf (ε)dε = 1

b + 1

∫ √
N

−√
N

(
(k − 1)εk−2 + aεk−1)f (ε)dε

+ 1

N(b + 1)

∫ √
N

√
N

εk
(
3 − ε2)(1 − ε2

N

)−1

f (ε)dε.

Dividing both sides by Z1 gives

Sk = a

b + 1
Sk−1 + k − 1

b + 1
Sk−2 + rk, (5.5)

where we denoted Sk = 〈εk〉0, and where

rk = 1

N(b + 1)

〈
εk
(
3 − ε2)(1 − ε2

N

)−1〉
0
.

Comparing (5.5) with (2.18), it should be obvious that Sk = γk + r̂k, where r̂k is a polynomial in a and (rl)l≤k where
each term contains a least one factor rl . Therefore,

Sk1 · · ·Skn = γk1 · · ·γkn + r,

where r is a polynomial in a and (rl)l≤k0 for k0 = max(k1, . . . , kn) and each term contains at least one factor rl .

Therefore, each term in r will have at least one factor 1/N and if we can show that for any k,m > 0

E

〈(
εk
(
3 − ε2)(1 − ε2

N

)−1)m〉
0
≤ L (5.6)

then, by Hölder’s inequality, E|r| ≤ L/N and this finishes the proof of Theorem 4. To prove (5.6), we write that for
any polynomial p(ε), by (2.15),

E

〈
p(ε)

(
1 − ε2

N

)−m〉
0
= E

1

Z1

∫ √
N

−√
N

p(ε)

(
1 − ε2

N

)(N−3−2m)/2

exp

(
aε − 1

2
bε2
)

dε.

Repeating the argument of Lemma 3 one can show that for small enough β > 0 the right-hand side is bounded by
some L > 0 which proves (5.6). �
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6. Control of the overlap and magnetization

In this section we will prove Theorem 3 using, among other things, an argument of R. Latala described in detail in [7].
The proof will also clarify the origin of the definitions of parameters q, r in (1.5) and (2.7). We will start with some
auxiliary results. Given a set A ⊆ Sn

N−1, let us denote

IA = I
((

σ̂ 1
, . . . , σ̂ n

) ∈ A
)
.

Then the following lemma holds.

Lemma 4. If A ⊆ Sn
N−1 is symmetric with respect to permutations of the coordinates, then for small enough β and h,

∣∣∣∣ 1

N
E log〈IA〉t − 1

N
E log〈IA〉0

∣∣∣∣≤ L

N
. (6.1)

We will apply (6.1) to sets A of the type

{
σ̂ 1: |R̂1 − r| ≥ x

}
or

{(
σ̂ 1

, σ̂ 2): |R̂1,2 − q| ≥ x
}

(6.2)

to say that their Gibbs’ measure does not change much along the interpolation (2.2).

Proof of Lemma 4. For a set A ⊆ Sn
N−1, let us consider

φA(t) = 1

N
E log

∫
A

exp
∑
l≤n

Ht

(
σ l
)

dλn
N .

Then

1

N
E log〈IA〉t = φA(t) − φSn

N−1
(t)

and Lemma 4 follows from the following. �

Lemma 5. For small enough β and h we have

∣∣φ′
A(t)

∣∣≤ L

N
. (6.3)

Proof. Given a function f = f (σ 1, . . . ,σ n), we define

〈f 〉t,A = 〈f IA〉t
〈IA〉t =

∫
A

f exp
∑
l≤n

Ht

(
σ l
)

dλn
N

/∫
A

exp
∑
l≤n

Ht

(
σ l
)

dλn
N . (6.4)

Then

Nφ′
A(t) = E

〈∑
l≤n

∂Ht (σ
l)

∂t

〉
t,A

.

If we denote

Sl,l′ = Nξ(Rl,l′) − (N − 1)ξ(R̂l,l′) − εlεl′ξ
′(q),
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then integration by parts as in Theorem 1 gives

Nφ′
A(t) =

∑
l≤n

E

〈
h
∑

i≤N−1

σ̂ l
i

(√
N − ε2

l

N − 1
− 1

)
+ 1

2
ε2
l b

〉
t,A

+ β2

2

∑
l,l′≤n

E〈Sl,l′ 〉t,A − β2

2

∑
l≤n

2n∑
l′=n+1

E〈Sl,l′ 〉t,A. (6.5)

The Gibbs average in the last term is defined on two copies (σ 1, . . . ,σ n) and (σ n+1, . . . ,σ 2n). Since

∣∣∣∣∣(N − 1)

(√
N − ε2

l

N − 1
− 1

)∣∣∣∣∣≤ L
(
1 + ε2

l

)

and |Sl,l′ | ≤ L(1 + ε2
l + ε2

l′), (6.5) implies that

∣∣Nφ′
A(t)

∣∣≤ L

(
1 +

∑
l≤n

E
〈
ε2
l

〉
t,A

)
≤ L
(
1 + E

〈
ε2

1

〉
t,A

)
, (6.6)

where in the last inequality we used the fact that E〈ε2
l 〉t,A does not depend on l due to the symmetry of A. One can

now repeat the proof of Theorem 2 to obtain the analogue of (5.3):

E
〈
exp c(t)ε2

1

〉
t,A

≤ exp
(
L
(
β2 + h

)
t
)
E
〈
exp c0ε

2
1

〉
0,A

,

where c(t) = c0 − L(β2 + h)t > c0/2 for small enough β,h. Using (6.4) and (2.15), we can write

E
〈
exp c0ε

2
1

〉
0,A

= E
〈IA exp c0ε

2
1〉0

〈IA〉0
= E

〈IA〉0〈exp c0ε
2
1〉0

〈IA〉0
= E
〈
exp c0ε

2
1

〉
0 ≤ L

for c0 < 1 and small enough β, by Lemma 3. Hence, E〈ε2
1〉t,A ≤ L and (6.6) finishes the proof of Lemma 5. �

To apply Lemma 4 to the sets of the type (6.2), we need to control N−1
E log〈IA〉0. Let us notice that 〈IA〉0 for the

sets in (6.2) is defined exactly in the same way as 〈IA〉 (i.e. for t = 1) for the sets of the type{
σ 1: |R1 − r| ≥ x

}
or

{(
σ 1,σ 2): |R1,2 − q| ≥ x

}
(6.7)

only for N − 1 instead of N. The terms εa − ε2b/2 in H0 decouple in both numerator and denominator of the
Gibbs average 〈IA〉0 and cancel after integration. Therefore, for simplicity of notations, we will show how to control
N−1

E log〈IA〉 for A in (6.7) and then apply this result to N−1
E log〈IA〉0 for A in (6.2).

For q̄ ∈ [0,1] consider the Hamiltonian

ht (σ ) = √
tHN(σ ) +

∑
i≤N

σi

(√
1 − tziβ

√
ξ ′(q̄) + h

)
. (6.8)

Let 〈·〉−t define the Gibbs average with respect to the Hamiltonian (6.8). Let us define q̄ as any solution of the equation

q̄ = E〈R1,2〉−0 , (6.9)

where the right-hand side depends on q̄ through (6.8). We will show that there exists a solution close to q. Given q̄

that satisfies (6.9) we define

r̄ = E〈R1〉−0 . (6.10)
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Lemma 6. For small enough β we can find small enough α > 0 such that

E
〈
expNα(R1,2 − q̄)2〉≤ L and E

〈
expNα(R1 − r̄)2〉≤ L. (6.11)

This lemma is all we really need if we use q̄ instead of q in our main interpolation (2.2) and in Theorem 3, as well
as r̄ instead of r. In the next lemma we will show that q̄, r̄ are actually close to q, r and the proof will explain how
(6.9) and (6.10) give rise to the more explicit definitions in (1.5) and (2.7). As an observation, note that (6.11) implies
that all solutions q̄ of (6.9) are close to ν(R1,2) and if we could show that ν(R1,2) converges as N → ∞, Lemma 7
would imply the uniqueness of q that satisfies (1.5). Of course, since our analysis is limited to small values of β, the
uniqueness of q follows directly from the definition as well.

Lemma 7. For small enough β and h there exists a solution of (6.9) such that

|q̄ − q| ≤ L log2 N

N
, |r̄ − r| ≤ L log2 N

N
.

Before we prove Lemmas 7 and 6, let us first show how they imply Theorem 3.

Proof of Theorem 3. Lemma 6 implies that

E log
〈
I
(|R1,2 − q̄| ≥ x

)〉 ≤ E log
〈
expNα(R1,2 − q̄)2〉− Nαx2

≤ log E
〈
expNα(R1,2 − q̄)2〉− Nαx2 ≤ L − Nαx2.

Using this for N − 1 instead of N yields

1

N
E log

〈
I
(|R̂1,2 − q̄| ≥ x

)〉
0 ≤ L

N
− αx2

and by Lemma 4

1

N
E log

〈
I
(|R̂1,2 − q̄| ≥ x

)〉
t
≤ L

N
− αx2.

For x = L(logN/N)1/4 we get

1

N
E log

〈
I

(
|R̂1,2 − q̄| ≥ L

(
logN

N

)1/4)〉
t

≤ −L

(
logN

N

)1/2

=: δ.

Gaussian concentration of measure (as in Corollary 2.2.5 in [5]) implies that

1

N
log

〈
I

(
|R̂1,2 − q̄| ≥ L

(
logN

N

)1/4)〉
t

≤ −L

(
logN

N

)1/2

with probability at least 1 − L exp(−Nδ2/L) ≥ 1 − LN−K for any K > 0, by choosing L in the definition of x

sufficiently large. Therefore, with probability at least 1 − LN−K,

〈
I

(
|R̂1,2 − q̄| ≥ L

(
logN

N

)1/4)〉
t

≤ exp
(−L(N logN)1/2)≤ LN−K

and, thus,

E

〈
I

(
|R̂1,2 − q̄| ≥ L

(
logN

N

)1/4)〉
t

≤ LN−K.
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Lemma 7 implies

E

〈
I

(
|R̂1,2 − q| ≥ L

(
logN

N

)1/4)〉
t

≤ LN−K

and this proves the first part of Theorem 3. The second part is proved similarly. �

Let us prove Lemma 7 first.

Proof of Lemma 7. If we denote

v = (z1β
√

ξ ′(q̄) + h, . . . , zNβ
√

ξ ′(q̄) + h
)

Then

〈R1,2〉−0 = 1

Z2

∫
S2

N

1

N

(
σ 1,σ 2) exp

((
σ 1,v

)+ (σ 2,v
))

dλN

(
σ 1)dλN

(
σ 2),

where Z = ∫
SN

exp((σ ,v))dλN(σ ). If O is an orthogonal transformation such that Ov = (0, . . . ,0, |v|) then making

a change of variables σ l → O−1σ l we get

〈R1,2〉−0 = 1

Z2

∫
S2

N

1

N

(
σ 1,σ 2) exp

(
ε1|v| + ε2|v|)dλN

(
σ 1)dλN

(
σ 2)

and Z = ∫
SN

exp(ε|v|)dλN(σ ). By (3.21)

1

N

(
σ 1,σ 2)= R1,2 =

√(
1 − ε2

1

N

)(
1 − ε2

2

N

)
R̂1,2 + 1

N
ε1ε2

and by (2.14)

∫
S2

N

√(
1 − ε2

1

N

)(
1 − ε2

2

N

)
R̂1,2 exp

(
ε1|v| + ε2|v|)dλN

(
σ 1)dλN

(
σ 2)

= a2
N

(∫ √
N

−√
N

(
1 − ε2

N

)(N−2)/2

exp
(
ε|v|)dε

)2 ∫
S2

N−1

R̂1,2 dλN−1
(
σ̂ 1)dλN−1

(
σ̂ 2)= 0

since the last integral is equal to zero by symmetry. Therefore,

〈R1,2〉−0 = 1

N
〈ε1ε2〉−0 = 〈N−1/2ε

〉−2
0 (6.12)

and using (2.14) again

〈
N−1/2ε

〉−
0 =

∫ √
N

−√
N

ε√
N

(
1 − ε2

N

)(N−3)/2

exp
(
ε|v|)dε

/∫ √
N

−√
N

(
1 − ε2

N

)(N−3)/2

exp
(
ε|v|)dε.

By making a change of variable ε = √
Nx we can rewrite the right hand side as

〈
N−1/2ε

〉−
0 =

∫ 1

−1
x expNϕ(x)dx

/∫ 1

−1
expNϕ(x)dx, (6.13)

where

ϕ(x) = cx + N − 3

2N
log
(
1 − x2) (6.14)
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and

c = N−1/2|v| =
(

1

N

∑
i≤N

(
ziβ
√

ξ(q̄) + h
)2)1/2

. (6.15)

Let x0 denotes the point where ϕ(x) achieves its maximum which satisfies

ϕ′(x0) = 0 �⇒ c = N − 3

N

x0

1 − x2
0

. (6.16)

Since |ε|/√N ≤ 1 and |x0| ≤ 1,

∣∣E〈N−1/2ε
〉−2
0 − Ex2

0

∣∣≤ 2E

∣∣∣∣
∫ 1

−1
(x − x0) expNϕ(x)dx

∣∣∣∣
/∫ 1

−1
expNϕ(x)dx. (6.17)

For c in (6.15) and c′ > 2h2,

P
(
c ≥ c′) = P

(∑
i≤N

(
ziβ
√

ξ ′(q̄) + h
)2 ≥ Nc′2

)

≤ P

(
2β2ξ ′(q̄)

∑
i≤N

z2
i ≥ N

(
c′2 − 2h2))= P

(∑
i≤N

z2
i ≥ Nc′′

)
≤ exp(−LN), (6.18)

where L can be made arbitrarily large by increasing c′.
Let us now assume that the event {c ≤ c′} occurs. Then (6.16) implies that |x0| ≤ 1 − δ for some δ > 0 that depends

on c′ only. Let us define

Ω =
{

x ∈ [−1,1]: |x − x0| ≤ ω =
√

L logN

N

}

for L large enough and write
∫ 1
−1 expNϕ(x)dx = I + II, where

I =
∫

Ω

expNϕ(x)dx and II =
∫

Ωc

expNϕ(x)dx.

We have

ϕ′′(x) = − 1 + x2

(1 − x2)2
≤ −1 (6.19)

and for |x| ≤ 1 − δ/2, clearly, −L ≤ ϕ′′(x) and |ϕ′′′(x)| ≤ L. Since ϕ′(x0) = 0, we have ϕ(x) ≥ ϕ(x0) − L(x − x0)
2

for x ∈ Ω and, therefore,

I ≥ expNϕ(x0)

∫
Ω

exp
(−LN(x − x0)

2)

= exp
(
Nϕ(x0)

) 1√
N

∫
|y|≤(L logN)1/2

exp
(−Ly2)dy ≥ 1

L
√

N
expNϕ(x0). (6.20)

On the other hand, by (6.19), ϕ(x) ≤ ϕ(x0) − (x − x0)
2/2 and, thus,

II ≤ exp
(
Nϕ(x0)

) 1√
N

∫
|y|≥(L logN)1/2

exp
(−Ly2)dy ≤ L

NK
expNϕ(x0),
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where K can be made arbitrarily large by a proper choice of L in the definition of Ω . The denominator in (6.17) can
be bounded from below by∫ 1

−1
expNϕ(x)dx ≥ I ≥ 1

L
√

N
expNϕ(x0). (6.21)

Next, we write
∫ 1
−1(x − x0) expNϕ(x)dx = III + IV, where

III =
∫

Ω

(x − x0) expNϕ(x)dx and IV =
∫

Ωc

(x − x0) expNϕ(x)dx.

We control IV by

|IV| ≤ 2|II| ≤ L

NK
expNϕ(x0). (6.22)

To control III we use that for x ∈ Ω∣∣∣∣ϕ(x) − ϕ(x0) − 1

2
ϕ′′(x0)(x − x0)

2
∣∣∣∣≤ L

(
logN

N

)3/2

=: Δ.

We have

III =
∫ x0

x0−ω

(x − x0) expNϕ(x)dx +
∫ x0+ω

x0

(x − x0) expNϕ(x)dx

≤
∫ x0

x0−ω

(x − x0) expN

(
ϕ(x0) + 1

2
ϕ′′(x0)(x − x0)

2 − Δ

)
dx

+
∫ x0+ω

x0

(x − x0) expN

(
ϕ(x0) + 1

2
ϕ′′(x0)(x − x0)

2 + Δ

)
dx

= (eNΔ − e−NΔ
)∫ x0+ω

x0

(x − x0) expN

(
ϕ(x0) + 1

2
ϕ′′(x0)(x − x0)

2
)

dx

≤ LNΔω expNϕ(x0)

∫ x0+ω

x0

exp

(
−1

2
N(x − x0)

2
)

dx

≤ LN1/2Δω expNϕ(x0) ≤ L log2 N

N3/2
expNϕ(x0).

The lower bound can be carried out similarly and, thus,

|III| ≤ L log2 N

N3/2
expNϕ(x0).

Combining this with (6.17), (6.18), (6.20) and (6.22) proves

∣∣E〈N−1/2ε
〉−2
0 − Ex2

0

∣∣ ≤ exp(−LN) + L

NK
+ E

L log2 N expNϕ(x0)

N3/2

/
expNϕ(x0)

L
√

N

≤ L log2 N

N
.

By (6.12), we proved that

∣∣E〈R1,2〉−0 − Ex2
0

∣∣≤ L log2 N

N
. (6.23)
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If we denote

cN = N

N − 3
c = N

N − 3

|v|√
N

,

then solving (6.16) for x0 gives

x0 = 2cN

1 +
√

1 + 4c2
N

and x2
0 = 1 − 2

1 +
√

1 + 2c2
N

. (6.24)

It is easy to check that the first two derivatives of y(x) = 1/(1 + √
1 + 4x) are bounded by an absolute constant for

x ≥ 0 and, therefore,

∣∣y(c2
N

)− y
(
Ec2

N

)− y′(
Ec2

N

)(
c2
N − Ec2

N

)∣∣≤ L
(
c2
N − Ec2

N

)2
.

Taking expectations proves that

∣∣∣∣Ex2
0 −

(
1 − 2

1 +
√

1 + 4Ec2
N

)∣∣∣∣≤ LE
(
c2
N − Ec2

N

)2 ≤ L

N
(6.25)

since

c2
N =

(
N

N − 3

)2 1

N

∑
i≤N

(
ziβ
√

ξ ′(q̄) + h
)2

.

If we denote

δ = E〈R1,2〉−0 −
(

1 − 2

1 +
√

1 + 4Ec2
N

)
,

then (6.23) and (6.25) imply that |δ| ≤ L log2 N/N. By (6.9), E〈R1,2〉−0 = q̄ and, therefore,

q̄ − δ = 1 − 2

1 +
√

1 + 4Ec2
N

or, equivalently,

Ec2
N = q̄ − δ

(1 − q̄ + δ)2
=
(

N

N − 3

)2(
β2ξ ′(q̄) + h2).

Comparing with (1.5), it is now a simple exercise to show that

|q̄ − q| ≤ L log2 N

N

and this proves the first part of Lemma 7. The computation of r̄ is slightly different. If 1 = (1, . . . ,1) ∈ R
N then

〈R1〉−0 = 1

Z

∫
SN

1

N
(σ ,1) exp(σ ,v)dλN(σ ) = 1

Z

∫
SN

1

N

(
OTσ ,1

)
exp ε|v|dλN(σ ),
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where O is the orthogonal transformation as above. Note that the last row of O is v/|v|. Next, we use (2.13) to write∫
SN

(OTσ ,1) exp ε|v|dλN(σ ) as

aN

∫ √
N

−√
N

dε exp ε|v|
(

1 − ε2

N

)(N−3)/2 ∫
SN−1

(
OT

(√
N − ε2

N − 1
σ̂ , ε

)
,1

)
dλN−1(σ̂ )

= aN

∫ √
N

−√
N

dε exp ε|v|
(

1 − ε2

N

)(N−3)/2 ∫
SN−1

(
OT(0, . . . ,0, ε),1

)
dλN−1(σ̂ )

by symmetry σ̂ → −σ̂ . Since the last column of OT is v/|v|
(
OT(0, . . . ,0, ε),1

)= 1

|v|ε
∑
i≤N

vi

and, therefore,

∫
SN

(
OTσ ,1

)
exp ε|v|dλN(σ ) = aN

1

|v|
∑
i≤N

vi

∫ √
N

−√
N

ε exp ε|v|
(

1 − ε2

N

)(N−3)/2

dε.

Similarly

Z = aN

∫ √
N

−√
N

exp ε|v|
(

1 − ε2

N

)(N−3)/2

dε

and making the change of variable ε = √
Nx we get

〈R1〉−0 = 1√
N

1

|v|
∑
i≤N

vi

∫ 1

−1
x expNϕ(x)dx

/∫ 1

−1
expNϕ(x)dx.

Repeating the argument leading to (6.23) one can now show that

∣∣∣∣E〈R1〉−0 − E
1√
N

1

|v|
∑
i≤N

vix0

∣∣∣∣≤ L log2 N

N
. (6.26)

By (6.24),

1√
N

1

|v|
∑
i≤N

vix0 = 1

N − 3

∑
i≤N

vi

2

1 +
√

1 + 4c2
N

.

Since c2
N is concentrated near E(z1β

√
ξ ′(q̄) + h)2 = β2ξ ′(q̄) + h2 and Evi = h, it is a simple exercise to show that

∣∣∣∣E 1

N − 3

∑
i≤N

vi

2

1 +
√

1 + 4c2
N

− 2h

1 +√1 + 4(β2ξ ′(q̄) + h2)

∣∣∣∣≤ L

N
.

Since |q̄ − q| ≤ L log2 N/N, we get

∣∣∣∣E〈R1〉−0 − 2h

1 +√1 + 4(β2ξ ′(q) + h2)

∣∣∣∣≤ L log2 N

N
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and since by (1.5)

2h

1 +√1 + 4(β2ξ ′(q) + h2)
= h(1 − q) = r

we proved that |r̄ − r| ≤ L log2 N/N. This finishes the proof of Lemma 7. �

Proof of Lemma 6. We will use that 〈·〉 = 〈·〉−1 and proceed by interpolation in (6.8). If is easy to show similarly to
Theorem 1 that for a function f = f (σ 1, . . . ,σ n),

∂

∂t
E〈f 〉−t = Nβ2

∑
1≤l<l′≤n

E
〈
f Δ(Rl,l′)

〉−
t

− Nβ2n
∑
l≤n

E
〈
f Δ(Rl,n+1)

〉−
t

+ Nβ2 n(n + 1)

2
E
〈
f Δ(Rn+1,n+2)

〉−
t
,

where

Δ(Rl,l′) = ξ(Rl,l′) − Rl,l′ξ
′(q̄) + θ(q̄)

and θ(x) = xξ ′(x) − ξ(x). Since ξ is three times continuously differentiable we have∣∣Δ(Rl,l′)
∣∣≤ L(Rl,l′ − q̄)2.

For n = 2 and for any k ≥ 1 this implies, by Hölder’s inequality,

∂

∂t
E
〈
(R1,2 − q̄)2k

〉−
t

≤ LNβ2
E
〈
(R1,2 − q̄)2k+2〉−

t
.

Next, we use an argument due to R. Latala. We can write,

∂

∂t
E
〈
expNα(R1,2 − q̄)2〉−

t
≤
∑
k≥1

LNβ2 Nkαk

k! E
〈
(R1,2 − q̄)2k+2〉−

t

≤ LNβ2
E
〈
(R1,2 − q̄)2 expNα(R1,2 − q̄)2〉−

t
.

For α(t) = α − Lβ2t this implies

∂

∂t
E
〈
expNα(t)(R1,2 − q̄)2〉−

t
≤ 0

and, therefore,

E
〈
expNα(t)(R1,2 − q̄)2〉−

t
≤ E
〈
expNα(R1,2 − q̄)2〉−

0 .

Next, since

E
〈
(R1 − r̄)2k(Rl,l′ − q̄)2〉−

t
≤ (E〈(R1 − r̄)2k+2〉−

t

)2k/(2k+2)(
E
〈
(R1,2 − q̄)2k+2〉−

t

)2/(2k+2)

≤ k

k + 1
E
〈
(R1 − r̄)2k+2〉−

t
+ 1

k + 1
E
〈
(R1,2 − q̄)2k+2〉−

t

we can bound the derivative of E〈expNα(R1 − r̄)2〉−t by

LNβ2
∑
k≥1

Nkαk

k!
(

k

k + 1
E
〈
(R1 − r̄)2k+2〉−

t
+ 1

k + 1
E
〈
(R1,2 − q̄)2k+2〉−

t

)

≤ LNβ2
E
〈
(R1 − r̄)2 expNα(R1 − r̄)2〉−

t
+ Lβ2

α
E
〈
expNα(R1,2 − q̄)2〉−

t
.
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For α(t) = α − Lβ2t this implies that

∂

∂t
E
〈
expNα(t)(R1 − r̄)2〉−

t
≤ Lβ2

α(t)
E
〈
expNα(t)(R1,2 − q̄)2〉−

t

≤ Lβ2

α − Lβ2
E
〈
expNα(R1,2 − q̄)2〉−

0

and, thus,

E
〈
expNα(1)(R1 − r̄)2〉−1 ≤ E

〈
expNα(R1 − r̄)2〉−0 + Lβ2

α − Lβ2
E
〈
expNα(R1,2 − q̄)2〉−0 .

To finish the proof of Lemma 6 it remains to show that for small enough α,

E
〈
expNα(R1,2 − q̄)2〉−

0 ≤ L and E
〈
expNα(R1 − r̄)2〉−

0 ≤ L.

By (6.9) and Jensen’s inequality

E
〈
expNα(R1,2 − q̄)2〉−

0 ≤ E
〈
expNα(R1,2 − R3,4)

2〉−
0 .

= E
1

Z4

∫
S4

N

exp

(
Nα(R1,2 − R3,4)

2 +
∑
l≤4

(
σ l ,v

))
dλ4

N,

as in the beginning of Lemma 7. For v and O defined in Lemma 7 we have

∫
S4

N

exp

(
Nα(R1,2 − R3,4)

2 +
∑
l≤4

(
σ l ,v

))
dλ4

N

=
∫

S4
N

exp

(
Nα(R1,2 − R3,4)

2 +
∑
l≤4

εl |v|
)

dλ4
N. (6.27)

Since

(R1,2 − R3,4)
2 ≤ 2(R̂1,2 − R̂3,4)

2 + 2

N2
(ε1ε2 − ε3ε4)

2

≤ 4R̂2
1,2 + 4R̂2

3,4 + 2

N2
(ε1ε2 − ε3ε4)

2,

using (2.14), the right hand side of (6.27) is bounded by

a4
N

∫
[−√

N,
√

N ]4
exp

(
2α

N
(ε1ε2 − ε3ε4)

2 +
∑
l≤4

εl |v|
)

dε

(∫
S2

N−1

exp
(
4αNR̂2

1,2

)
dλ2

N−1

(
σ̂ 1

, σ̂ 2))2

,

where dε = dε1 · · · dε4. For a fixed σ̂ 2 ∈ SN−1, let Q be an orthogonal transformation in R
N−1 such that

Qσ̂ 2 = (0, . . . ,0,
∣∣σ̂ 2∣∣)= (0, . . . ,0,

√
N − 1

)
.

Then

R̂1,2 = 1

N − 1

(
Qσ̂ 1

,Qσ̂ 2)= 1√
N − 1

(
Qσ̂ 1)

N−1,
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where (·)N−1 denotes the (N − 1)st coordinate. Therefore, by rotational invariance and then (2.14),∫
S2

N−1

exp
(
4αNR̂2

1,2

)
dλ2

N−1

(
σ̂ 1

, σ̂ 2) =
∫

SN−1

exp 4α
N

N − 1
ε2 dλN−1(σ̂ )

≤ aN−1

∫ √
N−1

−√
N−1

exp
(
5αε2)(1 − ε2

N − 1

)(N−4)/2

dε

≤ L

∫ ∞

−∞
exp
(
5αε2 − Lε2)dε ≤ L

for small enough α. Therefore, the right hand side of (6.27) is bounded for small α by

L

∫
[−√

N,
√

N ]4
exp

(
2α

N
(ε1ε2 − ε3ε4)

2 +
∑
l≤4

εl |v|
)

dε.

Making the change of variables εl = √
Nxl (as in (6.13)) proves that E〈expNα(R1,2 − q̄)2〉−0 is bounded up to a

constant by

E

∫
[−1,1]4

expNΦ(x)dx

/(∫ 1

−1
expNϕ(x)dx

)4

,

where

Φ(x) = Φ(x1, x2, x3, x4) = 2α(x1x2 − x3x4)
2 +
∑
l≤4

ϕ(xl) (6.28)

and where ϕ(x) was defined in (6.14). We will use this bound only on the event {c ≤ c′} since by (6.18)

E
〈
expNα(R1,2 − q̄)2〉−

0 ≤ exp(4Nα − LN) + E
〈
expNα(R1,2 − q̄)2〉−

0 I
(
c ≤ c′)

and L can be made as large as necessary by taking c′ sufficiently large. Since by (6.19), ϕ′′(x) ≤ −1, for small enough
α the function Φ(x) will be strictly concave on [−1,1]4. It is obvious that for x0 = (x0, x0, x0, x0)

∂Φ

∂xl

(x0) = ϕ′(x0) = 0

which implies that x0 is the unique maximum of Φ. Strict concavity now implies

Φ(x) ≤ 4ϕ(x0) − 1

L

∑
l≤4

(xl − x0)
2

and, thus,

∫
[−1,1]4

expNΦ(x)dx ≤ exp 4Nϕ(x0)

(∫ 1

−1
exp

(
− 1

L
N(x − x0)

2
)

dx

)4

≤ L

N2
exp 4Nϕ(x0).

Combining this with (6.21) finally proves that E〈expNα(R1,2 − q̄)2〉−0 ≤ L. The proof of the corresponding statement
for R1 − r̄ is similar. �
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