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A HYBRID ARIMA-ANN APPROACH FOR OPTIMUM ESTIMATION
AND FORECASTING OF GASOLINE CONSUMPTION

Reza Babazadeh
1

Abstract. Accurate estimation and forecasting of gasoline is vital for policy and decision-making
process in energy sector. This paper presents a hybrid data-driven model based on Artificial Neural
Network (ANN) and autoregressive integrated moving average (ARIMA) approach for optimum estima-
tion and forecasting of gasoline consumption. The proposed hybrid ARIMA-ANN approach considers
six lagged variables and one forecasted values provided by ARIMA process. The ANN trains and tests
data with Multi Layer Perceptron (MLP) approach which has the lowest Mean Absolute Percentage
Error (MAPE). To show the applicability and superiority of the proposed hybrid approach, daily avail-
able data were collected for 7 years (2005–2011) in Iran. Although eliminating subside from gasoline
price has led to appearing noisy data in gasoline consumption in Iran the acquired results show high
accuracy of about 9427% by using the proposed hybrid ARIMA-ANN method. The results of the pro-
posed model are compared respect to regression’s models and ARIMA process. The outcome of this
paper justifies the capability of the proposed hybrid ARIMA-ANN approach in accurate forecasting
gasoline consumption.
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1. Introduction

Time series forecasting is an interesting research area which has attracted many practitioners and researchers
over the past several decades. In time series forecasting approaches, historical observations of the same variable
are analyzed to extract the most appropriate model describing the relationship between current data and the past
observed data. Time series modeling approach is used when there is no exhaustive model linking the prediction
variable to other explanatory variables with high accuracy or there is little knowledge about the underlying
data generating the process [1]. Autoregressive integrated moving average (ARIMA) is one of the prevalent
linear models which has been used in forecasting energy, engineering, exchange rate and stock problems Moving
average and exponential smoothing are other tools used in linear forecasting.

ARIMA models are composed from the pure autoregressive (AR), the pure moving average (MA) and combi-
nation of the AR and MA (ARMA). ARIMA models are able to represent different types of time series, i.e., AR,
MA, and ARMA series. Nevertheless, since the complex real-world problems usually have nonlinear structure,
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the pre-assumed linear correlation structure among the time series values is their major drawback in real-world
applications [2]

Using ANN has proved its efficiency as an estimation tool for predicting factors through other input parame-
ters which have no any specified relationship. Some examples of this work are provided in references [3,4]. Also
the capabilities of ANN methods help us to gain more reliable results (see Refs. [5, 6]). In this study we have
introduced seven parameters including six lagged variables and one forecasted value of gasoline consumption
specified by ARIMA model. The output is daily gasoline consumption. We have applied these input parameters
in the framework of ANN and data have been tested and trained by Multi Layer Perceptron (MLP). Comparison
the acquired results of this study with regression prediction models and ARIMA model shows a considerable
improvement in error amount and accuracy of prediction. As an instance case study, we collected daily data
for 7 years (2005–2011) in Iran. In the present work we provide a prediction with a believable amount of error
which is obtained with regard to more available input data. The aim of the proposed hybrid ARIMA-ANN
model is to reduce the risk of using an inappropriate model by combining several models to decrease the risk
of failure and obtain results that are more accurate. The main difference of the proposed approach respect to
those existing in the literature (see Ref. [7]) is that this paper uses autocorrelation function (ACF) and the
partial autocorrelation function (PACF) for suitable recognition of inputs of the ANN model.

2. The ARIMA and ANN forecasting models

Totally, an ARIMA model is specified via three components including order of autoregressive process (p),
order of moving average process (q), and order of differencing (d). In an ARIMA (p, d, q) model, the future
value of a variable is assumed to be a linear function of several past observations and random errors. That is,
the underlying process that generates the time series with the mean μ has the form [8]:

φ(B)∇d(yt − μ) = θ(B)at (2.1)

where, yt and at are the actual values and random error at time period t, respectively.

φ(B) = 1 −
p∑

i=1

ϕiB
i (2.2)

θ(B) = 1 −
q∑

j=1

θjB
j (2.3)

ϕ(B) and θ(B) are polynomials in B of degree p and q, φi(i = 1, 2, . . . , p) and θj(j = 1, 2, . . . , q) are model
parameters, ∇ = (1−B), B is the backward shift operator, p and q are integers and often referred to as orders
of the model, and d is an integer and often referred to as order of differencing. Random errors, εt, are assumed
to be independently and identically distributed with a mean of zero and a constant variance of σ2.

The Box-Jenkins [9] methodology encompasses three iterative steps including model identification, parame-
ter estimation, and diagnostic checking. Box and Jenkins [9] used ACF and PACF of the sample data as the
basic tools to identify the order of the ARIMA model. We also use these functions to identify the prelimi-
nary components of the considered time series and then the most appropriate components are specified using
suitable diagnostic statistical test. Recently other approaches based on intelligent paradigms, such as neural
networks [10], genetic algorithms [11] or fuzzy systems [12] have been presented to improve the accuracy of
order selection of ARIMA models.

In the identification step, data transformation is often required to make the time series stationary. Stationarity
is a necessary condition in building an ARIMA model used for forecasting. In other words, the model estimation
step is performed only after stationarity of a time series is confirmed. A stationary time series is characterized
by statistical characteristics such as the mean and the autocorrelation structure being constant over time. When
the observed time series show trend and heteroscedasticity, differencing and power transformation are applied
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Figure 1. A three-layer MLP network.

to the data to remove the trend and to stabilize the variance before an ARIMA model can be fitted. Once
a tentative model is identified, estimation of the model’s parameters is straightforward. The parameters are
estimated such that an overall measure of errors is minimized. This can be accomplished using a nonlinear
optimization procedure. The last step in model building is the diagnostic checking of model adequacy. This is
basically to check if the model assumptions about the errors, εt, are satisfied. Several diagnostic statistics and
plots of the residuals can be used to examine the goodness of fit of the tentatively entertained model to the
historical data. If the model is not adequate, a new tentative model should be identified which is followed by the
steps of parameter estimation and model verification. Diagnostic information may suggest alternative model(s).
This three-step model building process is typically repeated several times until a satisfactory model is finally
selected. The final selected model can then be used for prediction purposes.

ANNs are composed of attributes that lead to perfect solutions in applications where we need to learn a linear
or nonlinear mapping. Some of these attributes are: learning ability, generalization, parallel processing and error
endurance. These attributes would cause the ANNs solve complex problem methods precisely and flexibly [13].
ANNs consists of an inter-connection of a number of neurons. There are many varieties of connections under
study, however here we will discuss only one type of network which is called the MLP. In this network the data
flows forward to the output continuously without any feedback. The MLP uses a supervised learning technique
called backpropagation for training the network [14] Figure 1 shows a typical three-layer feed forward model
used for forecasting purposes. The input nodes are the previous lagged observations while the output provides
the forecast for the future value. Hidden nodes with appropriate nonlinear transfer functions are used to process
the information received by the input nodes. The model can be written as:

yt = α0 +
n∑

j=1

αjf

(
m∑

i=1

βijyt−1 + β0j

)
+ εt (2.4)

where m is the number of input nodes, n is the number of hidden nodes, f is a sigmoid transfer function such
as the logistic: f(x) = 1

1+exp(−x) . {αj , j = 0, 1, . . . , n} is a vector of weights from the hidden to output nodes
and {βij , i = 1, 2, . . . , m; j = 0, 1, . . . , n} are weights from the input to hidden nodes. α0 and β0j are weights
of arcs leading from the bias terms which have values always equal to 1. Note that equation (2.4) indicates
a linear transfer function employed in the output node as desired for forecasting problems. The MLP’s most
popular learning rule is the error back propagation algorithm. Back Propagation learning is a kind of supervised
learning introduced by Werbos [15] and later developed by Rumelhart and McClelland [16]. At the beginning
of the learning stage all weights in the network are initialized to small random values. The algorithm uses
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a learning set, which consists of input–desired output pattern pairs. Each input–output pair is obtained by the
offline processing of historical data. These pairs are used to adjust the weights in the network to minimize the
sum squared error (SSE) which measures the difference between the real and the desired values over all output
neurons and all learning patterns.

After computing SSE, the back propagation step computes the corrections to be applied to the weights. Most
of the suggested models use MLP networks references [17, 18]. The attraction of MLP has been explained by
the ability of the network to learn complex relationships between input and output patterns, which would be
difficult to model with conventional algorithmic methods.

2.1. The proposed hybrid ARIMA-ANN method

The hybrid models for forecasting time series often decompose a time series into its linear and nonlinear
form (Zhang 2003). Khashei and Bijari [1] and Wang et al. [19] investigated the effectiveness of hybrid ARIMA-
ANN methods in forecasting respect to existing forecasting methods. In hybrid models, a time series can be
considered to be composed of a linear autocorrelation structure and a nonlinear component. In the present
work, we consider the gasoline consumption time series as function of a linear and a nonlinear component. The
amount of consumption (yt) is a function of linear component (Lt) and nonlinear component (Nt).

yt = f(Lt, Nt). (2.5)

In order to estimate Lt and Nt, we use the forecasted values predicted by ARIMA process. Indeed, first the valid
components are chosen from the component list specified by ACF and PACF. Second, the estimated model is
constructed via the valid components and used for forecasting the considered stationary time series. This phase
constructs the linear component of the proposed hybrid ARIMA-ANN approach. Then, the forecasted values
and specified valid components by ARIMA process are utilized to be used as input parameters of the ANN
model. This phase constructs nonlinear component of the proposed hybrid ARIMA-ANN approach.

In this paper, data is collected for a robust period and is further divided to train and test groups. Train data
is used to train the MLP models. Test data is used to be compared with actual data (Validation). Moreover,
the best fitted MLP is identified by the lowest MAPE. In addition, the selected MLP is compared with different
regression’s models. Figure 2 presents the overall description of the model. Figure 3 presents the ANN pictorial
of the proposed model.

Where Zt−i is the lagged observations representing valid component specified by ARIMA process, and Lt

represents the forecasted values of gasoline consumption provided by ARIMA process. The process of extracting
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Figure 2. Description of the ANN model.
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Figure 3. The integrated ANN-MLP model.

the most suitable lagged observations would be described in Section 3 Among different error estimation methods
we use the MAPE method to assess the performance of employed forecasting models. The MAPE calculation
is as follows:

MAPE =

n∑
t=1

∣∣∣∣xt − x′

xt

∣∣∣∣
n

· (2.6)

3. Experiment: The case study

The proposed model was applied in Iran. Data for these parameters are provided from Institute for Interna-
tional Energy Studies (IIES) in Iran and Energy Information Administration (EIA) website http://www.eia.
doe.gov/emeu/international/contents. Before going ahead, we shortly explain the most important motiva-
tions to forecast gasoline consumption in Iran.

According to “Iranian targeted subsidy plan”, The Iranian government presented an energy price reform in
2008. The major aim of the policy was to slow down the increasing trend of energy consumption in Iran by
removing the energy subsidies. According to the plan, all energy prices were to increase by 20 percent annually.
In 2006, daily gasoline consumption stood at 74 million liters and the country paid $5 billion for gasoline
imports. The overall consumption of gasoline after the reform decreased from about 65 million liters per day
to about 54 million liters per day. Therefore, accurate forecasting of gasoline consumption leads to creating
insights in planning for imports, price reform, and etc.

The required data were collected daily for seven years from 2005 to 2011. We divided the dataset into two
groups: the training subset and the test subset. For the training subset related data of 1851 periods (days) were
considered and used for learning the model and for the test subset relevant data of 20 days were used to test
the capability of the model.

http://www. eia.doe.gov/emeu/international/contents
http://www. eia.doe.gov/emeu/international/contents
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Table 1. Different MLP specifications and MAPE results.

Model number 1 2 3 4 5 6 7 8 9 10
Number of neurons in first hidden layer 6 6 4 7 7 7 8 8 9 9
Number of neurons in second hidden layer 2 4 2 1 2 3 1 2 1 2
Learning method BP BP BP BP BP BP BP BP BP BP
Relative error (MAPE %) 6.74 5.73 6.33 6.32 6.07 6.30 5.76 6.6 6.07 6.22
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Figure 4. Actual vs. hybrid ARIMA-ANN Forecast.

3.1. The best structure of the proposed hybrid ARIMA-ANN model

Several MLP networks are generated and tested. The transfer function for the first layer and all hidden layers
are sigmoid and for last one is linear. Back propagation algorithm is used to adjust the learning procedure.

The results of the ten best models and their errors are shown in Table 1. The acquired errors in the last row
of Table 1 are derived for test data. According to Table 1 the best ANN structure including six neurons in the
first hidden layer and four neurons in the second hidden layer is selected. This ANN structure is trained with
back propagation (BP) learning algorithm. Figure 4 illustrates the actual values against forecasted values by
hybrid ARIMA-ANN approach.

3.2. Implementing ARIMA process

To implement ARIMA process, we first specify the AR and MA components using autocorrelation function
(ACF) and partial autocorrelation function (PACF). Variation of the considered time series has been shown
in Figure 5. Stationary test on the considered time series, which is performed by diagnostic statistical test,
confirms that the time series is stationary.

The ACF and PACF have been shown in Figures 6 and 7 for 100 lagged observations.
From the ACF and PACF illustrations, the following factors are extracted to be considered as lagged obser-

vations and errors.
“ar(1)ar(2)ar(3)ar(4)ar(5)ar(7)ar(8)ar(9)ar(12)ar(14)ma(1)ma(2)ma(3)ma(5)ma(7)ma(8)ma(14)ma(15)”.
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Figure 5. Variation of gasoline consumption.
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Figure 6. Autocorrelation function.

In the estimated model for ARIMA model, from the above-mentioned factors, those factors would be valid
that their p value be less than 0.05 in 95% confidence level. After try and error process, the following valid
components by using ARCH (1, 1) method are found:

“ar(1)ar(2)ar(7)ar(8)ar(9)ar(14)ma(1)ma(3)ma(7)”.

The acquired model is nonlinear due to using ARCH method. These specified factors are recognized as lagged
observations which are used as input parameters of the ANN model to create hybrid ARIMA-ANN structure.



726 R. BABAZADEH

0 10 20 30 40 50 60 70 80 90 100
-0.2

0

0.2

0.4

0.6

0.8

Lag

S
am

pl
e 

P
ar

tia
l A

ut
oc

or
re

la
tio

ns

Sample Partial Autocorrelation Function

Figure 7. Partial autocorrelation.

3.3. Verification and validation

In this section, the proposed hybrid ARIMA-ANN model is compared respect to ARIMA model and well-
known regression’s models. The specified lag variables by ARIMA model are used as X-values in regression’s
models. Indeed, the inputs of ANN are considered as X-values in regression’s models. The used regression’s
models are described as follows:

Model (I) y = α0 +
7∑

i=1

αiXi (3.1)

Model (II) ln y = α0 +
7∑

i=1

αi(ln Xi) (3.2)

Model (III) y = α0 +
7∑

i=1

αiXi +
7∑

i=1

βiX
2
i

(3.3)

Model (IV) ln y = α0 +
7∑

i=1

αi(ln Xi) +
7∑

i=1

βi(ln X2
i
) (3.4)

Model (V) y = α0 +
7∑

i=1

αiXi +
7∑

i=1

βiX
2
i

+
7∑
i

7∑
i�=j

γijXiXj (3.5)

Model (VI) ln y = α0 +
7∑

i=1

αi(ln Xi) +
7∑

i=1

βi(ln X2
i
) +

7∑
i

7∑
i�=j

γij(ln XiXj). (3.6)

Eviews package and MATLAB software are used for implementing ARIMA process and regression’s models,
respectively. Table 2 shows the best results acquired by applied methods.

As shown in Table 2, the ARIMA model is unable to forecast the considered time series for gasoline consump-
tion. This observation could be resulted due to nonlinear behavior of the considered time series. Although the
regression’s models dominate ARIMA model, their capability to forecasting the considered time series is less
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Table 2. The results of applied methods.

Regression’s models MAPE (%)

Hybrid ARIMA-ANN 5.73∗

ARIMA 14.0
Regression Model (I) 7.31
Regression Model (II) 7.14
Regression Model (III) 7.13
Regression Model (IV) 7.19
Regression Model (V) 6.63
Regression Model (VI) 7.19
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Figure 8. Forecasted values of different approaches.

than proposed hybrid ARIMA-ANN model. Also the regression’s model (V) is superior to other developed
regression’s models. Figure 8 shows the forecasted values of ARIMA process and different regression’s models
against actual values.

4. Concluding remarks

In this paper we have proposed a hybrid ARIMA-ANN model for prediction of gasoline consumption. For
this model a number of effective input data are extracted from the ARIMA process and applied in the structure
of the ANN model. To show the applicability and superiority of the proposed framework actual data for robust
period is used. MLP network is used and applied with the seven input variables. After tuning, the optimum
number of neurons is determined in layers. The acquired results of the proposed hybrid ARIMA-ANN model are
compared with different regression’s models and ARIMA process. Although eliminating subside from gasoline
price has led to appearing noisy data in gasoline consumption in Iran, the acquired results show high accuracy
of about 94.27%. Also the results show that the ARIMA process is unable to model the nonlinear behaviour
of time series even by using nonlinear ARCH method. Moreover, the proposed approach dominates well-known
regression’s models which are commonly used in forecasting areas. It can be concluded from the acquired results
that the proposed hybrid ARIMA-ANN model can be effectively used in gasoline consumption forecasting.
Although the proposed approach is applied on a real case of gasoline consumption, it can be successfully used
for other types of time series that have the similar structure.
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