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#### Abstract

We study the large deviation principle for stochastic processes of the form $\left\{\sum_{k=1}^{\infty} x_{k}(t) \xi_{k}\right.$ : $t \in T\}$, where $\left\{\xi_{k}\right\}_{k=1}^{\infty}$ is a sequence of i.i.d.r.v.'s with mean zero and $x_{k}(t) \in \mathbb{R}$. We present necessary and sufficient conditions for the large deviation principle for these stochastic processes in several situations. Our approach is based in showing the large deviation principle of the finite dimensional distributions and an exponential asymptotic equicontinuity condition. In order to get the exponential asymptotic equicontinuity condition, we derive new concentration inequalities, which are of independent interest.
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## 1. Introduction

We study the large deviation principle for stochastic processes of the form $\left\{\sum_{k=1}^{\infty} x_{k}(t) \xi_{k}: t \in T\right\}$, where $\left\{\xi_{k}\right\}_{k=1}^{\infty}$ is a sequence of i.i.d.r.v.'s with mean zero, $T$ is a parameter set and $x_{k}(t) \in \mathbb{R}$. Our results apply when $\log \left(\mathbb{P}\left\{\left|\xi_{1}\right| \geq t\right\}\right), t>0$, is either a convex or a concave function. In particular, we obtain necessary and sufficient conditions for the LDP of $\left\{\sum_{k=1}^{\infty} x_{k}(t) \xi_{k}: t \in T\right\}$, where $\left\{\xi_{k}\right\}$ is a sequence of symmetric i.i.d.r.v.'s such that for some $p, \tau>0$,

$$
\begin{equation*}
\lim _{u \rightarrow \infty} u^{-p} \log \left(\mathbb{P}\left\{\left|\xi_{1}\right| \geq u\right\}\right)=-\tau \tag{1.1}
\end{equation*}
$$

Stochastic processes like that have been considered by several authors. If $\{X(t): t \in T\}$ is a mean zero Gaussian process such that $\sup _{t \in T}|X(t)|<\infty$ a.s., then there exists a sequence of i.i.d.r.v.'s $\left\{\xi_{k}\right\}_{k=1}^{\infty}$ with a standard normal distribution and real numbers $x_{k}(t), k \geq 1, t \in T$, such that for each $t \in T, X(t):=\sum_{k=1}^{\infty} x_{k}(t) \xi_{k}$ (see for example Prop. 2.6.1 in Kwapień and Woyczyński [10]). Hence, the considered stochastic processes are a natural generalization of Gaussian processes. Observe that for a standard normal r.v. $\xi$,

$$
\begin{equation*}
\lim _{u \rightarrow \infty} u^{-2} \log (\mathbb{P}\{|\xi| \geq u\})=-2^{-1} \tag{1.2}
\end{equation*}
$$

Talagrand $[15,16]$ studied the concentration of measure and continuity of processes of the form $\left\{\sum_{k=1}^{\infty} x_{k}(t) \xi_{k}: t \in T\right\}$, where $\left\{\xi_{k}\right\}$ is a sequence of i.i.d.r.v.'s with density $c_{p} \mathrm{e}^{-|x|^{p}}, x \in \mathbb{R}$, where $p \geq 1$. Gluskin and Kwapień [8] gave tail and moment estimates for the r.v. $\sum_{k=1}^{\infty} a_{k} \xi_{k}$, where $\left\{\xi_{k}\right\}$ is a sequence of symmetric i.i.d.r.v.'s with logarithmically concave tails. Latala [11] gave tail and moment estimates for

[^0]$\sum_{k=1}^{\infty} x_{k} \xi_{k}$, where $\left\{\xi_{k}\right\}$ is a sequence of i.i.d.r.v.'s with logarithmically concave tails and $\left\{x_{k}\right\}$ is a sequence of vectors of a Banach space. Hitczenko, Montgomery-Smith and Oleszkiewick [9] considered moment inequalities for $\sum_{i=1}^{n} \xi_{i}$, where $\left\{\xi_{i}\right\}$ is a sequence of symmetric i.i.d.r.v.'s such that $-\log \left(\mathbb{P}\left\{\left|\xi_{1}\right| \geq t\right\}\right)$ is a concave function.

We consider large deviations in the sense of Varadhan [17]. General references in large deviations are Deuschel and Stroock [7] and Dembo and Zeitouni [6]. We consider stochastic processes as random elements of $l_{\infty}(T)$, the Banach space consisting of the bounded functions on $T$ with the supremum norm. We use the following definition of large deviations for stochastic processes.

Definition 1.1. Given a sequence of stochastic processes $\left\{U_{n}(t): t \in T\right\}$, a sequence of positive numbers $\left\{\epsilon_{n}\right\}_{n=1}^{\infty}$ such that $\epsilon_{n} \rightarrow 0$, and a function $I: l_{\infty}(T) \rightarrow[0, \infty]$, we say that $\left\{U_{n}(t): t \in T\right\}$ satisfies the LDP with speed $\epsilon_{n}^{-1}$ and with rate function $I$ if:
(i) For each $0 \leq c<\infty,\left\{z \in l_{\infty}(T): I(z) \leq c\right\}$ is a compact set of $l_{\infty}(T)$.
(ii) For each set $A \subset l_{\infty}(T)$,

$$
-I\left(A^{o}\right) \leq \liminf _{n \rightarrow \infty} \epsilon_{n} \log \left(\mathbb{P}_{*}\left\{\left\{U_{n}(t): t \in T\right\} \in A\right\}\right) \leq \limsup _{n \rightarrow \infty} \epsilon_{n} \log \left(\mathbb{P}^{*}\left\{\left\{U_{n}(t): t \in T\right\} \in A\right\}\right) \leq-I(\bar{A})
$$

where $A^{\circ}$ is the interior of $A$ and $\bar{A}$ is the closure of $A$.

It is shown in Arcones [1] that this definition is equivalent to the large deviations for the finite dimensional distributions, plus an asymptotic equicontinuity condition. This result is similar to the classical one for the weak convergence of empirical processes.

In Section 2, we present some new concentration inequalities for series processes, which are of independent interest. In Section 3, we study the large deviation principle of series processes.
$c$ will denote a finite constant, which may change from occurrence to occurrence. For $p \geq 1, l_{p}$ denotes the Banach space consisting of the sequences $\left(x_{i}\right)_{i=1}^{\infty}$ such that $\sum_{i=1}^{\infty}\left|x_{i}\right|^{p}<\infty$ endowed with the norm $\left\|\left(x_{i}\right)_{i=1}^{\infty}\right\|_{p}:=$ $\left(\sum_{i=1}^{\infty}\left|x_{i}\right|^{p}\right)^{1 / p} . l_{\infty}$ denotes the Banach space consisting of the bounded sequences $\left(x_{i}\right)_{i=1}^{\infty}$ endowed with the norm $\left\|\left(x_{i}\right)_{i=1}^{\infty}\right\|_{\infty}:=\sup _{i>1}\left|x_{i}\right|$. We simplify $\|x(t)\|_{p}:=\left\|\left(x_{i}(t)\right)_{i=1}^{\infty}\right\|_{p}$. We say that a function $I: S \rightarrow[0, \infty]$ is a good rate, if $\{x \in S: I(x) \leq c\}$ is a compact set, where $S$ is a topological space.

## 2. Some concentration inequalities for certain series processes

It is well known that concentration inequalities play a fundamental role in the study of Gaussian processes (see for example Ledoux and Talagrand [12]). This is also so, for the considered stochastic processes. Let $\gamma_{\infty}$ be the measure on $\mathbb{R}^{\mathbb{N}}$ which is the product of $\gamma$, where $\gamma(A)=\int_{A} 2^{-1} \mathrm{e}^{-|t|} \mathrm{d} t$.

Theorem 2.1 (Talagrand [15], Th. 1). For each set $A \in \mathcal{B}\left(\mathbb{R}^{\mathbb{N}}\right)$ with $\gamma_{\infty}(A)>0$,

$$
\begin{equation*}
\gamma_{\infty}\left(A+6 u^{1 / 2} B_{2}+9 u B_{1}\right) \geq 1-\left(\gamma_{\infty}(A)\right)^{-1} \exp (-u) \tag{2.1}
\end{equation*}
$$

where $B_{p}:=\left\{\left(a_{k}\right)_{k=1}^{\infty}: \sum_{k=1}^{\infty}\left|a_{k}\right|^{p} \leq 1\right\}$, for $p=1,2$.

The previous inequality with the constants above is in Ledoux [13], Theorem 4.16.
In the case of Gaussian processes, concentration inequalities only involve the unit ball with respect to the $l_{2}$ distance. This is so, because different path properties of Gaussian processes can be characterized using the $l_{2}$ distance. However, for the considered stochastic processes, two distances are needed in general.

In this section, we present concentration inequalities for the stochastic processes $\{X(t): t \in T\}$, where $X(t):=\sum_{j=1}^{\infty} x_{j}(t) \xi_{j},\left\{\xi_{j}\right\}_{j=1}^{\infty}$ is a sequence of symmetric i.i.d.r.v.'s, $T$ is a parameter set, and $x_{j}(t) \in \mathbb{R}$. By Theorem 5.1.4 in Chow and Teicher [5], the series $\sum_{k=1}^{\infty} x_{k}(t) \xi_{k}$ converges a.s. if and only if $\sum_{k=1}^{\infty}\left(x_{k}(t)\right)^{2}<\infty$. In the considered situation, we have the following result:

Lemma 2.1. Let $\left\{\xi_{j}\right\}_{j=1}^{\infty}$ be a sequence of symmetric i.i.d.r.v.'s such that $\mathbb{P}\left[\xi_{1}=0\right]<1$. Let $T$ be a parameter set. Let $X(t)=\sum_{j=1}^{\infty} x_{j}(t) \xi_{j}, t \in T$. Suppose that $\sup _{t \in T}|X(t)|<\infty$ a.s. Then, $E\left[\sup _{t \in T}|X(t)|\right]<\infty$ and $\sup _{t \in T} \sum_{k=1}^{\infty} x_{k}^{2}(t)<\infty$.

Proof. Let $0<\eta<2^{-1}\left(1-\mathbb{P}\left[\xi_{1}=0\right]\right)$. Take $M>0$ such that $\mathbb{P}\left[\sup _{t \in T}|X(t)| \geq M\right] \leq \eta$. By the Lévy inequality (see for example Prop. 2.3 in Ledoux and Talagrand [12]),

$$
\sup _{t \in T} \sup _{j \geq 1} \mathbb{P}\left[\left|x_{j}(t) \xi_{j}\right| \geq M\right] \leq \mathbb{P}\left[\sup _{t \in T} \sup _{j \geq 1}\left|x_{j}(t) \xi_{j}\right| \geq M\right] \leq 2 \mathbb{P}\left[\sup _{t \in T}\left|\sum_{j=1}^{\infty} x_{j}(t) \xi_{j}\right| \geq M\right] \leq 2 \eta
$$

Hence, $\sup _{t \in T} \sup _{j \geq 1}\left|x_{j}(t)\right|<\infty$. Thus, by the Hoffmann-Jørgensen inequality (see for example Prop. 6.8 in Ledoux and Talagrand [12]), $E\left[\sup _{t \in T}|X(t)|\right]<\infty$. By the Kintchine's inequality (see for example Lem. 4.1 in Ledoux and Talagrand [12]), and the contraction principle (see for example Lem. 4.5 in Ledoux and Talagrand [12]),

$$
\begin{aligned}
2^{-1 / 2} E\left[\left|\xi_{1}\right|\right] \sup _{t \in T}\left(\sum_{k=1}^{\infty} x_{k}^{2}(t)\right)^{1 / 2} & \leq E\left[\left|\xi_{1}\right|\right] \sup _{t \in T} E\left[\left|\sum_{k=1}^{\infty} \epsilon_{k} x_{k}(t)\right|\right] \\
& \leq E\left[\left|\xi_{1}\right|\right] E\left[\sup _{t \in T}\left|\sum_{k=1}^{\infty} \epsilon_{k} x_{k}(t)\right|\right] \\
& \leq E\left[\sup _{t \in T}\left|\sum_{k=1}^{\infty} \xi_{k} x_{k}(t)\right|\right]<\infty
\end{aligned}
$$

where $\left\{\epsilon_{k}\right\}$ is a sequence of i.i.d. Rademacher r.v.'s independent of the sequence $\left\{\xi_{k}\right\}$.

We present two types of concentration inequalities according with whether the function $\Phi(t)=-\log (\mathbb{P}\{|\xi| \geq$ $t\}), t>0$, is convex or a concave.

Next, we present a concentration of measure inequality for sequences of r.v.'s satisfying the following condition:
(B.1) $\xi$ is a symmetric r.v. such that $\Phi(t)=-\log (\mathbb{P}\{|\xi| \geq t\}$ ), for $t>0$, is a convex increasing function.

Condition (B.1) is satisfied for many r.v.'s. In particular, (B.1) holds if $\xi$ has a symmetric distribution and $\mathbb{P}\{|\xi| \geq|t|\}=\mathrm{e}^{-c|t|^{p}}$, for each $t \geq 0$, for some $c>0$ and some $p \geq 1$.

We will need the following lemma:
Lemma 2.2. Let $\Phi$ be as in Condition (B.1). Let

$$
\begin{equation*}
\lambda(x)=\operatorname{sign}(x) \sup \{y \geq 0: \Phi(y) \leq|x|\} \text { for } x \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

Then,
(i) For each $a, b>0, \lambda(a+b) \leq \lambda(a)+\lambda(b)$.
(ii) For each $a, b \in \mathbb{R},|\lambda(a)-\lambda(b)| \leq 2 \lambda(|a-b|)$.

Proof. Since $\Phi$ is convex, $\Phi^{\prime}$ is nondecreasing. So, for each $a, b>0$,

$$
\Phi(a)+\Phi(b)=\int_{0}^{a} \Phi^{\prime}(t) \mathrm{d} t+\int_{0}^{b} \Phi^{\prime}(t) \mathrm{d} t \leq \int_{0}^{a+b} \Phi^{\prime}(t) \mathrm{d} t=\Phi(a+b)
$$

So, (i) holds.
If either $a<0<b$, or $b<0<a$, then

$$
|\lambda(a)-\lambda(b)| \leq 2 \max (\lambda(|a|), \lambda(|b|)) \leq 2 \lambda(|a-b|)
$$

If either $a, b<0$, or $0<a, b$, then, by (i),

$$
|\lambda(a)-\lambda(b)|=|\lambda(|a|)-\lambda(|b|)| \leq \lambda(|a-b|)
$$

Theorem 2.2. Let $\left\{\xi_{j}\right\}_{j=1}^{\infty}$ be a sequence of symmetric i.i.d.r.v.'s satisfying Condition (B.1). Let $T$ be a parameter set. Let $X(t):=\sum_{j=1}^{\infty} x_{j}(t) \xi_{j}, t \in T$. Suppose that $\sup _{t \in T}|X(t)|<\infty$ a.s. Then, for each $0<M<\infty$,

$$
\mathbb{P}\left\{\sup _{t \in T}|X(t)| \geq M+2 L_{\Phi}(u)\right\} \leq\left(\mathbb{P}\left\{\sup _{t \in T}|X(t)|<M\right\}\right)^{-1} \mathrm{e}^{-u}
$$

where

$$
L_{\Phi}(u):=\sup \left\{\sum_{k=1}^{\infty}\left|x_{k}(t)\right|\left(\left|a_{k}\right|+\left|b_{k}\right|\right): \sum_{k=1}^{\infty}\left(\Phi\left(a_{k}\right)\right)^{2} \leq 36 u, \sum_{k=1}^{\infty} \Phi\left(b_{k}\right) \leq 9 u, t \in T\right\}
$$

Proof. Let $\left\{Y_{i}\right\}_{i=1}^{\infty}$ be a sequence of symmetric i.i.d.r.v.'s with $\mathbb{P}\left\{\left|Y_{i}\right| \geq t\right\}=\mathrm{e}^{-t}$, for each $t \geq 0$ and each $i \geq 1$. Let $\lambda$ be as in (2.2). Then, for each $x, y \geq 0, \Phi(y) \leq x$ iff $y \leq \lambda(x)$. By the continuity of the function $\Phi$, we also have that $\Phi(\lambda(x))=x$, for each $x \geq 0$. Hence, we have that for each $t \geq 0$,

$$
\mathbb{P}\left\{\left|\lambda\left(Y_{i}\right)\right| \geq t\right\}=\mathbb{P}\left\{\lambda\left(\left|Y_{i}\right|\right) \geq t\right\}=\mathbb{P}\left\{\left|Y_{i}\right| \geq \Phi(t)\right\}=\mathrm{e}^{-\Phi(t)}=\mathbb{P}\left\{\left|\xi_{i}\right| \geq t\right\}
$$

Therefore, $\xi_{i}$ and $\lambda\left(Y_{i}\right)$ have the same distribution.
Let $A=\left\{\left(y_{i}\right)_{i=1}^{\infty}: \sup _{t \in T}\left|\sum_{k=1}^{\infty} x_{k}(t) \lambda\left(y_{i}\right)\right|<M\right\}$. By (2.1)

$$
\mathbb{P}\left\{\left(Y_{i}\right)_{i=1}^{\infty} \notin A+6 u^{1 / 2} B_{2}+9 u B_{1}\right\} \leq\left(\mathbb{P}\left\{\left(Y_{i}\right)_{i=1}^{\infty} \in A\right\}\right)^{-1} \mathrm{e}^{-u}
$$

So, it suffices to show that if $\left(y_{i}\right)_{i=1}^{\infty} \in A+6 u^{1 / 2} B_{2}+9 u B_{1}$, then

$$
\sup _{t \in T}\left|\sum_{i=1}^{\infty} x_{i}(t) \lambda\left(y_{i}\right)\right|<M+2 L_{\Phi}(u)
$$

We have that there are $\left(a_{i}\right)_{i=1}^{\infty} \in A,\left(b_{i}\right)_{i=1}^{\infty} \in B_{2}$, and $\left(c_{i}\right)_{i=1}^{\infty} \in B_{1}$, such that for each $i \geq 1, y_{i}=a_{i}+6 u^{1 / 2} b_{i}+$ $9 u c_{i}$. By Lemma 2.2,

$$
\begin{aligned}
\sup _{t \in T}\left|\sum_{i=1}^{\infty} x_{i}(t) \lambda\left(a_{i}+6 u^{1 / 2} b_{i}+9 u c_{i}\right)\right| & \leq \sup _{t \in T}\left|\sum_{i=1}^{\infty} x_{i}(t) \lambda\left(a_{i}\right)\right|+2 \sup _{t \in T} \sum_{i=1}^{\infty}\left|x_{i}(t)\right| \lambda\left(\left|6 u^{1 / 2} b_{i}+9 u c_{i}\right|\right) \\
& \leq M+2 \sup _{t \in T} \sum_{i=1}^{\infty}\left|x_{i}(t)\right| \lambda\left(6 u^{1 / 2}\left|b_{i}\right|\right)+2 \sup _{t \in T} \sum_{i=1}^{\infty}\left|x_{i}(t)\right| \lambda\left(9 u\left|c_{i}\right|\right) \\
& \leq M+2 L_{\Phi}(u) .
\end{aligned}
$$

Because,

$$
\sum_{i=1}^{\infty}\left(\Phi\left(\lambda\left(6 u^{1 / 2}\left|b_{i}\right|\right)\right)\right)^{2} \leq \sum_{i=1}^{\infty} 36 u b_{i}^{2} \leq 36 u
$$

and

$$
\sum_{i=1}^{\infty} \Phi\left(\lambda\left(9 u\left|c_{i}\right|\right)\right) \leq \sum_{i=1}^{\infty} 9 u\left|c_{i}\right| \leq 9 u
$$

Corollary 2.1. Assume the notation and conditions in the previous theorem. Suppose also that there are constants $\tau>0$ and $p \geq 1$ such that $\tau \Phi(x) \geq \max \left(|x|^{p},|x|\right)$, for each $x>0$. Then,
(i) If $p \geq 2$, then, for each $0<M<\infty$ and each $u>0$,

$$
\mathbb{P}\left\{\sup _{t \in T}|X(t)| \geq M+2 \sup _{t \in T}\|x(t)\|_{q}\left(36 u \tau^{2}\right)^{1 / p}+2 \sup _{t \in T}\|x(t)\|_{q}(9 \tau u)^{1 / p}\right\} \leq\left(\mathbb{P}\left\{\sup _{t \in T}|X(t)|<M\right\}\right)^{-1} \mathrm{e}^{-u}
$$

(ii) If $2 \geq p \geq 1$, then, for each $0<M<\infty$ and each $u>0$,

$$
\mathbb{P}\left\{\sup _{t \in T}|X(t)| \geq M+12 \sup _{t \in T}\|x(t)\|_{2} \tau u^{1 / 2}+2 \sup _{t \in T}\|x(t)\|_{q}(9 \tau u)^{1 / p}\right\} \leq\left(\mathbb{P}\left\{\sup _{t \in T}|X(t)|<M\right\}\right)^{-1} \mathrm{e}^{-u}
$$

Proof. By Theorem 2.2, we need to prove that if $p \geq 2$,

$$
\begin{equation*}
L_{\Phi}(u) \leq \sup _{t \in T}\|x(t)\|_{q}\left(36 \tau^{2} u\right)^{1 / p}+\sup _{t \in T}\|x(t)\|_{q}(9 \tau u)^{1 / p} \tag{2.3}
\end{equation*}
$$

and if $1 \leq p<2$,

$$
\begin{equation*}
L_{\Phi}(u) \leq 6 \sup _{t \in T}\|x(t)\|_{2} \tau u^{1 / 2}+\sup _{t \in T}\|x(t)\|_{q}(9 \tau u)^{1 / p} \tag{2.4}
\end{equation*}
$$

Suppose that

$$
\sum_{k=1}^{\infty}\left(\Phi\left(a_{k}\right)\right)^{2} \leq 36 u \text { and } \sum_{k=1}^{\infty} \Phi\left(b_{k}\right) \leq 9 u
$$

If $p \geq 2$,

$$
\begin{aligned}
\sum_{k=1}^{\infty}\left|x_{k}(t) \| a_{k}\right| & \leq\|x(t)\|_{q}\left(\sum_{k=1}^{\infty}\left|a_{k}\right|^{p}\right)^{1 / p} \leq\|x(t)\|_{q}\left(\sum_{k=1}^{\infty}\left(\max \left(\left|a_{k}\right|,\left|a_{k}\right|^{p}\right)\right)^{2}\right)^{1 / p} \\
& \leq\|x(t)\|_{q} \tau^{2 / p}\left(\sum_{k=1}^{\infty}\left(\Phi\left(\left|a_{k}\right|\right)\right)^{2}\right)^{1 / p} \leq\|x(t)\|_{q}\left(36 \tau^{2} u\right)^{1 / p}
\end{aligned}
$$

If $1 \leq p<2$,

$$
\begin{aligned}
\sum_{k=1}^{\infty}\left|x_{k}(t)\right|\left|a_{k}\right| & \leq\|x(t)\|_{2}\left(\sum_{k=1}^{\infty}\left|a_{k}\right|^{2}\right)^{1 / 2} \\
& \leq\|x(t)\|_{2} \tau\left(\sum_{k=1}^{\infty}\left(\Phi\left(\left|a_{k}\right|\right)\right)^{2}\right)^{1 / 2} \leq 6\|x(t)\|_{2} \tau u^{1 / 2}
\end{aligned}
$$

We have that

$$
\begin{aligned}
\sum_{k=1}^{\infty}\left|x_{k}(t) \| b_{k}\right| & \leq\|x(t)\|_{q}\left(\sum_{j=1}^{\infty}\left|b_{k}\right|^{p}\right)^{1 / p} \\
& \leq\|x(t)\|_{q} \tau^{1 / p}\left(\sum_{j=1}^{\infty} \Phi\left(b_{k}\right)\right)^{1 / p} \leq\|x(t)\|_{q}(9 \tau u)^{1 / p}
\end{aligned}
$$

It follows from the previous corollary that for $u$ large enough,

$$
\begin{equation*}
\mathbb{P}\left\{\sup _{t \in T}|X(t)| \geq u\right\} \leq 2 \exp \left(-c u^{p} \sup _{t \in T}\|x(t)\|_{q}^{-p}\right) \tag{2.5}
\end{equation*}
$$

where $c$ is some positive constant.
In the situation of the previous corollary the asymptotic exponential order of the tail of $\sup _{t \in T}|X(t)|$ is the same as the asymptotic exponential order of $\xi_{1}$. In Theorem 3.4, we give an example of r.v.'s for which the asymptotic exponential order of the tail of $\sup _{t \in T}|X(t)|$ is bigger than the asymptotic exponential order of $\xi_{1}$.

Next, we consider the case when $-\log (\mathbb{P}\{|\xi| \geq t\}), t \geq 0$, is a concave function. We consider the following condition:
(B.2) $\xi$ is a symmetric r.v. such that:
(i) $\Phi(t)=-\log (\mathbb{P}\{|\xi| \geq t\}), t>0$ is a concave increasing function.
(ii) There exists a constant $\tau>0$ such that for each $a \geq 0,2 \Phi(a) \leq \Phi(\tau a)$.

If for some $\eta>0$ and some $1 \geq p>0, \mathbb{P}\{|\xi| \geq t\}=\exp \left(-\eta t^{p}\right)$, for each $t \geq 0$, then (B.2) holds.
Condition (B.2) (iii) imposes a sort of polynomical growth. If $\mathbb{P}\{|\xi| \geq t\}=\frac{1}{t+1}$, for each $t \geq 0$, then $\Phi(t)=-\log (\mathbb{P}\{|Z| \geq t\})=\ln (t+1), t>0$, is a concave function. But, (B.2) (ii) does not hold. For each $\tau>0$, $\inf _{a>0} \frac{\Phi(\tau a)}{\Phi(a)}=1$.

Theorem 2.3. Let $\left\{\xi_{j}\right\}_{j=1}^{\infty}$ be a sequence of i.i.d.r.v.'s satisfying Condition (B.2). Let $T$ be a parameter set. Let $X(t):=\sum_{j=1}^{\infty} x_{j}(t) \xi_{j}, t \in T$, where $\sum_{j=1}^{\infty}\left|x_{j}(t)\right|^{2}<\infty$ for each $t \in T$. Then, for each $u>0$,

$$
\begin{align*}
\mathbb{P}\left\{\sup _{t \in T}|X(t)| \geq\right. & M\left(4+68 \tau^{2} u^{1 / 2}+102 \tau^{2} u\right) \\
& +\sup _{t \in T}\|x(t)\|_{2}\left(\lambda\left(6 u^{1 / 2}\right)+12 \tau u^{1 / 2}+12(\tau+1) u^{1 / 2} \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right)\right) \\
& \left.+\sup _{t \in T}\|x(t)\|_{\infty}\left(\lambda(9 u)+18 \tau u \lambda^{\prime}(1)+18 \tau u \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right)\right)\right\} \\
\leq & 2 \mathrm{e}^{-u} \tag{2.6}
\end{align*}
$$

where $M=E\left[\sup _{t \in T}|X(t)|\right]$.
Proof. We proceed as in Theorem 2.2. Let $\left\{Y_{i}\right\}_{i=1}^{\infty}$ be a sequence of symmetric i.i.d.r.v.'s with $\mathbb{P}\left\{\left|Y_{i}\right| \geq t\right\}=\mathrm{e}^{-t}$, for each $t \geq 0$ and each $i \geq 1$. Then, $\xi_{i}$ has the distribution of $\lambda\left(Y_{i}\right)$, where $\lambda$. By Condition (B.2), $\lambda$ is a convex function in $[0, \infty)$, with $\lambda(0)=0$ and for each $a \geq 0$,

$$
\begin{equation*}
\lambda^{\prime}(2 a) \leq \tau \lambda^{\prime}(a) \tag{2.7}
\end{equation*}
$$

Let

$$
A=\left\{\left(a_{k}\right)_{k=1}^{\infty}: \sup _{t \in T}\left|\sum_{k=1}^{\infty} x_{k}(t) \lambda\left(a_{k}\right)\right|<4 M, \sup _{t \in T} \sum_{k=1}^{\infty} x_{k}^{2}(t)\left(\lambda\left(a_{k}\right)\right)^{2}<32 M^{2}\right\}
$$

We claim that

$$
\mathbb{P}\left\{\left(Y_{k}\right)_{k=1}^{\infty} \in A\right) \geq 1 / 2
$$

By the Chebyshev inequality,

$$
\mathbb{P}\left\{\sup _{t \in T}\left|\sum_{k=1}^{\infty} x_{k}(t) \lambda\left(Y_{k}\right)\right| \geq 4 M\right\} \leq 1 / 4
$$

By the Kintchine inequality,

$$
\begin{aligned}
\mathbb{P}\left\{\sup _{t \in T} \sum_{k=1}^{\infty} x_{k}^{2}(t)\left(\lambda\left(Y_{k}\right)\right)^{2} \geq 32 M^{2}\right\} & \leq 32^{-1 / 2} M^{-1} E\left[\sup _{t \in T}\left(\sum_{k=1}^{\infty} x_{k}^{2}(t)\left(\lambda\left(Y_{k}\right)\right)^{2}\right)^{1 / 2}\right] \\
& =32^{-1 / 2} M^{-1} E\left[\sup _{t \in T}\left(E_{\epsilon}\left[\left(\sum_{k=1}^{\infty} \epsilon_{k} x_{k}(t) \lambda\left(Y_{k}\right)\right)^{2}\right]\right)^{1 / 2}\right] \\
& \leq 2^{-2} M^{-1} E\left[\sup _{t \in T} E_{\epsilon}\left[\left|\sum_{k=1}^{\infty} \epsilon_{k} x_{k}(t) \lambda\left(Y_{k}\right)\right|\right]\right] \\
& \leq 2^{-2} M^{-1} E\left[\sup _{t \in T}\left|\sum_{k=1}^{\infty} \epsilon_{k} x_{k}(t) \lambda\left(Y_{k}\right)\right|\right]=2^{-2}
\end{aligned}
$$

where $\left\{\epsilon_{k}\right\}$ is a sequence of i.i.d. Rademacher r.v.'s independent of the sequence $\left\{\xi_{k}\right\}$. Therefore, $\gamma_{\infty}(A) \geq 1 / 2$.

By (2.1), it suffices to show that if $\left(y_{i}\right)_{i=1}^{\infty} \in A+6 u^{1 / 2} B_{2}+9 u B_{1}$, then

$$
\begin{aligned}
\sup _{t \in T}\left|\sum_{i=1}^{\infty} x_{i}(t) \lambda\left(y_{i}\right)\right|< & M\left(4+68 \tau^{2} u^{1 / 2}+102 \tau^{2} u\right) \\
& +\sup _{t \in T}\|x(t)\|_{2}\left(\lambda\left(6 u^{1 / 2}\right)+12 \tau u^{1 / 2}+12(\tau+1) u^{1 / 2} \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right)\right) \\
& +\sup _{t \in T}\|x(t)\|_{\infty}\left(\lambda(9 u)+18 \tau u \lambda^{\prime}(1)+18 \tau u \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right)\right) .
\end{aligned}
$$

We have that there are $\left(a_{i}\right)_{i=1}^{\infty} \in A,\left(b_{i}\right)_{i=1}^{\infty} \in B_{2}$, and $\left(c_{i}\right)_{i=1}^{\infty} \in B_{1}$, such that for each $i \geq 1, y_{i}=a_{i}+6 u^{1 / 2} b_{i}+$ $9 u c_{i}$. Since $\lambda^{\prime}(t)$ is an even function an it is nondecreasing in $[0, \infty)$, for each $a, b \in \mathbb{R}$, with $|b| \leq|a|$,

$$
|\lambda(a+b)-\lambda(a)| \leq|b| \lambda^{\prime}(|a|+|b|)
$$

and $|\lambda(b)| \leq|b| \lambda^{\prime}(|b|)$. So, for each $a, b \in \mathbb{R}$,

$$
\begin{equation*}
|\lambda(a+b)-\lambda(a)-\lambda(b)| \leq 2 \min (|a|,|b|) \lambda^{\prime}(|a|+|b|) . \tag{2.8}
\end{equation*}
$$

Using (2.7), for each $a, b \in \mathbb{R}$,

$$
\left|\lambda^{\prime}(a+b)\right| \leq \lambda^{\prime}(|a|+|b|) \leq \lambda^{\prime}(2 \max (|a|,|b|)) \leq \tau \lambda^{\prime}(\max (|a|,|b|)) \leq \tau\left(\lambda^{\prime}(|a|)+\lambda^{\prime}(|b|)\right)
$$

Using the previous inequality and (2.8), we get that for each $a, b \in \mathbb{R}$,

$$
\begin{equation*}
|\lambda(a+b)-\lambda(a)-\lambda(b)| \leq 2 \tau \min (|a|,|b|)\left(\lambda^{\prime}(|a|)+\lambda^{\prime}(|b|)\right) . \tag{2.9}
\end{equation*}
$$

Using (2.8) and (2.9), for each $i \geq 1$,

$$
\begin{array}{r}
\left|\lambda\left(a_{i}+6 u^{1 / 2} b_{i}+9 u c_{i}\right)-\lambda\left(a_{i}\right)-\lambda\left(6 u^{1 / 2} b_{i}\right)-\lambda\left(9 u c_{i}\right)\right| \leq \mid \lambda\left(a_{i}+6 u^{1 / 2} b_{i}+9 u c_{i}\right) \\
-\lambda\left(a_{i}\right)-\lambda\left(6 u^{1 / 2} b_{i}+9 u c_{i}\right)\left|+\left|\lambda\left(6 u^{1 / 2} b_{i}+9 u c_{i}\right)-\lambda\left(6 u^{1 / 2} b_{i}\right)-\lambda\left(9 u c_{i}\right)\right|\right. \\
\leq 2 \tau\left(6 u^{1 / 2}\left|b_{i}\right|+9 u\left|c_{i}\right|\right) \lambda^{\prime}\left(\left|a_{i}\right|\right)+2 \tau\left(6 u^{1 / 2}\left|b_{i}\right|+9 u\left|c_{i}\right|\right) \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right) \\
+12 u^{1 / 2}\left|b_{i}\right| \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right) . \tag{2.10}
\end{array}
$$

Since $\lambda^{\prime}$ is nondecreasing in $[0, \infty)$, for each $a>0$,

$$
\lambda(2 a)=\int_{0}^{2 a} \lambda^{\prime}(t) \mathrm{d} t \geq \int_{a}^{2 a} \lambda^{\prime}(t) \mathrm{d} t \geq a \lambda^{\prime}(a)
$$

By Condition (B.1), for each $a>0, \lambda(2 a) \leq \tau \lambda(a)$. So, for each for each $a>0, a \lambda^{\prime}(a) \leq \tau \lambda(a)$. Hence, for each $a \in \mathbb{R}$,

$$
\begin{equation*}
\lambda^{\prime}(|a|) \leq \lambda^{\prime}(1)+\tau \lambda(|a|) . \tag{2.11}
\end{equation*}
$$

By (2.10) and (2.11), for each $i \geq 1$,

$$
\begin{aligned}
& \left|\lambda\left(a_{i}+6 u^{1 / 2} b_{i}+9 u c_{i}\right)-\lambda\left(a_{i}\right)-\lambda\left(6 u^{1 / 2} b_{i}\right)-\lambda\left(9 u c_{i}\right)\right| \leq 12 \tau \lambda^{\prime}(1) u^{1 / 2}\left|b_{i}\right|+18 \tau \lambda^{\prime}(1) u\left|c_{i}\right| \\
& \quad+12 \tau^{2} u^{1 / 2}\left|b_{i}\right| \lambda\left(\left|a_{i}\right|\right)+18 \tau^{2} u\left|c_{i}\right| \lambda\left(\left|a_{i}\right|\right)+12(\tau+1) u^{1 / 2}\left|b_{i}\right| \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right)+18 \tau u\left|c_{i}\right| \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right)
\end{aligned}
$$

These estimations imply that for $\left(a_{i}\right)_{i=1}^{\infty} \in A,\left(b_{i}\right)_{i=1}^{\infty} \in B_{2}$, and $\left(c_{i}\right)_{i=1}^{\infty} \in B_{1}$,

$$
\begin{aligned}
& \left|\sum_{i=1}^{\infty} x_{i}(t) \lambda\left(a_{i}+6 u^{1 / 2} b_{i}+9 u c_{i}\right)\right| \leq\left|\sum_{i=1}^{\infty} x_{i}(t) \lambda\left(a_{i}\right)\right|+\left|\sum_{i=1}^{\infty} x_{i}(t) \lambda\left(6 u^{1 / 2} b_{i}\right)\right|+\left|\sum_{i=1}^{\infty} x_{i}(t) \lambda\left(9 u c_{i}\right)\right| \\
& +12 \tau \lambda^{\prime}(1) u^{1 / 2} \sum_{i=1}^{\infty}\left|x_{i}(t)\right|\left|b_{i}\right|+18 \tau \lambda^{\prime}(1) u \sum_{i=1}^{\infty}\left|x_{i}(t)\right|\left|c_{i}\right| \\
& +12 \tau^{2} u^{1 / 2} \sum_{i=1}^{\infty}\left|x_{i}(t)\right|\left|b_{i}\right| \lambda\left(\left|a_{i}\right|\right)+18 \tau^{2} u \sum_{i=1}^{\infty}\left|x_{i}(t)\right|\left|c_{i}\right| \lambda\left(\left|a_{i}\right|\right) \\
& +12(\tau+1) u^{1 / 2} \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right) \sum_{i=1}^{\infty}\left|x_{i}(t)\right|\left|b_{i}\right| \\
& +18 \tau u \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right) \sum_{i=1}^{\infty}\left|x_{i}(t)\right|\left|c_{i}\right| \\
& \leq\left|\sum_{i=1}^{\infty} x_{i}(t) \lambda\left(a_{i}\right)\right|+\sum_{i=1}^{\infty}\left|x_{i}(t)\right| b_{i}\left|\lambda\left(6 u^{1 / 2}\right)\right|+\sum_{i=1}^{\infty}\left|x_{i}(t)\right| c_{i}|\lambda(9 u)| \\
& +12 \tau u^{1 / 2} \lambda^{\prime}(1) \sum_{i=1}^{\infty}\left|x_{i}(t)\right|\left|b_{i}\right|+18 \tau u \lambda^{\prime}(1) \sum_{i=1}^{\infty}\left|x_{i}(t)\right|\left|c_{i}\right| \\
& +12 \tau^{2} u^{1 / 2} \sum_{i=1}^{\infty}\left|x_{i}(t)\right| \lambda\left(\left|a_{i}\right|\right)+18 \tau^{2} u \sum_{i=1}^{\infty}\left|x_{i}(t)\right| \lambda\left(\left|a_{i}\right|\right) \\
& +12(\tau+1) u^{1 / 2} \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right) \sum_{i=1}^{\infty}\left|x_{i}(t)\right|\left|b_{i}\right| \\
& +18 \tau u \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right) \sum_{i=1}^{\infty}\left|x_{i}(t)\right|\left|c_{i}\right| \\
& \leq 4 M+\|x(t)\|_{2} \lambda\left(6 u^{1 / 2}\right)+\|x(t)\|_{\infty} \lambda(9 u)+12 \tau u^{1 / 2} \lambda^{\prime}(1)\|x(t)\|_{2} \\
& +18 \tau u \lambda^{\prime}(1)\|x(t)\|_{\infty}+68 \tau^{2} u^{1 / 2} M+102 \tau^{2} u M \\
& +12(\tau+1) u^{1 / 2} \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right)\|x(t)\|_{2}+18 \tau u \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right)\|x(t)\|_{\infty} \\
& =M\left(4+68 \tau^{2} u^{1 / 2}+102 \tau^{2} u\right) \\
& +\|x(t)\|_{2}\left(\lambda\left(6 u^{1 / 2}\right)+12 \tau u^{1 / 2} \lambda^{\prime}(1)+12(\tau+1) u^{1 / 2} \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right)\right) \\
& +\|x(t)\|_{\infty}\left(\lambda(9 u)+18 \tau u \lambda^{\prime}(1)+18 \tau u \lambda^{\prime}\left(6 u^{1 / 2}+9 u\right)\right),
\end{aligned}
$$

where we have used that for each $0 \leq t \leq 1$ and $x \geq 0, \lambda(t x) \leq t \lambda(x)$. This follows from the convexity of $\lambda$ in $[0, \infty)$. This implies the claim of the theorem.

The term of bigger order, as $u \rightarrow \infty$, inside the probability in (2.6) is $\lambda(9 u)$. So, the previous theorem gives that there exists a constant $c$ such that for $u$ large enough,

$$
\mathbb{P}\left\{\sup _{t \in T}|X(t)| \geq c \sup _{t \in T}\|x(t)\|_{\infty} \lambda(u)\right\} \leq 2 \mathrm{e}^{-u}
$$

## 3. The LDP for certain series processes

Our goal is to study the LDP of $\left\{\sum_{k=1}^{\infty} x_{k}(t) \xi_{k}: t \in T\right\}$, where $\left\{\xi_{k}\right\}_{k=1}^{\infty}$ is a sequence of i.i.d.r.v.'s with mean zero, $T$ is a parameter set and $x_{k}(t) \in \mathbb{R}$. We present results on the order of generality of the r.v.'s considered. First, we will study the $\operatorname{LDP}$ for $\left\{n^{-1} \xi\right\}$, where $\xi$ is a r.v. Then, we will study the $\operatorname{LDP}$ for $\left\{\sum_{k=1}^{\infty} x_{k} \xi_{k}\right\}$, where $\left\{x_{k}\right\}$ is a sequence of real numbers. Finally, we will consider the LDP for $\left\{\sum_{k=1}^{\infty} x_{k}(t) \xi_{k}: t \in T\right\}$.

In order to obtain the LDP for $\left\{n^{-1} \xi\right\}$, it is needed to impose that the tail of the r.v. $\xi$ is regularly varying. We refer to regular variation to Bingham, Goldie and Teugels [4]. We consider the following condition:
(A.1) $-\log (\mathbb{P}\{|\xi| \geq t\})$ is regularly varying at infinity with order $p>0$ and for some $0<c_{1}, c_{2} \leq \infty$,

$$
\lim _{u \rightarrow \infty} \frac{\log (\mathbb{P}\{\xi \leq-u\})}{\log (\mathbb{P}\{|\xi| \geq u\})}=c_{1}
$$

and

$$
\lim _{\lambda \rightarrow \infty} \frac{\log (\mathbb{P}\{\xi \geq u\})}{\log (\mathbb{P}\{|\xi| \geq u\})}=c_{2}
$$

Since for each $u>0, \mathbb{P}\{\xi \leq-u\} \leq \mathbb{P}\{|\xi| \geq u\}$ and $\mathbb{P}\{\xi \geq u\} \leq \mathbb{P}\{|\xi| \geq u\}, c_{1} \geq 1$ and $c_{2} \geq 1$. It is easy to see that $\min \left(c_{1}, c_{2}\right)=1$. Under Condition (A.1), $\left\{n^{-1} \xi\right\}$ satisfies the LDP with speed $\epsilon_{n}^{-1}:=-\log (\mathbb{P}\{|\xi| \geq n\})$ and rate function

$$
\psi(t)= \begin{cases}c_{1}|t|^{p} & \text { if } t<0  \tag{3.1}\\ 0 & \text { if } t=0 \\ c_{2}|t|^{p} & \text { if } t>0\end{cases}
$$

Under minimal conditions if $\left\{n^{-1} \xi\right\}$ satisfies the LDP, Condition (A.1) holds:
Theorem 3.1. Let $\xi$ be a r.v. and let $\left\{\epsilon_{n}\right\}_{n=1}^{\infty}$ be a sequence of positive numbers converging to zero. Suppose that:
(i) $\left\{n^{-1} \xi\right\}$ satisfies the LDP with speed $\epsilon_{n}^{-1}$ and a good rate function $\psi$.
(ii) $\psi$ is continuous in $\mathbb{R}-\{0\}$.
(iii) There exists $0<t_{0}<\infty$ such that $0<K\left(t_{0}\right)<\infty$, where $K(t)=\inf \{\psi(s):|s| \geq t\}$, for $t>0$.

Then, Condition (A.1) holds and $\psi$ is as in (3.1) for some $p>0$ and some $0<c_{1}, c_{2} \leq \infty$.
Proof. Let $J(t)=\inf \{\psi(s): s \geq t\}$, if $t>0$ and $J(t)=\inf \{\psi(s): s \leq t\}$, if $t<0$. Then, for each $t>0$, $K(t)=\min (J(t), J(-t))$. By Conditions (i) and (ii), $j$ and $K$ are continuous functions on $\mathbb{R}-\{0\}$. Hence, for each $t>0$,

$$
\lim _{n \rightarrow \infty} \epsilon_{n} \log (\mathbb{P}\{\xi \geq t n\})=-J(t)
$$

and for each $t<0$,

$$
\lim _{n \rightarrow \infty} \epsilon_{n} \log (\mathbb{P}\{\xi \leq t n\})=-J(t)
$$

Besides for each $t>0$,

$$
\lim _{n \rightarrow \infty} \epsilon_{n} \log (\mathbb{P}\{|\xi| \geq t n\})=-K(t)
$$

By the Karamata theorem (see for example Th. 1.10.2 in Bingham, Goldie and Teugels $[4]),-\log (\mathbb{P}\{|\xi| \geq t\})$ is regularly varying at infinity with order $p \geq 0$ and there is a $0<c<\infty$ such that for each $t>0, K(t)=c t^{p}$. Since $\psi$ is a good rate, $\lim _{|t| \rightarrow \infty} \psi(t)=\infty$ and $p>0$.

We claim that

$$
J(t)= \begin{cases}c_{1}|t|^{p} & \text { if } t<0  \tag{3.2}\\ c_{2}|t|^{p} & \text { if } t>0\end{cases}
$$

where $c_{1}=\frac{c J\left(-t_{0}\right)}{K\left(t_{0}\right)}$ and $c_{2}=\frac{c J\left(t_{0}\right)}{K\left(t_{0}\right)}$. We have that

$$
\lim _{n \rightarrow \infty} \frac{\log \left(\mathbb{P}\left\{\xi \geq t_{0} n\right\}\right)}{\log \left(\mathbb{P}\left\{|\xi| \geq t_{0} n\right\}\right)}=\frac{J\left(t_{0}\right)}{K\left(t_{0}\right)}
$$

This limit and the regular variation of $-\log (\mathbb{P}\{|\xi| \geq t\})$, implies that

$$
\lim _{u \rightarrow \infty} \frac{\log (\mathbb{P}\{\xi \geq u\})}{\log (\mathbb{P}\{|\xi| \geq u\})}=\frac{J\left(t_{0}\right)}{K\left(t_{0}\right)}
$$

So, for each $t>0$,

$$
\begin{equation*}
\epsilon_{n} \log (\mathbb{P}\{\xi \geq t n\})=\epsilon_{n} \log (\mathbb{P}\{|\xi| \geq t n\}) \frac{\log (\mathbb{P}\{\xi \geq t n\})}{\log (\mathbb{P}\{|\xi| \geq t n\})} \rightarrow-c_{2}|t|^{p} \tag{3.3}
\end{equation*}
$$

Similarly, for each $t<0$,

$$
\begin{equation*}
\epsilon_{n} \log (\mathbb{P}\{\xi \leq t n\}) \rightarrow-c_{1}|t|^{p} \tag{3.4}
\end{equation*}
$$

So, $J$ is as in (3.2). The limits (3.3) and (3.4) imply that $\psi$ is as in (3.1).

Next, we consider the LDP for the series $\sum_{k=1}^{\infty} x_{k} \xi_{k}$, where $\left\{\xi_{k}\right\}$ is a sequence of i.i.d.r.v.'s with mean zero and finite second moment and $\left\{x_{k}\right\}$ is a sequence of real numbers. To determine the rate function of the LDP of $\left\{n^{-1} \sum_{k=1}^{\infty} x_{k} \xi_{k}\right\}$, we will use the following lemma:

Lemma 3.1. Let $\psi$ be as in (3.1), where $p>0,0<c_{1}, c_{2} \leq \infty$ and $\min \left(c_{1}, c_{2}\right)<\infty$. Let $\left\{x_{k}\right\}_{k=1}^{\infty}$ be a sequence of real numbers such that $\sum_{k=1}^{\infty} x_{k}^{2}<\infty$. If $p \geq 2$, assume also that $\sum_{k=1}^{\infty}\left|x_{k}\right|^{q}<\infty$, where $\frac{1}{p}+\frac{1}{q}=1$. Let

$$
\begin{equation*}
I(z)=\inf \left\{\sum_{j=1}^{\infty} \psi\left(u_{j}\right): \sum_{j=1}^{\infty} u_{j} x_{j}=z\right\} \tag{3.5}
\end{equation*}
$$

If $p>1$, then

$$
I(z)= \begin{cases}|z|^{p}\left(c_{1}^{-q / p} \sum_{i \in A_{2}}\left|x_{i}\right|^{q}+c_{2}^{-q / p} \sum_{i \in A_{1}}\left|x_{i}\right|^{q}\right)^{-p / q} & \text { if } z<0  \tag{3.6}\\ |z|^{p}\left(c_{1}^{-q / p} \sum_{i \in A_{1}}\left|x_{i}\right|^{q}+c_{2}^{-q / p} \sum_{i \in A_{2}}\left|x_{i}\right|^{q}\right)^{-p / q} & \text { if } z \geq 0\end{cases}
$$

where $A_{1}=\left\{i \geq 1: x_{i}<0\right\}$ and $A_{2}=\left\{i \geq 1: x_{i}>0\right\}$.
If $1 \geq p>0$, then

$$
I(z)= \begin{cases}|z|^{p}\left(\max \left(\sup _{i \in A_{2}} c_{1}^{-1}\left|x_{i}\right|^{p}, \sup _{i \in A_{1}} c_{2}^{-1}\left|x_{i}\right|^{p}\right)\right)^{-1} & \text { if } z<0  \tag{3.7}\\ |z|^{p}\left(\max \left(\sup _{i \in A_{1}} c_{1}^{-1}\left|x_{i}\right|^{p}, \sup _{i \in A_{2}} c_{2}^{-1}\left|x_{i}\right|^{p}\right)\right)^{-1} & \text { if } z \geq 0\end{cases}
$$

Proof. Assume that $p>1, c_{1}, c_{2}<\infty$ and $\sum_{j=1}^{\infty} u_{j} x_{j}=z>0$. By he Hölder inequality,

$$
\begin{aligned}
z= & \sum_{i \in A_{1}} x_{i} u_{i}+\sum_{i \in A_{2}} x_{i} u_{i} \\
\leq & \left(\sum_{i \in A_{1}}\left|x_{i}\right|^{q}\right)^{1 / q}\left(\sum_{i \in A_{1}}\left|u_{i}\right|^{p}\right)^{1 / p}+\left(\sum_{i \in A_{2}}\left|x_{i}\right|^{q}\right)^{1 / q}\left(\sum_{i \in A_{2}}\left|u_{i}\right|^{p}\right)^{1 / p} \\
= & \left(c_{1}^{-q / p} \sum_{i \in A_{1}}\left|x_{i}\right|^{q}\right)^{1 / q}\left(c_{1} \sum_{i \in A_{1}}\left|u_{i}\right|^{p}\right)^{1 / p} \\
& +\left(c_{2}^{-q / p} \sum_{i \in A_{2}}\left|x_{i}\right|^{q}\right)^{1 / q}\left(c_{2} \sum_{i \in A_{2}}\left|u_{i}\right|^{p}\right)^{1 / p} \\
\leq & \left(c_{1}^{-q / p} \sum_{i \in A_{1}}\left|x_{i}\right|^{q}+c_{2}^{-q / p} \sum_{i \in A_{2}}\left|x_{i}\right|^{q}\right)^{1 / q} \\
& \times\left(c_{1} \sum_{i \in A_{1}}\left|u_{i}\right|^{p}+c_{2} \sum_{i \in A_{2}}\left|u_{i}\right|^{p}\right)^{1 / p} \\
= & \left(c_{1}^{-q / p} \sum_{i \in A_{1}}\left|x_{i}\right|^{q}+c_{2}^{-q / p} \sum_{i \in A_{2}}\left|x_{i}\right|^{q}\right)^{1 / q}\left(\sum_{i=1}^{\infty} \psi\left(u_{i}\right)\right)^{1 / p} .
\end{aligned}
$$

Hence,

$$
\sum_{i=1}^{\infty} \psi\left(u_{i}\right) \geq|z|^{p}\left(c_{1}^{-q / p} \sum_{i \in A_{1}}\left|x_{i}\right|^{q}+c_{2}^{-q / p} \sum_{i \in A_{2}}\left|x_{i}\right|^{q}\right)^{-p / q}
$$

Take

$$
u_{i}=-z\left(c_{1}^{-q / p} \sum_{i \in A_{1}}\left|x_{i}\right|^{q}+c_{2}^{-q / p} \sum_{i \in A_{2}}\left|x_{i}\right|^{q}\right)^{-1} c_{1}^{-q / p}\left|x_{i}\right|^{q / p}
$$

if $i \in A_{1}$, and

$$
u_{i}=z\left(c_{1}^{-q / p} \sum_{i \in A_{1}}\left|x_{i}\right|^{q}+c_{2}^{-q / p} \sum_{i \in A_{2}}\left|x_{i}\right|^{q}\right)^{-1} c_{2}^{-q / p}\left|x_{i}\right|^{q / p}
$$

if $i \in A_{2}$. Then, $\sum_{i=1}^{\infty} x_{i} u_{i}=z$ and

$$
\sum_{i=1}^{\infty} \psi\left(u_{i}\right)=|z|^{p}\left(c_{1}^{-q / p} \sum_{i \in A_{1}}\left|x_{i}\right|^{q}+c_{2}^{-q / p} \sum_{i \in A_{2}}\left|x_{i}\right|^{q}\right)^{-p / q}
$$

So,

$$
I(z)=|z|^{p}\left(c_{1}^{-q / p} \sum_{i \in A_{1}}\left|x_{i}\right|^{q}+c_{2}^{-q / p} \sum_{i \in A_{2}}\left|x_{i}\right|^{q}\right)^{-p / q}
$$

The cases when either $z<0$ or $c_{1}=\infty$ or $c_{2}=\infty$ are similar. The case $1 \geq p>0$ follows similarly.
Next, we consider the LDP for series over a sequence of i.i.d.r.v.'s satisfying Condition (A.1).

Theorem 3.2. Let $\left\{\xi_{k}\right\}$ be a sequence of i.i.d.r.v.'s with mean zero satisfying Condition (A.1) for some $p \geq 1$. Let $\left\{x_{k}\right\}_{k=1}^{\infty}$ be a sequence of real numbers such that $\sum_{k=1}^{\infty} x_{k}^{2}<\infty$. Let $X:=\sum_{k=1}^{\infty} x_{k} \xi_{k}$. Let $\epsilon_{n}:=(-\log (\mathbb{P}\{|\xi| \geq n\}))^{-1}$. Suppose that:
(i) For each $u>0$,

$$
\lim _{k \rightarrow \infty} \limsup _{n \rightarrow \infty} \epsilon_{n} \sum_{j=k+1}^{\infty} \Psi_{2}\left(u \epsilon_{n}^{-1} n^{-1} x_{j}\right)=0
$$

where $\Phi(x)=-\log \left(\{\mathbb{P}\{|\xi| \geq|x|\}), x \in \mathbb{R}, \Psi(x)=\sup _{y \in \mathbb{R}}(x y-\Phi(y)), x \in \mathbb{R}\right.$, and $\Psi_{2}(t)=t^{2}$ for $|t| \leq 1$, and $\Psi_{2}(t)=\max (1, \Psi(t))$ for $|t|>1$.
(ii) If $p>2$, assume also that $\sum_{j=1}^{\infty}\left|x_{j}\right|^{q}<\infty$, where $\frac{1}{p}+\frac{1}{q}=1$.

Then, $\left\{n^{-1} X\right\}$ satisfies the LDP with speed $\epsilon_{n}^{-1}$ and rate function

$$
I(z)=\inf \left\{\sum_{j=1}^{\infty} \psi\left(u_{j}\right): \sum_{j=1}^{\infty} u_{j} x_{j}=z\right\}
$$

where $\psi$ is as in (3.1).
Proof. Let $X_{n, k}=n^{-1} \sum_{j=1}^{k} x_{j} \xi_{j}$ and let $X_{n}=n^{-1} \sum_{j=1}^{\infty} x_{j} \xi_{j}$. By Theorem 3.2 in Baxter and Jain [3], it suffices to prove that:
(C.1) For each $k \geq 1, X_{n, k}$, as $n \rightarrow \infty$, satisfies the LPD with speed $\epsilon_{n}^{-1}$ and rate function

$$
I_{k}(z)=\inf \left\{\sum_{j=1}^{k} \psi\left(u_{j}\right): \sum_{j=1}^{k} x_{j} u_{j}=z\right\}
$$

(C.2) For each $\tau>0$,

$$
\lim _{k \rightarrow \infty} \limsup _{n \rightarrow \infty} \epsilon_{n} \log \left(\mathbb{P}\left\{\left|\sum_{j=k+1}^{\infty} x_{j} \xi_{j}\right| \geq \tau n\right\}\right)=-\infty
$$

(C.3) For each $x \in \mathbb{R}$,

$$
I(x)=\lim _{\delta \rightarrow 0} \liminf _{k \rightarrow \infty} \inf \left\{I_{k}(y):|y-x| \leq \delta\right\} .
$$

By Lemma 2.8 in Lynch and Sethuraman [14] and Theorem 3.1, for each $k \geq 1,\left(n^{-1} \xi_{1}, \ldots, n^{-1} \xi_{k}\right)$ satisfies the LDP with speed $\epsilon_{n}^{-1}$ and rate function $\sum_{i=1}^{k} \psi\left(u_{i}\right)$. Hence, by the contraction principle for each $k \geq 1$, $\left\{n^{-1} \sum_{j=1}^{k} x_{j} \xi_{j}\right\}$ satisfies the LDP with speed $\epsilon_{n}^{-1}$ and rate function $I_{k}$. Hence (C.1) holds.

To check (C.2), we estimate the moment generating function of $\xi$. We claim that there exists a finite constant $c$ such that for each $\lambda \in \mathbb{R}$,

$$
\begin{equation*}
\left|\log \left(E\left[\exp \left(\lambda \xi_{1}\right)\right]\right)\right| \leq c \Psi_{2}(2 \lambda) \tag{3.8}
\end{equation*}
$$

Take $\lambda_{0}>0$ such that $\Psi\left(\lambda_{0}\right)>0$. Since $\xi_{1}$ has mean zero,

$$
E\left[\exp \left(\lambda \xi_{1}\right)-1\right]=O\left(\lambda^{2}\right), \text { as } \lambda \rightarrow 0
$$

This implies that there exists a constant $c$ such that (3.8) holds for each $|\lambda| \leq \lambda_{0}$.
Let $G$ be the df of $|\xi|$. Given $0<p<1$, let $G^{-1}(p)=\sup \{x \geq 0: G(x-) \leq p\}$. We have that for each $x \geq 0$ and each $0<p<1, G(x-) \leq p$ if an only if $x \leq G^{-1}(p)$. We also have that for each $0<p<1$, $G\left(G^{-1}(p)-\right) \leq p \leq G\left(G^{-1}(p)\right)$. We claim that each $0<a<1$,

$$
\begin{equation*}
E\left[\exp \left(a \Phi\left(\xi_{1}\right)\right)\right] \leq(1-a)^{-1} \tag{3.9}
\end{equation*}
$$

We have that $\exp (-\Phi(x))=1-G(x-)$. So,

$$
\begin{aligned}
E\left[\exp \left(a \Phi\left(\xi_{1}\right)\right)\right] & =E\left[\left(1-G\left(\left|\xi_{1}\right|-\right)\right)^{-a}\right]=E\left[\int_{1-G\left(\left|\xi_{1}\right|-\right)}^{\infty} a t^{-a-1} \mathrm{~d} t\right] \\
& =E\left[\int_{0}^{\infty} I\left(1-G\left(\left|\xi_{1}\right|-\right)<t\right) a t^{-a-1} \mathrm{~d} t=\int_{0}^{\infty} P\left(1-t<G\left(\left|\xi_{1}\right|-\right)\right) a t^{-a-1} \mathrm{~d} t\right.
\end{aligned}
$$

If $t>1, P\left(1-t<G\left(\left|\xi_{1}\right|-\right)\right)=1$. If $0<t<1$,

$$
\mathbb{P}\left\{1-t<G\left(\left|\xi_{1}\right|-\right)\right\}=\mathbb{P}\left\{G^{-1}(1-t)<\left|\xi_{1}\right|\right\}=1-G\left(G^{-1}(1-t)\right) \leq 1-(1-t)=t
$$

So,

$$
E\left[\exp \left(a \Phi\left(\xi_{1}\right)\right)\right] \leq \int_{0}^{1} a t^{-a} \mathrm{~d} t+\int_{1}^{\infty} a t^{-a-1} \mathrm{~d} t=(1-a)^{-1}
$$

and (3.9) follows. (3.9) implies that

$$
E\left[\exp \left(\left|\lambda \xi_{1}\right|\right)\right] \leq E\left[\exp \left(2^{-1} \Phi\left(\xi_{1}\right)+2^{-1} \Psi(2 \lambda)\right)\right] \leq 2 \exp \left(2^{-1} \Psi(2 \lambda)\right)
$$

Hence, there exists a positive constant $c$ such that for each $|\lambda| \geq\left|\lambda_{0}\right|$,

$$
\log \left(E\left[\exp \left(\lambda \xi_{1}\right)\right]\right) \leq \log (2)+2^{-1} \Psi(2 \lambda) \leq c \Psi_{2}(2 \lambda)
$$

Therefore, (3.8) holds.
Given $\tau, u>0$,

$$
\begin{aligned}
\mathbb{P}\left\{\sum_{j=k+1}^{\infty} x_{j} \xi_{j} \geq \tau n\right\} & \leq \mathrm{e}^{-u \epsilon_{n}^{-1}} E\left[\exp \left(u \tau^{-1} n^{-1} \epsilon_{n}^{-1} \sum_{j=k+1}^{\infty} x_{j} \xi_{j}\right)\right] \\
& =\mathrm{e}^{-u \epsilon_{n}^{-1}} \prod_{j=k+1}^{\infty} E\left[\exp \left(u \tau^{-1} n^{-1} \epsilon_{n}^{-1} x_{j} \xi_{j}\right)\right] \\
& \leq \exp \left(-u \epsilon_{n}^{-1}+c \sum_{j=k+1}^{\infty} \Psi_{2}\left(2 u \tau^{-1} n^{-1} \epsilon_{n}^{-1} x_{j}\right)\right) .
\end{aligned}
$$

Using a similar inequality for the lower bound, we get that

$$
\epsilon_{n} \log \left(\mathbb{P}\left\{\left|\sum_{j=k+1}^{\infty} x_{j} \xi_{j}\right| \geq \tau n\right\}\right) \leq \epsilon_{n} \log 2-u+\epsilon_{n} c \sum_{j=k+1}^{\infty} \Psi_{2}\left(2 u \tau^{-1} n^{-1} \epsilon_{n}^{-1} x_{j}\right) \rightarrow-u
$$

as $n \rightarrow \infty$. Hence, (C.2) holds.
(C.3) follows from Lemma 3.1.

The following condition is stronger than Condition (A.1):
(A.2) For some $p>0$ and some $0<b_{1}, b_{2} \leq \infty$ with $\min \left(b_{1}, b_{2}\right)<\infty$,

$$
\lim _{u \rightarrow \infty} u^{-p} \log (\mathbb{P}\{\xi \leq-u\})=-b_{1}
$$

and

$$
\lim _{u \rightarrow \infty} u^{-p} \log (\mathbb{P}\{\xi \geq u\})=-b_{2}
$$

Under Condition (A.2), $\lim _{u \rightarrow \infty} u^{-p} \log (\mathbb{P}\{|\xi| \geq u\})=-b$, where $b=\min \left(b_{1}, b_{2}\right)$. Under Condition (A.2), if $\Phi(x)=-\log (\mathbb{P}\{|\xi| \geq|x|\}), \Psi(x)=\sup _{y \in \mathbb{R}}(x y-\Phi(y))$ and $p>1$, then

$$
\lim _{x \rightarrow \infty} x^{-q} \Psi(x) \rightarrow(b p)^{-q / p} q^{-1}
$$

So, there are $0<c_{1}, c_{2}<\infty$ such that for $|x|$ large enough,

$$
\begin{equation*}
c_{1}|x|^{q} \leq \Psi(x) \leq c_{2}|x|^{q} . \tag{3.10}
\end{equation*}
$$

Theorem 3.3. Let $\left\{\xi_{k}\right\}_{k=1}^{\infty}$ be a sequence of i.i.d.r.v.'s with mean zero satisfiying Condition (A.2) for some $p \geq 1$. Let $\left\{x_{k}\right\}_{k=1}^{\infty}$ be a sequence of real numbers such that $\sum_{k=1}^{\infty} x_{k}^{2}<\infty$. Let $X:=\sum_{k=1}^{\infty} x_{k} \xi_{k}$. Then,
(i) If $2 \geq p \geq 1$, then $\left\{n^{-1} X\right\}$ satisfies the LDP with speed $n^{p}$.
(ii) If $p>2$, then $\left\{n^{-1} X\right\}$ satisfies the LDP with speed $n^{p}$ and a good rate function if and only if $\sum_{j=1}^{\infty}\left|x_{j}\right|^{q}<\infty$, where $\frac{1}{p}+\frac{1}{q}=1$.
Moreover, the rate function is given by (3.1) with $c_{1}=b_{1}$ and $c_{2}=b_{2}$.
Proof. First let us prove (i). Assume that $2 \geq p>1$. We apply Theorem 3.2. There exists a finite constant $c$ such that for each $x \in \mathbb{R}, \Psi_{2}(x) \leq c\left(x^{2}+|x|^{q}\right)$. So, Hypothesis (i) in Theorem 3.2 holds. Let $u>0$. If $p=1$, for $k$ large $\left|u x_{j}\right| \leq 1$. So, for $k$ large enough,

$$
n^{-1} \sum_{j=k+1}^{\infty} \Psi_{2}\left(u x_{j}\right)=n^{-1} \sum_{j=k+1}^{\infty} u^{2} x_{j}^{2}
$$

and Hypothesis (i) in Theorem 3.2 holds.
Next, we prove (ii). Assume that $p>2$. There exists a finite constant $c$ such that for each $x \in \mathbb{R}$, $\Psi_{2}(x) \leq c|x|^{q}$. Hence, using Theorem 3.2, $\sum_{j=1}^{\infty}\left|x_{j}\right|^{q}<\infty$ implies that $\left\{n^{-1} X\right\}_{n=1}^{\infty}$ satisfies the LDP with speed $n^{p}$. Reciprocally, if $\left\{n^{-1} X\right\}_{n=1}^{\infty}$ satisfies the LDP with speed $n^{p}$ and a good rate function, then given $\tau>0$, there exists a $M>0$ such that for $n$ large enough,

$$
\mathbb{P}\left\{n^{-1}\left|\sum_{i=1}^{\infty} x_{i} \xi_{i}\right| \geq M\right\} \leq \mathrm{e}^{-\tau n^{p}}
$$

Let $\left\{\xi_{i}^{\prime}\right\}$ be an independent copy of $\left\{\xi_{i}\right\}$. By symmetrization and the Lévy inequality, for each $N<\infty$,

$$
\begin{aligned}
\mathbb{P}\left\{n^{-1}\left|\sum_{i=1}^{N} x_{i}\left(\xi_{i}-\xi_{i}^{\prime}\right)\right| \geq 2 M\right\} & \leq 2 \mathbb{P}\left\{n^{-1}\left|\sum_{i=1}^{\infty} x_{i}\left(\xi_{i}-\xi_{i}^{\prime}\right)\right| \geq 2 M\right\} \\
& \leq 4 \mathbb{P}\left\{n^{-1}\left|\sum_{i=1}^{\infty} x_{i} \xi_{i}\right| \geq M\right\} \leq 4 \mathrm{e}^{-\tau n^{p}}
\end{aligned}
$$

So,

$$
\limsup _{n \rightarrow \infty} n^{-p} \log \left(\mathbb{P}\left\{n^{-1}\left|\sum_{i=1}^{N} x_{i}\left(\xi_{i}-\xi_{i}^{\prime}\right)\right| \geq 2 M\right\}\right) \leq-\tau
$$

for each $N<\infty$. By Theorem 3.2, $n^{-1} \sum_{i=1}^{N} x_{i}\left(\xi_{i}-\xi_{i}^{\prime}\right)$ satisfies the LDP with speed $n^{p}$ and rate function

$$
I(z)=\inf \left\{\sum_{i=1}^{N}\left(\psi\left(u_{i}\right)+\psi\left(v_{i}\right)\right): \sum_{i=1}^{N} x_{i}\left(u_{i}-v_{i}\right)=z\right\},
$$

where $\psi$ is as in (3.1) with $c_{i}=b_{i}$, for $i=1,2$. By Lemma 3.1 this rate function is

$$
I(z)=|z|^{p}\left(b_{1}^{-q / p}+b_{2}^{-q / p}\right)^{-p / q}\left(\sum_{i=1}^{N}\left|x_{i}\right|^{q}\right)^{-p / q}
$$

So,

$$
(2 M)^{p}\left(b_{1}^{-q / p}+b_{2}^{-q / p}\right)^{-p / q}\left(\sum_{i=1}^{N}\left|x_{i}\right|^{q}\right)^{-p / q} \geq \tau
$$

Since this happens for each $N \geq 1, \sum_{i=1}^{\infty}\left|x_{i}\right|^{q}<\infty$.

One should expect that if $p>2$ and $\sum_{i=1}^{\infty}\left|x_{i}\right|^{p /(p-1)}=\infty$, then $\left\{n^{-1} X\right\}$ still satisfies a LDP, but with smaller speed. Next theorem presents a situation where this happens:

Theorem 3.4. Let $\left\{\xi_{k}\right\}_{k=1}^{\infty}$ be a sequence of symmetric i.i.d.r.v.'s such that $\mathbb{P}\left\{\left|\xi_{1}\right| \geq t\right\}=\exp \left(-c t^{p}\right)$, for each $t>0$, where $p>2$ and $c>0$. Let $2^{-1}<b<(p-1) / p$. Then,

$$
\lim _{t \rightarrow \infty} t^{-1 /(1-b)} \log \left(\mathbb{P}\left\{\left|\sum_{j=1}^{\infty} j^{-b} \xi_{j}\right| \geq t\right\}\right)=-(1-b) b^{b /(b-1)} a^{-b /(b-1)}
$$

where $a:=\int_{0}^{\infty} \ln E\left[\exp \left(x^{-b} \xi\right)\right] \mathrm{d} x$.
Proof. Let $X:=\sum_{j=1}^{\infty} j^{-b} \xi_{j}$. Let $\psi(\lambda)=\log E\left[\mathrm{e}^{\lambda \xi}\right]$. By $(3.8), \psi(\lambda)=O\left(\min \left(\lambda^{2},|\lambda|^{q}\right)\right)$. This estimation and the restriction $2^{-1}<b<(p-1) / p$ imply that for each $\lambda>0$,

$$
\int_{0}^{\infty} \psi\left(x^{-b} \lambda\right) \mathrm{d} x<\infty
$$

So, $0<a<\infty$.
It suffices to show that $\left\{n^{-1} \sum_{j=1}^{\infty} j^{-b} \xi_{j}\right\}$ satisfies the LPD with speed $n^{1 /(1-b)}$ and rate function $I(t)=$ $|t|^{1 /(1-b)}(1-b) b^{b /(b-1)} a^{-b /(b-1)}$. By the Gärtner-Ellis theorem (see for example Th. 2.3.2 in Dembo and Zeitouni [6]), it suffices to prove that for each $\lambda \in \mathbb{R}$,

$$
n^{-1 /(1-b)} \ln E\left[\exp \left(\lambda n^{1 /(1-b)} n^{-1} X\right)\right] \rightarrow|\lambda|^{1 / b} a
$$

and that

$$
I(t)=\sup _{\lambda \in R}\left(\lambda t-|\lambda|^{1 / b} a\right)=(1-b) b^{b /(b-1)} a^{-b /(b-1)}|t|^{1 /(b-1)}
$$

We have that

$$
\begin{aligned}
n^{-1 /(1-b)} \ln E\left[\exp \left(\lambda n^{1 /(1-b)} n^{-1} X\right)\right] & =n^{-1 /(1-b)} \ln E\left[\exp \left(\lambda n^{b /(1-b)} \sum_{j=1}^{\infty} j^{-b} \xi_{j}\right)\right] \\
& =n^{-1 /(1-b)} \sum_{j=1}^{\infty} \psi\left(n^{b /(1-b)} j^{-b} \lambda\right) \\
& =\sum_{j=1}^{\infty} \int_{(j-1) n^{-1 /(1-b)}}^{j n^{-1 /(1-b)}} \psi\left(\left(j n^{-1 /(1-b)}\right)^{-b} \lambda\right) \mathrm{d} x \\
& \rightarrow \int_{0}^{\infty} \psi\left(x^{-b} \lambda\right) \mathrm{d} x=|\lambda|^{1 / b} a
\end{aligned}
$$

by the monotone convergence theorem (using that $\psi$ is even and increasing in $(0, \infty)$ ). Hence, the claim follows.

In the previous theorem, $n^{1 /(1-b)} \ll n^{p}$ and the tail of $\left|\sum_{j=1}^{\infty} j^{-b} \xi_{j}\right|$ is asymptotically much bigger than the tail of $\xi_{1}$.

Finally, we consider stochastic processes whose underlying r.v.'s satisfy Condition (A.1). We present sufficient conditions for the LDP of certain stochastic processes.

Theorem 3.5. Let $\left\{\xi_{k}\right\}$ be a sequence of symmetric i.i.d.r.v.'s with satisfying Condition (A.1) for some $p \geq 1$ and Condition (B.1). Let $T$ be a parameter set. Let d be a pseudometric in T. Let $X(t):=\sum_{k=1}^{\infty} x_{k}(t) \xi_{k}$, where $\sum_{k=1}^{\infty} x_{k}^{2}(t)<\infty$. Suppose that:
(i) For each $u>0$ and each $t \in T$,

$$
\lim _{k \rightarrow \infty} \limsup _{n \rightarrow \infty} \epsilon_{n} \sum_{j=k+1}^{\infty} \Psi_{2}\left(u \epsilon_{n}^{-1} n^{-1} x_{j}(t)\right)=0
$$

where $\Psi_{2}$ is as in Theorem 3.2.
(ii) If $p>2$, assume also that for each $t \in T, \sum_{j=1}^{\infty}\left|x_{j}(t)\right|^{q}<\infty$, where $\frac{1}{p}+\frac{1}{q}=1$.
(iii) $\sup _{t \in T}|X(t)|<\infty$ a.s.
(iv) $(T, d)$ is totally bounded.
(v) $\left(T, d_{q}\right)$ is totally bounded, where $d_{q}(s, t)=\|x(s)-x(t)\|_{q}$.
(vi) For each $u>0$,

$$
\lim _{\eta \rightarrow 0} \limsup _{n \rightarrow \infty} n^{-1} L_{\Phi}\left(u \epsilon_{n}^{-1}, \eta\right)=0
$$

where

$$
L_{\Phi}(u, \eta)=: \sup \left\{\sum_{k=1}^{\infty}\left|x_{k}(s)-x_{k}(t)\right|\left(\left|a_{k}\right|+\left|b_{k}\right|\right): \sum_{k=1}^{\infty}\left(\Phi\left(a_{k}\right)\right)^{2} \leq 36 u, \sum_{k=1}^{\infty} \Phi\left(b_{k}\right) \leq 9 u, d(s, t) \leq \eta\right\}
$$

Then, $\left\{n^{-1} X(t): t \in T\right\}$ satisfies the LDP in $l_{\infty}(T)$ with speed $\epsilon_{n}^{-1}$ and rate function

$$
I(z)=\inf \left\{\sum_{i=1}^{\infty} \psi\left(\gamma_{i}\right): \sum_{i=1}^{\infty} x_{i}(t) \gamma_{i}=z(t) \text { for each } t \in T\right\}
$$

where $\psi$ is as in (3.1).

Proof. We apply Theorem 3.1 in Arcones [1]. Conditions (i) and (ii) imply the LDP for the finite dimensional distributions. We need to prove that for each $\tau>0$,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \epsilon_{n} \log \left(\mathbb{P}\left\{\sup _{d(s, t) \leq \eta}|X(s)-X(t)| \geq n \tau\right\}\right)=-\infty \tag{3.11}
\end{equation*}
$$

Theorem 2.2 and Conditions (iii) and (vi) imply (3.11).
To prove that the rate function is as claimed, we apply Theorem 4.2 in Arcones [2] with $S=\{1,2, \ldots\}, \psi$ as in (3.1) and $\mu$ equal to the counting measure. To apply this theorem, we need that for each integer $k \geq 1$, ( $T, \rho_{k}$ ) is totally bounded where

$$
\rho_{k}(s, t):=\sup \left\{\left|\sum_{j=1}^{\infty}\left(x_{j}(s)-x_{j}(t)\right) \gamma_{j}\right|: \sum_{j=1}^{\infty} \psi\left(\gamma_{j}\right) \leq k\right\} .
$$

This follows from Condition (v).
When Condition (A.2) is satisfied, we get necessary and sufficient conditions for the LDP:
Corollary 3.1. Let $\left\{\xi_{k}\right\}$ be a sequence of symmetric i.i.d.r.v.'s with mean zero satisfying Condition (B.1), $\tau:=\inf _{x>0} x^{-1} \Phi(x)>0$, and that

$$
\lim _{u \rightarrow \infty} u^{-p} \log (\mathbb{P}\{|\xi| \geq u\})=-b
$$

for some $p \geq 1$ and some $b>0$. Let $T$ be a parameter set. Let $X(t):=\sum_{k=1}^{\infty} x_{k}(t) \xi_{k}$, where $\sum_{i=1}^{\infty}\left|x_{i}(t)\right|^{2}<\infty$. Then, the following sets of conditions are equivalent:
(a.1) For each $t \in T,\left(x_{i}(t)\right)_{i=1}^{\infty} \in l_{q}$.
(a.2) $\left(T, d_{q}\right)$ is totally bounded, where $d_{q}(s, t)=\|x(s)-x(t)\|_{q}$.
(a.3) $\sup _{t \in T}|X(t)|<\infty$ a.s.
(b) $\left\{n^{-1} X(t): t \in T\right\}$ satisfies the LDP in $l_{\infty}(T)$ with speed $n^{p}$ and a good rate.

Moreover, the rate function is

$$
I(z)=\inf \left\{\sum_{i=1}^{\infty} \psi\left(\gamma_{i}\right): \sum_{i=1}^{\infty} x_{i}(t) \gamma_{i}=z(t) \text { for each } t \in T\right\}
$$

where $\psi$ is as in (3.1) with $c_{1}=c_{2}=b$.
Proof. Assume (a). We apply Theorem 3.5 with $d(s, t)=\|\left(x(s)-x(t) \|_{q}\right.$. Hypothesis (i) in Theorem 3.5 follows from an argument in Theorem 3.3. It is easy to see that Conditions (ii)-(v) in Theorem 3.5 hold. As to Hypothesis (vi) in Theorem 3.5. By (2.3) and (2.4), if $p \geq 2$,

$$
n^{-1} L_{\Phi}\left(u n^{p}, \eta\right) \leq \eta\left(36 \tau^{2} u\right)^{1 / p}+\eta(9 \tau u)^{1 / p}
$$

and if $1 \leq p<2$,

$$
n^{-1} L_{\Phi}\left(u n^{p}, \eta\right) \leq 12 \sup _{t \in T}\|x(t)\|_{2} \tau u^{1 / 2} n^{(p-2) / 2}+\eta(9 \tau u)^{1 / p}
$$

Therefore, Hypothesis (vi) in Theorem 3.5 holds.

Assume (b). Theorem 3.3 (ii) implies (a.1). By Theorem 3.1 in Arcones [1], for each positive integer $k$, ( $T, \rho_{k}$ ) is totally bounded, where

$$
\begin{aligned}
\rho_{k}(s, t) & =\sup \left\{\left|u_{2}-u_{1}\right|: I_{s, t}\left(u_{1}, u_{2}\right) \leq k\right\} \\
& =\sup \left\{\left|\sum_{j=1}^{\infty}\left(x_{j}(t)-x_{j}(s)\right) \gamma_{j}\right|: \sum_{j=1}^{\infty} \psi\left(\gamma_{j}\right) \leq k\right\} \\
& =\sup \left\{\left|\sum_{j=1}^{\infty}\left(x_{j}(t)-x_{j}(s)\right) \gamma_{j}\right|: \sum_{j=1}^{\infty} b\left|\gamma_{j}\right|^{p} \leq k\right\}=\|x(t)-x(s)\|_{q} p^{-1 / p} k^{1 / p},
\end{aligned}
$$

and $I_{s, t}$ is the rate of the LDP of $\left(n^{-1} X(s), n^{-1} X(t)\right)$. This implies (a.2).
Since $\left\{z \in l_{\infty}(T): I(z) \leq 1\right\}$ is a compact set, there exists $0<c<\infty$ such that

$$
\left\{z \in l_{\infty}(T): I(z) \leq 1\right\} \subset\left\{z \in l_{\infty}(T):|z|_{\infty} \leq c\right\}
$$

So,

$$
\limsup _{n \rightarrow \infty} n^{-p} \log \left(\mathbb{P}\left\{n^{-1} \sup _{t \in T}\left|\sum_{i=1}^{\infty} x_{i}(t) \xi_{i}\right| \geq c\right\}\right) \leq-1
$$

Hence, for $n$ large enough

$$
\mathbb{P}\left\{n^{-1} \sup _{t \in T}\left|\sum_{i=1}^{\infty} x_{i}(t) \xi_{i}\right| \geq c\right\} \leq \exp \left(-2^{-1} n^{p}\right)
$$

Hence, (a.3) follows.
Next, we consider the LDP when Condition (A.2) holds for some $0<p \leq 1$.
Theorem 3.6. Let $\left\{\xi_{k}\right\}$ be a sequence of symmetric i.i.d.r.v.'s with mean zero satisfying Condition (B.2) and that

$$
\lim _{u \rightarrow \infty} u^{-p} \log (\mathbb{P}\{|\xi| \geq u\})=-b
$$

for some $1 \geq p>0$ and some $b>0$. Let $X=\sum_{k=1}^{\infty} x_{k} \xi_{k}$. Then, $\left\{n^{-1} X\right\}$ satisfies the LDP with speed $n^{p}$ and rate function

$$
I(z)=\inf \left\{\sum_{j=1}^{\infty} \psi\left(u_{j}\right): \sum_{j=1}^{\infty} u_{j} x_{j}=z\right\}
$$

where $\psi$ is as in (3.1) with $c_{1}=c_{1}=b$.
Proof. We proceed as in the proof of Theorem 3.2, applying Theorem 3.1 in Baxter and Jain [3] with $X_{n, k}=$ $n^{-1} \sum_{j=1}^{k} x_{j} \xi_{j}$ and $X_{n}=n^{-1} \sum_{j=1}^{\infty} x_{j} \xi_{j}$.

By Lemma 2.8 in Lynch and Sethuraman [14], and the contraction principle, for each $k \geq 1,\left\{n^{-1} \sum_{j=1}^{k} x_{j} \xi_{j}\right\}$ satisfies the LDP with speed $\epsilon_{n}^{-1}$ and rate function

$$
I_{k}(z)=\inf \left\{\sum_{j=1}^{k} \psi\left(u_{j}\right): \sum_{j=1}^{k} x_{j} u_{j}=z\right\}
$$

We need to prove that for each $\tau>0$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \limsup _{n \rightarrow \infty} n^{-p} \log \left(\mathbb{P}\left\{\left|\sum_{j=k+1}^{\infty} x_{j} \xi_{j}\right| \geq \tau n\right\}\right)=-\infty \tag{3.12}
\end{equation*}
$$

Theorem 2.3 implies that for $n$ large enough,

$$
\mathbb{P}\left\{\left|\sum_{i=k+1}^{\infty}\left(x_{i}-x_{i}\right)\left(\xi_{i}-\xi_{i}^{\prime}\right)\right| \geq 2^{-1} n \tau\right\} \leq 4 \exp \left(-c n^{p}\left(\sup _{j \geq k+1}\left|x_{j}\right|\right)^{-p}\right)
$$

Hence, (3.12) holds.
Next, we consider the LDP for stochastic processes over a sequence of i.i.d.r.v.'s satisfying the conditions in the previous theorem.
Theorem 3.7. Let $\left\{\xi_{k}\right\}$ be a sequence of symmetric i.i.d.r.v.'s with mean zero satisfying Condition (B.2) and that

$$
\lim _{u \rightarrow \infty} u^{-p} \log (\mathbb{P}\{|\xi| \geq u\})=-b
$$

for some $1 \geq p>0$ and some $b>0$. Let $T$ be a parameter set. Let $X(t):=\sum_{k=1}^{\infty} x_{k}(t) \xi_{k}$, where $\sum_{i=1}^{\infty}\left|x_{i}(t)\right|^{2}<$ $\infty$ for each $t \in T$. Then, the following sets of conditions are equivalent:
(a.1) $(T, d)$ is totally bounded, where $d(s, t)=\sup _{i \geq 1}\left|x_{i}(s)-x_{i}(t)\right|$.
(a.2) $\sup _{t \in T}\left|\sum_{k=1}^{\infty} x_{k}(t) \xi_{k}\right|<\infty$ a.s.
(b) $\left\{n^{-1} X(t): t \in T\right\}$ satisfies the LDP in $l_{\infty}(T)$ with speed $n^{1 / p}$.

Moreover, the rate function is

$$
I(z)=\inf \left\{\sum_{j=1}^{\infty} \psi\left(\gamma_{j}\right): \sum_{j=1}^{\infty} x_{j}(t) \gamma_{j}=z(t) \text { for each } t \in T\right\}
$$

where $\psi$ is as in (3.1) with $c_{1}=c_{2}=b$.
Proof. Assume (a). We apply Theorem 3.1 in Arcones [1]. Theorem 3.5 implies the LDP for the finite dimensional distributions. Theorem 2.3 implies that for each $\tau>0$,

$$
\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} n^{-p} \log \left(\mathbb{P}\left\{\sup _{d(s, t) \leq \eta}\left|\sum_{i=1}^{\infty}\left(x_{i}(s)-x_{i}(t)\right) \xi_{i}\right| \geq n \tau\right\}\right)=-\infty
$$

Assume (b). By Theorem 3.1 in Arcones [1], $(T, \rho)$ is totally bounded, where

$$
\rho_{k}(s, t)=\sup \left\{\left|u_{2}-u_{1}\right|: I_{s, t}\left(u_{1}, u_{2}\right) \leq k\right\}
$$

and

$$
I_{s, t}\left(u_{1}, u_{2}\right)=\left\{\sum_{j=1}^{\infty} \phi\left(\gamma_{j}\right): \sum_{j=1}^{\infty} x_{j}(s) \gamma_{j}=u_{1}, \sum_{j=1}^{\infty} x_{j}(t) \gamma_{j}=u_{2}\right\}
$$

It is easy to see that $\rho_{k}(s, t) \geq c k^{-1 / p}|x(s)-x(t)|_{\infty}$, where $c$ is positive constant. This implies (a.1).
The LDP implies that there are positive constants $r, M$ such that for $n$ large enough,

$$
n^{-p} \log \left(\mathbb{P}\left\{\sup _{t \in T}|X(t)| \geq n r\right) \leq-M\right.
$$

This implies that for some $c>0$,

$$
E\left[\exp \left(c \sup _{t \in T}|X(t)|^{p}\right)\right]<\infty
$$

In particular (a.2) holds.
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