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#### Abstract

In this paper, we present numerical methods for the determination of solitons, that consist in spatially localized stationary states of nonlinear scalar equations or coupled systems arising in nonlinear optics. We first use the well-known shooting method in order to find excited states (characterized by the number $k$ of nodes) for the classical nonlinear Schrödinger equation. Asymptotics can then be derived in the limits of either large $k$ are large nonlinear exponents $\sigma$. In a second part, we compute solitons for a nonlinear system governing the propagation of two coupled waves in a quadratic media in any spatial dimension, starting from one-dimensional states obtained with a shooting method and considering the dimension as a continuation parameter. Finally, we investigate the case of three wave mixing, for which the shooting method is not relevant.
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## 1. Introduction

Solitons have always been considered as a object of fascination in optics, as spatial structures propagating in nonlinear media with shape invariance. Among all the possible models investigated for the description of wave propagation, a well-known equation relevant in nonlinear optics as well as plasma physics or quantum mechanics is the nonlinear Schrödinger equation (NLS)

$$
\begin{equation*}
i \frac{\partial \psi}{\partial t}+\Delta \psi+\alpha|\psi|^{2 \sigma} \psi=0, \psi=\psi(t, x) \tag{1.1}
\end{equation*}
$$

where $x \in \mathbb{R}^{d}$ is the transverse coordinate, $t \in \mathbb{R}^{+}$is the propagation distance normalized to the diffraction length, $\alpha \in \mathbb{R}, \sigma>0$ and $\Delta=\partial^{2} / \partial x_{1}^{2}+\ldots+\partial^{2} / \partial x_{d}^{2}$ (one can refer to [17] for the derivation of (1.1) in various physical contexts). Note that the specific case $\sigma=1$ leads to the cubic equation that corresponds to wave propagation in Kerr media: the nonlinear index is then proportional to the field intensity $|\psi|^{2}$. Seeking for solutions on the form $\psi(t, x)=u(x) \exp (i \omega t)$, where $\omega$ is real and $u$ is assumed to be localized in space (say, a solution that fastly decreases to zero as $r:=\|x\|$ goes to infinity; this kind of solution can be denoted by a bright soliton) equation (1.1) turns into the nonlinear elliptic problem

$$
\begin{equation*}
-\omega u+\Delta u+\alpha|u|^{2 \sigma} u=0, x \in \mathbb{R}^{d} \tag{1.2}
\end{equation*}
$$

[^0]In the one-dimensional case $d=1$, such an equation can be explicitly integrated for $\omega>0$ and $\alpha>0$ to find sech-profiles and only nonnegative localized states can be obtained. For higher space dimensions, the situation becomes completely different: for the same assumptions made on $\omega$ and $\alpha$, (1.2) admits many localized radial solutions for reasonable values of $\sigma$ (namely, $\sigma>0$ if $d \leq 2$ and $0<\sigma<\sigma^{*}=2 /(d-2)$ if $\left.d \geq 3\right)$ that can be parameterized by the number $k$ of nodes. These solutions $u_{k}$ are often referred as bound states or excited states, for the sake of correspondence with quantum mechanics formalism; see for example [13]. The localized solutions of (1.2) can be seen as critical points of the action $S(u)$ defined as

$$
S(u):=\frac{\omega}{2} \int_{\mathbb{R}^{d}}|u(x)|^{2} \mathrm{~d} x+\frac{1}{2} \int_{\mathbb{R}^{d}}\left(\|\nabla u(x)\|^{2}-\frac{\alpha}{\sigma+1}|u(x)|^{2(\sigma+1)}\right) \mathrm{d} x
$$

and a variational framework enables to show existence of such solutions [17]. A vast literature can be found concerning stationary states of these equations, with particular attention paid on the connection between the so-called ground state $u_{0}$ defined as the only strictly positive solution in $H^{1}\left(\mathbb{R}^{d}\right)$ of (1.2) [10] and blow-up occurrence of the solution of (1.1) in the focusing critical case $\sigma=2 / d$ : it is well-known (see [19]) that if $\psi_{0} \in H^{1}\left(\mathbb{R}^{d}\right)$ is such that $\left\|\psi_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}<\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}$, then the solution $\psi$ of $(1.1)$ such that $\psi(0)=\psi_{0}$ is global in time and $\|\psi(t)\|_{H^{1}\left(\mathbb{R}^{d}\right)}$ remains uniformly bounded in time.

Recently, more general models have been investigated for the concern of propagation in media where the susceptibility tensor is quadratic in terms of input fields. A typical example is given by the so-called type I polarization, governed by the system

$$
\left\{\begin{array}{c}
i \frac{\partial u}{\partial z}+\Delta u-u+\bar{u} v=0  \tag{1.3}\\
i \sigma \frac{\partial v}{\partial z}+\Delta v-\rho v+\frac{1}{2} u^{2}=0
\end{array}\right.
$$

up to several assumptions as well as various rescalings in longitudinal and transverse domains (see [3] for a review of quadratic models in nonlinear optics). This model describes the propagation of the fundamental wave $u$ of frequency $\omega$ and the first harmonic wave $v$ characterized by frequency $2 \omega$. Stationary bright solutions have been obtained in this context with different methods: the first one enabled to compute approximate values of ground states from a Gaussian ansatz, leading to the resolution of a nonlinear algebraic system (see for instance [2]). Shooting method or relaxation technique (starting from explicit solutions that are obtained for particular values of the parameters) have also permitted to exhibit excited states. In [7], stationary states have been topologically classified with use of a Newtonian description. Other studies have been made for spatio-temporal solitons leading to nonradial structures when taking into account time dispersion effects (see [12,18]).

This paper is organized as follows: in Section 2, we describe the way of computing solitons states for (1.1) using the shooting method and give some numerical illustrations. We also obtain localized solutions in the sublinear case $-1 / 2<\sigma<0$ (for which the nonlinear term still makes sense even if the nonlinear index cannot be defined) that appear to be compactly supported in space, as opposed as what has been found for nonnegative $\sigma$. Moreover, two-dimensional vortex-like solutions are computed with this technique. Finally, the asymptotics $k \rightarrow \infty$ and $\sigma \rightarrow \sigma^{*}$ are numerically investigated, leading us to scaling laws in terms of $k$ or $\sigma^{*}-\sigma$. In Section 3, we investigate the case of system (1.3) starting from one-dimensional bright bound states computed with the shooting method. A continuation technique is then used for the determination of higher space dimension solutions as well as vortex solitons. In the last section, we deal with a model involving three coupled waves propagating in a quadratic media. In this situation, we show that it is not possible to start using the shooting method from the one-dimensional case as it was the case for previous two-wave model. A continuation argument is then applied to carry out solitons in any space dimension.

## 2. Solitons for NLS EQuation

We first seek solutions of (1.1) that write $\psi(t, x)=\mathrm{e}^{i \omega t} u(r)$ (with $\omega>0$ and $r=\|x\|$ ), leading us to the elliptic equation (1.2) that will be seen later as a differential second-order equation. This problem has been intensively studied and it has been proved using variational arguments that in the case $\alpha>0$ and $\omega>0$, $H^{1}$ solutions exist only when $\sigma<\sigma^{*}$ (which means for every $\sigma>0$ if $d \leq 2$ ). Note that nonexistence results can be obtained as a consequence of Pohozaev identities (see [17] and references therein). First, a simple rescaling argument shows that it is always possible to assume that $\omega=1$ : if $u$ denotes a solution of (1.2), then for each $\lambda>0$, the new function $\tilde{u}(r)=\lambda^{1 / \sigma} u(\lambda r)$ solves (1.2) with $\tilde{\omega}=\omega \lambda^{2}$. Taking $\lambda=1 / \sqrt{\omega}$ thus leads to the correctly rescaled equation. Furthermore, looking for a $C^{2}$ solution at $r=0$ requires to set $u^{\prime}(0)=0$ in order to avoid a singular point at the origin. We then investigate the differential system which expresses as

$$
\left\{\begin{array}{l}
u^{\prime \prime}(r)+\frac{d-1}{r} u^{\prime}(r)-u(r)+\alpha|u(r)|^{2 \sigma} u(r)=0, \quad r>0  \tag{2.1}\\
u(0)=\beta, \quad u^{\prime}(0)=0
\end{array}\right.
$$

and we look for globally defined solution of (2.1) that tends to zero as $r \rightarrow \infty$. First, this system can be rewritten as a general first-order system of the form $X^{\prime}(r)=F(r, X(r))$ with $X(r)=\left(u(r), u^{\prime}(r)\right) \in \mathbb{R}^{2}$. Here, the function $F$ may be delicate to evaluate at $r=0$ because of the singular term $u^{\prime}(r) / r$ that arises as a consequence of radial geometry assumption. Indeed, a Taylor expansion around $r=0$ of the derivative leads us to $u^{\prime}(r) / r \sim u^{\prime \prime}(0)$ as $r \rightarrow 0$. Consequently, we have $u^{\prime \prime}(r)+(d-1) u^{\prime}(r) / r \sim d u^{\prime \prime}(0)$ and the second derivative of $u$ at zero can be expressed using (2.1) as $u^{\prime \prime}(0)=\left(\beta-\alpha|\beta|^{2 \sigma} \beta\right) / d$. The initial data $\beta$ should be prescribed in such a way that the corresponding solution has nice decreasing properties at infinity.

### 2.1. The shooting method for bright solitons

We first present the numerical algorithm in order to find the ground state denoted $u_{0}$ of (1.1), that is with no node. This algorithm is based on the fact that (1.2) admits a unique positive radial solution that tends to zero at infinity (see [10]), associated to some initial value $\beta=\beta^{*}$ in (2.1) to be determined. At each step, say $n$, the exact value $\beta^{*}$ is seeked in an interval $\left[a_{n}, b_{n}\right]$. We compute $\beta_{n}=\left(a_{n}+b_{n}\right) / 2$ and we numerically solve (2.1) for $\beta=\beta_{n}$. If the approximate solution becomes negative at some $r_{0}$, then $\beta^{*}<\beta_{n}$ and we set $a_{n+1}=a_{n}$ and $b_{n+1}=\beta_{n}$. If the solution is always larger then some small prescribed value $\varepsilon>0$, then we prescribe $a_{n+1}=\beta_{n}$ and $b_{n+1}=b_{n}$. The initial interval is chosen in such a way that $a_{0}<\beta^{*}<b_{0}$ : $a_{0}$ is set equal to zero and $b_{0}$ is such that the solution of the corresponding Cauchy problem changes its sign.

We give in Figures 1 and 2 an illustration of this method for the determination of the ground state on the numerical domain $[0,10]$ in the focusing cubic bidimensional case $\alpha=\sigma=1$ and $d=2$ (often referred in the literature as the Townes soliton), starting from $b_{0}=4$. In all these experiments, (2.1) has been solved with use of the fourth-order Runge-Kutta method, meaning that approximate solutions of the soliton are computed on prescribed discrete points $r_{j}=j \delta r(0 \leq j \leq N)$ where $N$ is given and $\delta r=R / N$. At the second step, we have $a_{1}=2$ and $b_{1}=4$ and taking $\beta_{1}=\left(a_{1}+b_{1}\right) / 2$ gives us a solution that changes its sign, which indicates that the expected value lies in $\left[a_{1}, \beta_{1}\right]$ (see Fig. 1). We thus set $a_{2}=a_{1}$ and $b_{2}=\beta_{1}$. After 10 iterations, the solution calculated from $\beta_{9}=\left(a_{9}+b_{9}\right) / 2$ still changes its sign and consequently, we set $a_{10}=a_{9}$ and $b_{10}=\beta_{9}$ (see Fig. 2). Of course, the number of iterations in this algorithm is closely related to the size of the prescribed computational domain $[0, R]$. We decided to stop our computations as soon as the numerical solution of (2.1) no longer differs within this bounded domain between two consecutive dichotomy iterations. It is observed that the solution that is obtained is in good agreement with the numerical approximation of the ground state that can be found in the literature (see for example [19]) and that is well-known by physicists, using for example Gaussian ansatz and finite-dimensional minimization algorithm to get an approximate profile (this method can be extended to more general models, see [16]). We then found a value at the origin for the Townes soliton given by $\beta^{*} \approx 2.2062027369 \ldots$


Figure 1. Determination of the ground state: second iteration $\left(a_{1}=2, b_{1}=4\right), d=2$, $\alpha=\sigma=1$.


Figure 2. Determination of the ground state: 10 th iteration $\left(a_{9}=2.203125, b_{9}=2.2109375\right)$, $d=2, \alpha=\sigma=1$.


Figure 3. Determination of the 2nd excited state: second iteration ( $a_{1}=2.5, b_{1}=5$ ).

The algorithm for the determination of the $k$ th excited state $u_{k}$ is very similar to the one previously described. Here, at step $n$, if the solution computed with $\beta_{n}$ changes its sign more than $k$ times, we fix $a_{n+1}=a_{n}$ and $b_{n+1}=\beta_{n}$. In the opposite case, we prescribe $a_{n+1}=\beta_{n}$ and $b_{n+1}=b_{n}$. We present in Figures 3 and 4 the results obtained for $n=1$ and $n=9$ on the computational domain $[0,20]$ initializing the method with $a_{0}=5$ for the calculation of the second excited state of (1.2) still considered for $\alpha=\sigma=1, d=2$. In this case, it is observed that taking $\beta_{1}=\left(a_{1}+b_{1}\right) / 2$ leads us to a solution that vanishes 2 times on $[0, R]$ but which does not tend to zero at infinity. After a few iterations, the profile of the excited state begins to stabilize for $r \in[0,10]$ (see Fig. 4) and the remaining amount of mass is evacuated at large distances.

In all these computations, the bounded interval $[0, R]$ is such that $R$ is assumed to be larger than all the nodes of the seeked solution. In our experiments, we choose $R$ sufficiently large and check that the computed solution with this algorithm does not depend on $R$. Moreover, the approximate solution of (2.1) depends on the numerical scheme and one has to deal with sufficiently large values of $N$ to grant that the error given with the method is small enough. It has been observed that the value at the origin given by the shooting method converges to a limit value when $N$ large enough. Lastly, the upper bound $b_{0}$ has to be chosen sufficiently large in order to have $u_{k}(0)<b_{0}$. It suffices to take the value at the origin of a solution of (2.1) that vanishes at least $k+1$ times. We have validated this method in the one-dimensional case: we have checked that the solution numerically found perfectly mimics the exact one explicitly given by

$$
u(x)=\frac{(\sigma+1)^{1 / 2 \sigma}}{(\cosh \sigma x)^{1 / \sigma}}, x \in \mathbb{R}
$$

obtained by a direct integration of (1.2). From now on, the value of $u_{k}$ at the origin will be noted $u_{0}^{k}$.
In Figure 5, we plot the results obtained when looking for the ground state $u_{0}$ and the first two excited states $u_{1}$ and $u_{2}$, for the same values of $d, \alpha$ and $\sigma$ as before. We also view in Figure 6 the plot of the logarithm of the solution, noticing that the asymptotics does not depend on the number of nodes. Indeed, in this pure


Figure 4. Determination of the 2 nd excited state: 10 th iteration ( $a_{9}=4.140625, b_{9}=4.150390625$ ).


Figure 5. The first three stationary states of (1.1), $d=2, \alpha=\sigma=1$.


Figure 6. Plot of the $\log$ of the solutions, $d=2, \alpha=1=\sigma=1$.
power case, the solution behaves similarly to the one of the linear problem that is given by $u(r) \sim C \mathrm{e}^{-r} / r^{(d-1) / 2}$ $(r \rightarrow \infty)$ and the $\log$ profile will exhibit a linear evolution slightly corrected by the perturbation $(d-1) \log r / 2$. As said before, the choice of parameter $R$ depends on the number of nodes of the expected solution: it has been noticed that for a given $\varepsilon>0$, the quantity $R_{k}^{\varepsilon}:=\max \left\{r \geq 0:\left|u_{k}(r)\right| \geq \varepsilon\right\}$ is an increasing sequence. Thus, the $k$ th excited state will become less spatially localized for large $k$. Finally, we have observed that $u_{k}$ possesses $k$ local extrema that satisfy the following property: the first one is attained at the origin and the $k-1$ other ones are located at some $r_{j}>0(j \in\{1, \ldots, k\})$ such that $\forall j \in\{1, \ldots, k\}, u_{0}^{k}>\left|u_{k}\left(r_{j}\right)\right|$ and consequently $\left\|u_{k}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}=u_{0}^{k}$. This statement can be proved using Appendix C in [5].

### 2.2. Vortex solitons in the two-dimensional case

In the particular case $d=2$, it is also possible to look for stationary states that express as $\psi(t, x)=$ $\mathrm{e}^{\mathrm{i} \omega t} \mathrm{e}^{\mathrm{i} m \theta} u(r)$, where $m$ is an integer (sometimes known as the vortex charge or the winding number) and ( $r, \theta$ ) stand for the polar coordinates of $x$ (that is $\left(x_{1}, x_{2}\right)=(r \cos \theta, r \sin \theta)$ with $\theta \in[0,2 \pi[)$. That means that the spatial solution is no longer radial, even if the function $u$ still depends on $r$. Plugging this expression into (1.1), we now find the new ordinary differential equation

$$
\begin{equation*}
u^{\prime \prime}(r)+\frac{1}{r} u^{\prime}(r)-\frac{m^{2}}{r^{2}} u(r)-u(r)+\alpha|u(r)|^{2 \sigma} u(r)=0, r>0 \tag{2.2}
\end{equation*}
$$

As opposed to the previous situation, seeking a smooth profile requires to prescribe $u(0)=0$ due to the new term $u(r) / r^{2}$ in (2.2) and another shooting parameter has to be found in this case. We then set $u(r)=r^{m} U(r)$ in order to get rid of the term $m^{2} u(r) / r^{2}$. It is easy to check that the new function $U$ solves the modified equation

$$
U^{\prime \prime}(r)+\frac{2 m+1}{r} U^{\prime}(r)-U(r)+\alpha r^{2 m \sigma}|U(r)|^{2 \sigma} U(r)=0, r>0
$$

which closely looks like the one that had to be solved in the radial case, except that the nonlinearity now depends on $r$.


Figure 7. Plots of the zero node vortex, $m=0,1,2,3,4,5(\alpha=1, \sigma=1)$.

We also use a shooting strategy in this new context in order to find stationary states denoted by $u_{k, m}$ (that is with $k$ nodes and corresponding to the winding number $m$ ). These vortex states have been theoretically studied in [14] in the case $k=0$ and in [8] for any $k$. We show the results obtained in the cubic focusing case $\sigma=1, \omega=1, \alpha=1$ : in Figure 7 are shown the profiles of the nodeless solutions (but that vanish at $r=0$; the $k$ th excited state is defined here as the solution that vanishes $k$ times outside the origin), computed with $m=0, m=1, m=2, m=3, m=4$ and $m=5$ whereas in Figure 8 is shown the spatial profile of the vortex computed with $(k, m)=(0,1)$. It can be clearly pointed out in Figure 7 that solitons obtained for large $m$ look like spatially translated soliton $u_{0,1}$. In particular for $m \geq 1$, the maximal amplitude does not seem to depend on $m$ and the distance between two consecutive maxima is approximately 1.4. We also plot in Figure 9 excited vortices with $m=1$ obtained for various $k(k=0,1,2,3)$ and in Figure 10 the spatial profile obtained with $(k, m)=(1,3)$.

### 2.3. Case of negative power index

We also numerically investigate the particular case $-1 / 2<\sigma<0$ for which the refraction index $|u|^{2 \sigma}$ is no more defined but the nonlinearity still makes sense. We use the numerical algorithm described above to compute the corresponding solitons in this context. We have taken the parameters $d=2, \sigma=-1 / 4$ and $\alpha=\omega=-1$ (that is the defocusing case that appears to be the only way to grant existence of such solutions). In Figure 11 are plotted the four solutions obtained with $N=1000$ on a numerical bounded domain depending on the node number. Even if the profile does not much differ from the ones already displayed, there is a striking difference that can be noticed when viewing Figure 12 the log profile of these states with respect to $r$. In this case, the log profiles do not decrease almost linearly as in Figure 6 after the last node: this suggests that the approximate solutions tend to zero much faster than with the usual exponential rate. Since tests performed with larger values of $N$ on the same interval have shown log profiles that do not stabilize around these transition zones, it is thus conjectured that these states are the compactly supported solutions that have been obtained in [1] for sublinear elliptic problems. Since $0<2 \sigma+1<1$, the nonlinear term $\alpha|u|^{2 \sigma} u$ is not negligible with respect to the other ones and the large distance asymptotics $u(r) \equiv C \mathrm{e}^{-r} / \sqrt{r}$ found for $\sigma>0$ is no more valid.


Figure 8. Cartesian $(x, y)$-plot of $\operatorname{Re}\left(\mathrm{e}^{\mathrm{i} m \theta} u_{k, m}(r)\right),(k, m)=(0,1)$.


Figure 9. Plots of the first four vortex solutions, $m=1(\alpha=1, \sigma=1)$.

### 2.4. Asymptotics

We now intend to investigate the asymptotic behaviour the excited states as the number of nodes increases. Indeed, it has been found in [9] that the $L^{2}$ and $H^{1}$ norms of $u_{k}$ asymptotically behave as $k^{d / 2}$ under suitable assumptions made on the nonlinearity. In [15], the $k$ th energy level for the Schrödinger-Newton equation,


Figure 10. Cartesian $(x, y)$-plot of $\operatorname{Re}\left(\mathrm{e}^{\mathrm{i} m \theta} u_{k, m}(r)\right),(k, m)=(1,3)$.


Figure 11. Plots of the solitons computed with $k=0, k=1, k=2$ and $k=3(d=2$, $\alpha=\omega=-1, \sigma=-1 / 4)$.
defined as the frequency $\omega_{k}$ associated to the $L^{2}$ normalized solution of the nonlinear eigenvalue problem has been numerically found to evolve as $k^{-2}$. Our goal is to study the influence of $d, \sigma$ and $m$ (for $d=2$ ) on the stationary excited states with large numbers of nodes.


Figure 12. Plots of the logarithm of the soliton profiles ( $d=2, \alpha=\omega=-1, \sigma=-1 / 4$ ).

### 2.4.1. Bright solitons

First, we have observed that the value $u_{k}(0)$ and $\left\|u_{k}\right\|_{L^{2}}$ seem to increase with $k$ (see Figs. 13 and 14 where these two quantities have been plotted for $0 \leq k \leq 25$ for various $\sigma$ in the two-dimensional case $d=2$ ). In these computations, system (2.1) has been solved on a spatial domain that increases with the number of nodes (we have observed in our all tests that a suitable choice for $R$ in the computation of $u_{k}$ previously described is $R_{k}=R_{0}+k \delta$, where $\delta$ is a constant depending on $\sigma$ ). These two plots show that these two quantities increase for any value of $\sigma$ and the plot of $\left\|u_{k}\right\|_{L^{2}}$ seems to depend linearly on parameter $k$ for any value of $\sigma$.

We now intend to study accurately the dependence of these norms regarded as functions of $k$. Seeking a asymptotic law $f_{k} \sim k^{\gamma}(k \rightarrow \infty)$ for some sequence $f_{k}$ that can be computed for each $k$, it is possible to plot $\log f_{k}$ as a function of $\log k$ that should behave linearly with the slope $\gamma$. This means that the finite difference approximation of the discrete derivative $\delta_{k}:=\log \left(f_{k+1} / f_{k}\right) / \log ((k+1) / k)$ of $\log f_{k}$ with respect to $\log k$ should tend to $\gamma$ for large $k$. Considering first the $L^{\infty}$ norm, the computed derivatives (plotted in Fig. 15) converge to the limit 0.5 for any value of nonlinear exponent $\sigma$. This suggests that the asymptotic behaviour $\left\|u_{k}\right\|_{L^{\infty}} \sim \sqrt{k}$ holds. Note that the same computations made for the $\left\|u_{k}\right\|_{L^{2}}$ and $\left\|\nabla u_{k}\right\|_{L^{2}}$ numerically confirm the asymptotics given by Theorem 1 in [9]: we have found $\left\|u_{k}\right\|_{L^{2}} \sim k,\left\|\nabla u_{k}\right\|_{L^{2}} \sim k$ and $S\left(u_{k}\right) \sim k^{2}$ as $k \rightarrow \infty$.

The same computations have been made for higher values of $d$. Surprisingly, they showed that for $d \geq 3$, the asymptotic growth now depends on $\sigma$ (see Fig. 16 for $d=3$ ), whereas the $L^{2}$ norm of the solution still obeys the asymptotics $\left\|u_{k}\right\|_{L^{2}} \sim k^{d / 2}$ given in [9]. Our results have shown that $S\left(u_{k}\right) \sim k^{d}$ that is again consistent with [9]. Let us mention that for large values of $\sigma$ (that means $\sigma \rightarrow \sigma^{*}$ ), it becomes quite difficult to find accurate values for excited solitons since the values at the origin become very large (as an example, for $k=25$ and $d=4$, we have found $u_{0}^{k} \simeq 1.5040 \times 10^{7}$ ). All these experiments suggest us that for $d \geq 2$, the asymptotics of the $L^{\infty}$ norm of the solutions is governed by some power law

$$
\left\|u_{k}\right\|_{L^{\infty}} \sim k^{\gamma(d, \sigma)}
$$

where $\gamma(2, \sigma)=1 / 2, \forall \sigma>0$ and where $\gamma(d,$.$) is an increasing function of \sigma$ if $d \geq 3$. (Moreover, Fig. 16 suggests that $\gamma$ is nonlinear with respect to $\sigma$.) In order to find the profile of $\gamma$, we compute the limit value


Figure 13. $u_{0}^{k}$ for $0 \leq k \leq 25, \sigma=0.5,1.0,1.5,2.0(d=2)$.


Figure 14. $\left\|u_{k}\right\|_{L^{2}}$ for $0 \leq k \leq 25, \sigma=0.5,1.0,1.5,2.0(d=2)$.
of the derivative when $\sigma$ continuously varies from 0 to $\sigma^{*}$ and it is found that $\gamma$ diverges when $\sigma$ tends to $\sigma^{*}$. We then study $\log \gamma(d, \sigma)$ as a function of $\log \left(\sigma^{*}-\sigma\right)$ and observe a slope very close to -1 for every $d$; we thus set

$$
\gamma(d, \sigma)=\frac{C(d)}{\sigma^{*}-\sigma}, \sigma \in\left[0, \sigma^{*}[.\right.
$$



Figure 15. Derivative of $\log u_{0}^{k}$ as a function of $\log k$ for $0 \leq k \leq 25, \sigma=0.5,1.0,1.5,2.0(d=2)$.


Figure 16. Derivative of $\log u_{0}^{k}$ as a function of $\log k$ for $0 \leq k \leq 25, \sigma=0.25,0.5,0.75,1.0$ (d=3).

The constant $C(d)$ is then numerically found by comparing the numerical profiles of $\gamma(d, \sigma)$ with the desired expression. It has been found in all our tests that $C(d)$ closely looks like the constant $(d-1) /(d-2)=1+\sigma^{*} / 2$.


Figure 17. Comparison between numerical and possible theoretical values of $\gamma(d, \sigma), \sigma \in$ $\left[0, \sigma^{*}[, d=3,4,5\right.$.

We thus conjecture that the $L^{\infty}$ norm of the $k$ th excited state obeys the asymptotic power law

$$
\begin{equation*}
\left\|u_{k}\right\|_{L^{\infty}} \sim k^{\frac{1+\sigma^{*} / 2}{\sigma^{*}-\sigma}}=k^{\frac{d-1}{2+\sigma(2-\alpha)}}, k \rightarrow \infty . \tag{2.3}
\end{equation*}
$$

This expression still makes sense for $d=2$ : we then have $\sigma^{*}=\infty$ and this implies $\gamma(2, \sigma)=1 / 2$ that had been observed below. Figure 17 displays a remarkably good agreement between the computed $\gamma$ for different $\sigma$ and $d$ and the expression given in (2.3), recalling that each value of $\sigma$ is obtained as a numerically calculated limit when $k$ is large enough.

We finally made the same tests in the case of negative index in order to look again for asymptotic rates in various norms. The situation now differs from what was found above: the limit value of the derivative of $\log \left\|u_{k}\right\|_{L^{\infty}}$ with respect to $\log k$ does not depend on $\sigma$. The profiles obtained indicate that we have the asymptotics

$$
\left\|u_{k}\right\|_{L^{\infty}} \sim k^{\frac{d-1}{2}},\left\|u_{k}\right\|_{L^{2}} \sim k^{d / 2},\left\|\nabla u_{k}\right\|_{L^{2}} \sim k^{d / 2} \text { and } S\left(u_{k}\right) \sim k^{d}
$$

### 2.4.2. Vortex solitons

We now set $d=2$ and look for asymptotics laws in $L^{2}, H^{1}$ norms of vortex solutions as $k$ is large. It is now observed (see Figs. 18 and 19) that for each $m \geq 1$, the value $U_{0}^{k, m}$ of $U_{k, m}(r):=u_{k, m}(r) / r^{m}$ at $r=0$ depends on both $\sigma$ and $m$. It has also been obtained that the $L^{2}$ norm of $u_{k, m}$ uniformly scales as $k$. We notice that in this case, the rate that is numerically found for the $L^{\infty}$ norm seems to fit the explicit one given by

$$
U_{0}^{k, m} \sim k^{\frac{1+m \sigma}{2}}, k \rightarrow \infty .
$$



Figure 18. Derivative of $\log U_{0}^{k, m}$ as a function of $\log k$ for $0 \leq k \leq 25, \sigma=0.25,0.5,0.75,1.0$ ( $m=1$ ).


Figure 19. Derivative of $\log U_{0}^{k, m}$ as a function of $\log k$ for $0 \leq k \leq 25, \sigma=0.25,0.5,0.75$ ( $m=2$ ).

### 2.4.3. Large nonlinear exponent

As recalled in the beginning of Section 2.1, solitons can be computed when $\alpha>0$ and $\omega>0$ only for $\sigma<\sigma^{*}$ and we now focus on the asymptotics $\sigma \rightarrow \sigma^{*}$ : we compute stationary states for large values of $\sigma$ in order


Figure 20. Values of $\left\|u_{0}\right\|_{L^{\infty}},\left\|u_{1}\right\|_{L^{\infty}}$ and $\left\|u_{2}\right\|_{L^{\infty}}$ versus $\sigma(d=2)$.


Figure 21. Plot of $u_{0}, \sigma=1, \sigma=5, \sigma=10(d=2)$.
to derive a scaling law for $\left\|u_{k}\right\|_{L^{\infty}},\left\|u_{k}\right\|_{L^{2}},\left\|\nabla u_{k}\right\|_{L^{2}}$ and $S\left(u_{k}\right)$ when $k$ is prescribed. Our experiments first show that for $d=2$, the value of the soliton at the origin seems to converge as $\sigma \rightarrow \infty$ to some limit depending on the number of nodes (see Fig. 20 where this value is plotted with respect to $\sigma$ for $k=0, k=1$ and $k=2$ ). Furthermore, a spatial plot of the fundamental solution $u_{0}$ for various $\sigma$ indicates a confinement of the stationary state around the origin when $\sigma \rightarrow \infty$, as viewed in Figure 21.


Figure 22. Derivative of $\log \left\|u_{k}\right\|_{L^{\infty}}$ as a function of $\log \left(\sigma^{*}-\sigma\right)(d=3), k=0, k=1, k=2$ and $k=3$.

In this case, we have used a differential solver on a nonuniform grid that is geometrically refined around $r=0$ : we have set $r_{j}=\lambda^{j} r_{0}$, with $\lambda>1$ constant. All the experiments have been made with $\lambda=1.01$ that is enough to capture the singularity. Our computations showed that there does not exist a uniform scaling factor $\lambda_{k}(\sigma)$ for which $u_{k}\left(\lambda_{k}(\sigma) r\right)$ could tend to a universal profile as in the one-dimensional case for the ground state. Higher-order schemes have been used to check the validity of the results obtained with RK4 method in the resolution of (2.1); it has been observed that the computed solutions were not significantly changed, leading us to the conclusion that taking a standard fourth-order differential solver on a refined grid around the origin was sufficient to approximate accurately localized states. We now consider the case $d \geq 3$ for which $\sigma^{*}<\infty$. We perform the same experiments as before and observe that $u_{0}^{k}$ tends to infinity as $\sigma \rightarrow \sigma^{*}$. We intend to analyze the rate of blow-up of this quantity in terms of $\sigma^{*}-\sigma$ : as before, we view the derivative of $\log u_{0}^{k}$ as depending on $\log \left(\sigma^{*}-\sigma\right)$ (see Fig. 22 for $d=3$ ) for the first four excited states $u_{0}, u_{1}, u_{2}$ and $u_{3}$.

It can be observed that in any dimension, the rate of convergence depends on the number of nodes: it seems that large $k$ give a stronger tendency to diverge. We give an illustration of this property in Figure 22 where the approximate rate of blow-up is given as $\sigma$ tends to $\sigma^{*}$ for $d=3$. Longer tests made with different $d$ and $k$ have shown that this rate seems to behave as $-\frac{1}{2}-k$. We thus conjecture that

$$
\left\|u_{k}\right\|_{L^{\infty}} \sim\left(\sigma^{*}-\sigma\right)^{-\frac{1}{2}-k}, \sigma \rightarrow \sigma^{*}
$$

Our experiments have shown that the $L^{2}$ norm of $u_{k}$ tends to zero with the uniform rate $\left(\sigma^{*}-\sigma\right)^{\frac{1}{2}}$ that do not not depend neither on $k$, neither on the spatial dimension. Furthermore, the profile of the limit value of $S\left(u_{k}\right)$ as $\sigma \rightarrow \sigma^{*}$ for different $d$ with respect to $k$ behaves as a linear function of $k$. We may have in the general case

$$
S\left(u_{k}\right) \sim c_{k} \sim k, \sigma \rightarrow \sigma^{*} .
$$

We have plotted in Figure 23 the values found for the derivative of the limit of $\left\|\nabla u_{k}\right\|_{L^{2}}$ with respect to $\log k$ for $0 \leq k \leq 15$ and $3 \leq d \leq 5$. In all dimensions, this derivative converges to $1 / 2$. This result suggests that


Figure 23. Limit values of the derivative of $\log \left\|\nabla u_{k}\right\|_{L^{2}}$ with respect to $\log \left(\sigma^{*}-\sigma\right)$ versus $k$, $d=3,4,5$.
for any dimension, we have

$$
\left\|\nabla u_{k}\right\|_{L^{2}} \sim d_{k} \sim \sqrt{k}, \sigma \rightarrow \sigma^{*} .
$$

We have also noticed that in the case $d=3$, the profile of $\left\|u_{k}\right\|_{L^{\infty}}$ is not monotonous with respect to $\sigma$ : we have found that this quantity decreases from zero to some $\tilde{\sigma}$ and increases from $\tilde{\sigma}$ to $\sigma^{*}$. The numerical value of $\tilde{\sigma}$ is 0.585 , which is not far from the critical exponent $2 / d$ in that case. For higher dimensions, the profile of the $L^{\infty}$ norm is always increasing with respect to $\sigma$.

### 2.4.4. Sum up of the results

We finally recall all the asymptotics obtained for the stationary states in the previous paragraphs.

- For $\sigma<\sigma^{*}=2 /(d-2)$ in the case $d \geq 2, \omega=1$ and $\alpha=1$, we have for $k \rightarrow \infty$

$$
\left\|u_{k}\right\|_{L^{\infty}} \sim k^{\frac{1+\sigma^{*} / 2}{\sigma^{*}-\sigma}},\left\|u_{k}\right\|_{L^{2}} \sim k^{d / 2},\left\|\nabla u_{k}\right\|_{L^{2}} \sim k^{d / 2} \text { and } S\left(u_{k}\right) \sim k^{d}
$$

- For $\sigma>0$ in the case $d=2, \omega=1$ and $\alpha=1$, we have for $k \rightarrow \infty$

$$
\left.\frac{u_{k, m}}{r^{m}}\right|_{r=0} \sim k^{\frac{1+m \sigma}{2}},\left\|u_{k, m}\right\|_{L^{2}} \sim k,\left\|\nabla u_{k, m}\right\|_{L^{2}} \sim k \text { and } S\left(u_{k}\right) \sim k^{2}
$$

- For $-1 / 2<\sigma<0$ in the case $d \geq 2, \omega=-1$ and $\alpha=-1$, we have for $k \rightarrow \infty$

$$
\left\|u_{k}\right\|_{L^{\infty}} \sim k^{\frac{d-1}{2}},\left\|u_{k}\right\|_{L^{2}} \sim k^{d / 2},\left\|\nabla u_{k}\right\|_{L^{2}} \sim k^{d / 2} \text { and } S\left(u_{k}\right) \sim k^{d}
$$

- For $d \geq 2, \omega=1$ and $\alpha=1$, we have at prescribed $k$ when $\sigma \rightarrow \sigma^{*}=2 /(d-2)$

$$
\left\|u_{k}\right\|_{L^{\infty}} \sim\left(\sigma^{*}-\sigma\right)^{-\frac{1}{2}-k},\left\|u_{k}\right\|_{L^{2}} \sim\left(\sigma^{*}-\sigma\right)^{\frac{1}{2}},\left\|u_{k}\right\|_{L^{2}} \sim \sqrt{k} \text { and } S\left(u_{k}\right) \sim k
$$

## 3. Solitons for two-wave quadratic media

We are now concerned with the computation of solitons for a system occurring in nonlinear optics that governs the propagation of two electromagnetic waves in a quadratic media. The system writes

$$
\left\{\begin{array}{l}
i \frac{\partial u}{\partial z}+\Delta u-u+\bar{u} v=0  \tag{3.1}\\
i \sigma \frac{\partial v}{\partial z}+\Delta v-\rho v+\frac{1}{2} u^{2}=0
\end{array}\right.
$$

where $\sigma$ and $\rho$ stand for nonnegative parameters. Seeking stationary states of the form $u(z, x)=\mathrm{e}^{\mathrm{i} \omega z} u(x)$ and $v(z, x)=\mathrm{e}^{2 \mathrm{i} \omega z} v(x)$, system (3.1) is transformed into the nonlinear elliptic system in $\mathbb{R}^{d}$

$$
\left\{\begin{array}{l}
-(1+\omega) u+\Delta u+\bar{u} v=0  \tag{3.2}\\
-(\rho+2 \sigma \omega) v+\Delta v+\frac{1}{2} u^{2}=0
\end{array}\right.
$$

In all that follows, we will assume for the sake of convenience that $\omega=0$ without loss of generality (taking $\omega \neq 0$ only changes the values of the zero-order parameters). Looking for radial solutions, this system will consist in two differential second-order equations where the unknowns $u$ and $v$ have to be computed for $r \in[0, \infty[$. In this case, the previous scalar shooting method based on a single dichotomy algorithm cannot be used directly because two independent parameters $u(0)$ and $v(0)$ have to be adjusted in order to enforce a nice decay property at infinity. We first focus on the case $d=1$.

### 3.1. The one-dimensional case

If we assume that $u$ and $v$ stand for even functions of $x$, smoothness assumption requires that the two derivatives have to vanish at $x=0$. System (3.2) thus reduces to

$$
\left\{\begin{array}{l}
u^{\prime \prime}(x)-u(x)+u(x) v(x)=0 \quad x>0  \tag{3.3}\\
v^{\prime \prime}(x)-\rho v(x)+\frac{1}{2} u^{2}(x)=0 \\
u(0)=\alpha, \quad v(0)=\beta, \quad u^{\prime}(0)=0, \quad v^{\prime}(0)=0
\end{array}\right.
$$

Proposition 3.1. Let $(\alpha, \beta)$ the initial values of a spatially localized solution $(u, v)$ of (3.3) at $x=0$. Then one has the identity

$$
\begin{equation*}
\alpha^{2}+\rho \beta^{2}-\alpha^{2} \beta=0 . \tag{3.4}
\end{equation*}
$$

Proof. We multiply the first equation by $u^{\prime}$ and the second one by $v^{\prime}$. Summing these two relations, one obtains

$$
-\frac{1}{2}\left(u^{2}(x)\right)^{\prime}-\frac{\rho}{2}\left(v^{2}(x)\right)^{\prime}+\frac{1}{2}\left(\left(u^{\prime}\right)^{2}(x)\right)^{\prime}+\frac{1}{2}\left(\left(v^{\prime}\right)^{2}(x)\right)^{\prime}+u(x) u^{\prime}(x) v(x)+\frac{1}{2} u^{2}(x) v^{\prime}(x)=0
$$

We now integrate between 0 and $x$ and plug the initial conditions to get (claiming that $\left.u u^{\prime} v+u^{2} v^{\prime} / 2=\left(u^{2} v\right)^{\prime} / 2\right)$

$$
\frac{1}{2} u^{2}(x)+\frac{\rho}{2} v^{2}(x)-\frac{1}{2} u^{2}(x) v(x)=\frac{1}{2} \alpha^{2}+\frac{1}{2} \rho \beta^{2}-\frac{1}{2} \alpha^{2} \beta .
$$

Now, since we look for localized solutions for (3.3), we assume that $u, v$ and all their derivatives vanish at infinity. Letting $x$ tend to infinity, the result follows.


Figure 24. Plot of $u_{0}, \rho=0.5, \rho=1, \rho=2$ and $\rho=4$.

As a consequence, it is possible to express one of the two parameters in terms of the other one, which enables us to define a shooting strategy as for the case of a single equation. We have equivalently

$$
\alpha= \pm \beta \sqrt{\frac{\rho}{\beta-1}} \text { or } \beta=\frac{\alpha^{2} \pm \alpha \sqrt{\alpha^{2}-4 \rho}}{2 \rho} \text {. }
$$

Note that if $(u, v)$ solves (3.2), so does $(-u, v)$ and it is possible to make the further assumption $\alpha>0$. Moreover, in order to have definite square roots, we require that $\beta>1$ and $\alpha>2 \sqrt{\rho}$. If the values at the origin are seen as local minima of $u$ and $v$, then $u^{\prime \prime}(0) \leq 0, v^{\prime \prime}(0) \leq 0$ and (3.3) implies that $\rho \beta \leq \alpha^{2} / 2$, from which we deduce that we finally have $\beta=\left(\alpha^{2}-\alpha \sqrt{\alpha^{2}-4 \rho}\right) / 2 \rho$. Note that the condition $\rho \beta \leq \alpha^{2} / 2$ leads us to $\beta \leq 2$ and we find that $\beta$ is uniformly bounded. We have always chosen to express $\beta$ with use of $\alpha$ since in the second equation, the maximum principle asserts that $v$ remains strictly positive: $\alpha$ will be adjusted in order to obtain a solution which can vanish $k$ times. The $k$ th excited solutions will be noted $\left(u_{k}, v_{k}\right)$, with values at $x=0$ given by $\left(u_{0}^{k}, v_{0}^{k}\right)$.

We plot in Figures 24 and 25 the fundamental solutions ( $u_{0}, v_{0}$ ) obtained with the shooting technique for different values of $\rho$ on the domain $[0,10]$ using the Runge-Kutta method with $N=1000$. As opposed to NLS equation (1.1), it can be observed that the values $\left(u_{0}^{k}, v_{0}^{k}\right)$ of the $k$ th excited solution at $x=0$ (that is the solution of (3.3) for which $u$ vanishes $k$ times) seem to converge to a limit value ( $u^{*}, v^{*}$ ) that is conjectured to be the Cauchy data of the periodic solution of (3.3): we present in Table 1 the values $u_{0}^{k}$ and $v_{0}^{k}$ obtained for $0 \leq k \leq 5$ in the case $\rho=0.5$.

Consequently, it becomes quite difficult to analyze the rate of convergence of $\left(u_{0}^{k}, v_{0}^{k}\right)$ to $\left(u^{*}, v^{*}\right)$. We also view in Figures 26 and 27 the profiles of the first excited states. We remark that $v_{k}$ can be closely approximated by a translated plot of $v_{k-1}$; this provides a numerical illustration that letting $k$ tend to infinity leads us to a periodic solution.

We have also found that excited states $\left(u_{k}, v_{k}\right)$ only seem to exist for $0<\rho<1$. As an example, we try to compute the first excited solution when $\rho$ tends to 1 . The approximate solution $v$ attains a local extremum at some $x_{0}$ that is observed to tend to infinity when $\rho$ becomes close to 1 (see Figs. 28 and 29, where this


Figure 25. Plot of $v_{0}, \rho=0.5, \rho=1, \rho=2$ and $\rho=4$.
Table 1. $u_{0}^{k}$ and $v_{0}^{k}$ for $0 \leq k \leq 5$.

| $k$ | $u_{0}^{k}$ | $v_{0}^{k}$ |
| :---: | :---: | :---: |
| 0 | 1.55309535851485 | 1.41508910697179 |
| 1 | 1.54841943801909 | 1.42123527210442 |
| 2 | 1.54840928210547 | 1.42124884162844 |
| 3 | 1.54840925984781 | 1.42124887136843 |
| 4 | 1.54840925979908 | 1.42124887143354 |
| 5 | 1.54840925979861 | 1.42124887143418 |

limiting behaviour is illustrated with tests performed on the interval $[0,30]$ discretized with $N=2000$ points). It is conjectured that all the excited states will converge to the fundamental solution $\left(u_{0}, v_{0}\right)$ when $\rho$ tends to 1 . Note that in this case, it becomes difficult for our method to capture excited solutions. Let us mention that all these computations can be made when dealing with solutions such that $u(0)=0, v(0)=\beta, u^{\prime}(0)=\gamma$ and $v^{\prime}(0)=0$. In this case, the necessary condition in order to have localized solutions now writes $\gamma^{2}=\rho \beta^{2}$.

### 3.2. Higher-dimensional bright solitons

We now investigate the determination of radial stationary solution of (3.2) in any space dimension. The new system writes

$$
\begin{cases}u^{\prime \prime}(r)+\frac{d-1}{r} u^{\prime}(r)-u(r)+u(r) v(r)=0 & r>0  \tag{3.5}\\ v^{\prime \prime}(r)+\frac{d-1}{r} v^{\prime}(r)-\rho v(r)+\frac{1}{2} u^{2}(r)=0 & r>0 \\ u(0)=\alpha, \quad v(0)=\beta, \quad u^{\prime}(0)=0, \quad v^{\prime}(0)=0 . & \end{cases}
$$

Unlike (3.3), it is not possible to find for localized solutions of (3.5) a relation between $\alpha$ and $\beta$, because of the frictional terms $u^{\prime} / r$ and $v^{\prime} / r$ that come into play if $d \geq 2$. We then use a continuation method that enables to


Figure 26. Plot of $u_{k}, \rho=0.5, k=1, k=2$ and $k=3$.


Figure 27. Plot of $v_{k}, \rho=0.5, k=1, k=2$ and $k=3$.
follow a path between one-dimensional solitons and $d$-dimensional solitons. Let us define ( $u_{s}, v_{s}$ ) as a spatially localized solution of (3.5) where $s$ is regarded as a continuous parameter that varies between 1 and $d$. Since it is possible to evaluate numerically any excited one-dimensional soliton (see Sect. 3.1), we assume that the starting point, say $\left(u_{1}, v_{1}\right)$, is known. We now follow the path between $\left(u_{1}, v_{1}\right)$ and the desired solution $\left(u_{d}, v_{d}\right)$,


Figure 28. Plot of $u_{1}, \rho=0.7, \rho=0.8, \rho=0.9, \rho=0.92$.


Figure 29. Plot of $v_{1}, \rho=0.7, \rho=0.8, \rho=0.9, \rho=0.92$.
expressing that for each $s,\left(u_{s}, v_{s}\right)$ satisfies the system

$$
\begin{cases}u_{s}^{\prime \prime}(r)+\frac{s-1}{r} u_{s}^{\prime}(r)-u_{s}(r)+u_{s}(r) v_{s}(r)=0 & r>0  \tag{3.6}\\ v_{s}^{\prime \prime}(r)+\frac{s-1}{r} v_{s}^{\prime}(r)-\rho v_{s}(r)+\frac{1}{2} u_{s}^{2}(r)=0 & r>0\end{cases}
$$

It implies that the derivative $\left(\dot{u}_{s}, \dot{v}_{s}\right)$ with respect to $s$ identically vanishes on this path. We thus get for each $r>0$ the identities

$$
\left\{\begin{array}{l}
\dot{u}_{s}^{\prime \prime}(r)+\frac{s-1}{r} \dot{u}_{s}^{\prime}(r)-\dot{u}_{s}(r)+v_{s}(r) \dot{u}_{s}(r)+u_{s}(r) \dot{v}_{s}(r)=-\frac{1}{r} u_{s}^{\prime}(r)  \tag{3.7}\\
\dot{v}_{s}^{\prime \prime}(r)+\frac{s-1}{r} \dot{v}_{s}^{\prime}(r)-\rho \dot{v}_{s}(r)+u_{s}(r) \dot{u}_{s}(r)=-\frac{1}{r} v_{s}^{\prime}(r)
\end{array}\right.
$$

This means that for each $s,\left(\dot{u}_{s}, \dot{v}_{s}\right)$ can be obtained from $\left(u_{s}, v_{s}\right)$ solving a linear nonhomogeneous elliptic-like system (it is not elliptic in the usual sense because $s$ is not an integer) that is noted $\left(\dot{u}_{s}, \dot{v}_{s}\right)=F\left(\left(u_{s}, v_{s}\right)\right)$. In order to compute $\left(u_{d}, v_{d}\right)$ starting from the initial data $\left(u_{1}, v_{1}\right)$, we thus have to solve the differential problem

$$
\left\{\begin{array}{l}
\left(\dot{u}_{s}, \dot{v}_{s}\right)=F\left(\left(u_{s}, v_{s}\right)\right), \quad s \in[1, d]  \tag{3.8}\\
\left.\left(u_{s}, v_{s}\right)\right|_{s=1}=\left(u_{1}, v_{1}\right),
\end{array}\right.
$$

which can be easily done, again with a standard Runge-Kutta routine. Since radial exponentially decaying states are seeked, we consider the numerical domain $\left[0, r_{\max }\right]$ where this elliptic system is discretized on a uniform grid with spatial mesh $h$. Unfortunately, we have to deal with boundary condition at the right end-point of the segment in order to preserve the decreasing rate at infinity. Recalling that we drop off the nonlinear terms in order to find the correct asymptotics, we first have

$$
\begin{equation*}
u(r) \sim C \frac{\mathrm{e}^{-r}}{r^{(d-1) / 2}} \quad \text { and } \quad v(r) \sim C \frac{\mathrm{e}^{-\sqrt{\rho} r}}{r^{(d-1) / 2}} \tag{3.9}
\end{equation*}
$$

Differentiating with respect to $r$, we find that if $r$ is large enough,

$$
\begin{equation*}
\frac{\partial u}{\partial r}+\left(1+\frac{d-1}{2 r}\right) u=0 \quad \text { and } \quad \frac{\partial v}{\partial r}+\left(\sqrt{\rho}+\frac{d-1}{2 r}\right) v=0 \tag{3.10}
\end{equation*}
$$

Note that these conditions could be interpreted as transparent conditions for the linear part of the timedependent system rewritten in Laplace transform $\mathcal{L}$. In this case, $\mathcal{L}(\partial \psi / \partial t)=\omega \mathcal{L} \psi$ that can be compared with the zero-order term $\rho v$ and we find in (3.10) the pseudodifferential half-derivative operator of symbol $\sqrt{\omega}$ that is well-known in the theory of transparent conditions; see for example [4]. If $s$ once again stands for the continuous dimension parameter, then we have that for each $s \in[1, d]$

$$
\frac{\partial u_{s}}{\partial r}+\left(1+\frac{s-1}{2 r}\right) u_{s}=0 \quad \text { and } \quad \frac{\partial v_{s}}{\partial r}+\left(\sqrt{\rho}+\frac{s-1}{2 r}\right) v_{s}=0
$$

Now, we have to find correct boundary conditions for $\dot{u}_{s}$ and $\dot{v}_{s}$, since (3.8) will involve first-order derivatives. Differentiating with respect to $s$, the original boundary conditions lead us to

$$
\begin{equation*}
\frac{\partial \dot{u}_{s}}{\partial r}+\left(1+\frac{s-1}{2 r}\right) \dot{u}_{s}=-\frac{1}{2 r} u_{s} \quad \text { and } \quad \frac{\partial \dot{v}_{s}}{\partial r}+\left(\sqrt{\rho}+\frac{s-1}{2 r}\right) \dot{v}_{s}=-\frac{1}{2 r} v_{s} \tag{3.11}
\end{equation*}
$$

These boundary conditions guarantee that the computed solutions keep a correct asymptotics at infinity. However, the Cauchy data that is obtained in the one-dimensional case with the shooting method is such that $u_{1}$ changes its sign at $r=r_{\text {max }}$, which is not consistent with (3.9). We thus decide to compute one-dimensional solitons on a spatial domain $\left[0, r_{\max }+r^{*}\right]$ and to restrict ourselves to the truncated domain $\left[0, r_{\max }\right]$ for the continuation method. In all the tests that have been made, the choice $r^{*}=8$ has given a correct starting point. In this case, boundary conditions (3.11) enable to preserve the right asymptotics for the solutions between 1 and $d$. Concerning now the left end-point of the numerical domain, differentiating the Neumann conditions $u_{s}^{\prime}(0)=v_{s}^{\prime}(0)=0$ with respect to $s$ simply gives us again $\dot{u}_{s}^{\prime}(0)=\dot{v}_{s}^{\prime}(0)=0$. One can refer to Appendix for the discretization of (3.7) and (3.11) that allows us to compute the discrete values of $\left(\dot{u}_{s}, \dot{v}_{s}\right)$ from $\left(u_{s}, v_{s}\right)$.


Figure 30. Plot of $u_{1}$, one-dimensional starting point and two-dimensional excited state, $\rho=0.2$.

We first plot the stationary states $\left(u_{1}, v_{1}\right)$ comparing them with the profiles obtained in the one-dimensional case, taken as starting points. We have used the following values of parameters: $\rho=0.2, N_{d}=100$ discretization points for the numerical resolution of (3.8) and $r_{\max }=20$. As seen in Figures 30 and 31, the one-dimensional solitons have traveled through the continuous path and have given radial excited two-dimensional profiles. Note that in [11], a continuation method has been used starting from one-dimensional explicit solutions with no nodes that can be calculated for $\rho=1$.

In Figures 32 and 33 are shown a collection of excited states computed in the case $d=2$ (when dealing with large number of nodes, the spatial domain has been enhanced as for solitons computed in Sect. 2). As for the scalar NLS equation, it is noted that the values of $u_{k}$ and $v_{k}$ at the origin is an increasing function of $k$. In Figure 33, we observe that $v_{1}$ is strictly decreasing in $\mathbb{R}^{+}$although the starting point admits two local extrema outside the origin. Surprisingly, for larger values of $k$, the last local extrema for $v_{k}$ in $1 d$ will persist as local extrema of $v_{k}$ in $2 d$, whereas the first ones close to the origin will be lost: as an example, $v_{2}$ (respectively $v_{3}$ ) only admits one local minimum and one local maximum (outside the origin) and has been calculated from a one-dimensional profile with 2 (respectively 3 ) local minimum and local maximum (outside the origin).

### 3.3. Vortex solitons in two-dimensional case

As for NLS equation, it is possible to look for solutions with dependence with respect to angular parameter $\theta$. We thus look for solutions of the form $u(r) \exp (\operatorname{i} m \theta)$ and $u(r) \exp (2 \mathrm{i} m \theta)$; the system to be solved now reads

$$
\left\{\begin{align*}
u^{\prime \prime}(r)+\frac{1}{r} u^{\prime}(r)-\frac{m^{2}}{r^{2}} u(r)-u(r)+\bar{u}(r) v(r) & =0  \tag{3.12}\\
v^{\prime \prime}(r)+\frac{1}{r} v^{\prime}(r)-\frac{4 m^{2}}{r^{2}} v(r)-\rho v(r)+\frac{1}{2} u^{2}(r) & =0
\end{align*}\right.
$$



Figure 31. Plot of $v_{1}$, one-dimensional starting point and two-dimensional excited state, $\rho=0.2$.


Figure 32. Plot of $u_{k}, \rho=0.5, k=0, k=1, k=2$ and $k=3$.


Figure 33. Plot of $v_{k}, \rho=0.2, k=0, k=1, k=2$ and $k=3$.

Such solutions vanish at $r=0$ and we set $u(r)=r^{m} U(r)$ and $v(r)=r^{2 m} V(r)$. The system turns into

$$
\left\{\begin{array}{l}
U^{\prime \prime}(r)+\frac{1+2 m}{r} U^{\prime}(r)-U(r)+r^{2 m} U(r) V(r)=0  \tag{3.13}\\
V^{\prime \prime}(r)+\frac{1+4 m}{r} V^{\prime}(r)-\rho V(r)+\frac{1}{2} U^{2}(r)=0
\end{array}\right.
$$

We decide to use the continuation procedure described above, taking $m$ as a continuation parameter that is still noted $s$ : we define the pair $\left(U_{s}(r), V_{s}(r)\right)$ as the solutions of (3.13). Differentiating with respect to $s \in[0, m]$, we get

$$
\left\{\begin{array}{c}
\dot{U}_{s}^{\prime \prime}(r)+\frac{1+2 s}{r} \dot{U}_{s}^{\prime}(r)-\dot{U}_{s}(r)+r^{2 s} V_{s}(r) \dot{U}_{s}(r)+r^{2 s} U_{s}(r) \dot{V}_{s}(r)=  \tag{3.14}\\
\\
-\frac{2}{r} U_{s}(r)-2 \log r r^{2 s} U_{s}(r) V_{s}(r) \\
\dot{V}_{s}^{\prime \prime}(r)+\frac{1+4 s}{r} \dot{V}_{s}^{\prime}(r)-\rho \dot{V}_{s}(r)+U_{s}(r) \dot{U}_{s}(r)=-\frac{4}{r} V_{s}(r)
\end{array}\right.
$$

If $\left(U_{s}, V_{s}\right)$ is known, this gives us $\left(\dot{U}_{s}, \dot{V}_{s}\right)$. Here again, a differential solver enables us to compute $\left(U_{m}, V_{m}\right)$ from Cauchy data $\left(U_{0}, V_{0}\right)$ which is nothing else but the bright solitons in the two-dimensional case, because of the the friction terms $U^{\prime}(r) / r$ and $V^{\prime}(r) / r$ in the system at $s=0$. The boundary conditions set at the right side of the numerical domain are the same as for bright solitons. We show in Figures 34 and 35 the profiles of excited states $\left(u_{k, m}, v_{k, m}\right)$ obtained in the case $m=1$ for various $k$.

Taking larger values of $m$ has faced us with a stability problem, due to the fact that the original solutions are $(u(r), v(r))=\left(r^{m} U(r), r^{2 m} V(r)\right)$. Consequently, a small perturbation in the computation of $(U, V)$ will generate a catastrophic variation on $u$ and $v$ at large $r$. This can be dramatic when seeking excited states with large number of nodes. If $m>1$, we then use the previous continuation method from 0 to 1 and we go back to


Figure 34. Plot of $u_{k, m}, m=1, \rho=0.2, k=0, k=1, k=2$ and $k=3$.


Figure 35. Plot of $v_{k, m}, m=1, \rho=0.2, k=0, k=1, k=2$ and $k=3$.
the initial system from 1 to $m$; the system that is solved in order to compute $(\dot{u}, \dot{v})$ is now

$$
\left\{\begin{array}{l}
\dot{u}_{s}^{\prime \prime}(r)+\frac{1}{r} \dot{u}_{s}^{\prime}(r)-\frac{s^{2}}{r^{2}} \dot{u}_{s}(r)-\dot{u}_{s}(r)+v_{s}(r) \dot{u}_{s}(r)+u_{s}(r) \dot{v}_{s}(r)=\frac{2 s}{r^{2}} u_{s}(r)  \tag{3.15}\\
\dot{v}_{s}^{\prime \prime}(r)+\frac{1}{r} \dot{v}_{s}^{\prime}(r)-\frac{4 s^{2}}{r^{2}} \dot{v}_{s}(r)-\rho \dot{v}_{d}(r)+u_{s}(r) \dot{u}_{s}(r)=\frac{8 s}{r^{2}} v_{s}(r)
\end{array}\right.
$$



Figure 36. Plot of $u_{1,1}$ and $v_{1,1}, \rho=4$.

In this case, the two continuation techniques have been compared and the solutions that are found are quite the same. As for equation (1.1), it seems that taking larger values of $m$ translates the vortex.

We have also used this strategy with respect to parameter $\rho$, between its initial value and some final value $\rho_{f}$. Indeed, it had been observed that excited bright solitons for the one-dimensional case do not exist if $\rho \geq 1$. We then decided to investigate if excited vortex states could exist anyway for large $\rho$. Continuation technique enabled us to compute excited states for $\rho>1$ (that is for $\rho_{f}>1$ ) (see Fig. 36) where the first excited vortex solution has been computed for $\rho=4$ ). This possibility to find vortex solutions for large $\rho$ points out that the continuation techniques that are successively used are not commutative: it would be impossible to reach vortex excited states at some $\rho \geq 1$ starting from one-dimensional excited bright solitons computed with $\rho$ since these states do not exist. Note that in [6], vortex states have been computed in the case $k=0$ with a finite-difference strategy.

## 4. Three-wave models

We finally investigate the case where the nonlinear model involves 3 coupled waves noted $u, v$ and $w$, respectively associated to carrying wave numbers $k_{u}, k_{v}$ and $k_{w}$, with the matching condition $k_{w}=k_{u}+k_{v}$. The system that has to be solved writes now

$$
\left\{\begin{array}{l}
\Delta u-u+\bar{v} w=0  \tag{4.1}\\
\Delta v-\gamma v+\bar{u} w=0 \\
\Delta w-\rho w+u v=0
\end{array}\right.
$$

where $\rho$ and $\gamma$ are strictly positive constants. If $\gamma=1$, it is possible to find real solutions of the form $(u, u, v)$, where $u$ and $v$ solve the two-wave model described in the previous section.

### 4.1. One-dimensional solitons

For $\gamma \neq 1$, it becomes impossible to use a scalar shooting strategy as before to compute stationary states. This can be explained by the relation that can be obtained between the values $\alpha, \beta$ and $\delta$ of $u, v$ and $w$ at $r=0$ (assuming that the expected solutions of (4.1) satisfy $\left.u^{\prime}(0)=v^{\prime}(0)=w^{\prime}(0)=0\right)$. Indeed, following the strategy used for Proposition 3.1, it is possible to show that the new relation reads now

$$
\begin{equation*}
\alpha^{2}+\gamma \beta^{2}+\rho \delta^{2}-2 \alpha \beta \delta=0 . \tag{4.2}
\end{equation*}
$$

Thus, it becomes impossible to express all the values at the origin with respect to one single parameter that can be used as a shooting parameter. We then intend to use a continuation technique, starting from the two-wave system obtained initially setting $\gamma=1, u_{1}=v_{1}=u$ and $w_{1}=v$ that can be computed using the algorithm described in Section 3.

Let $\left(u_{s}, v_{s}, w_{s}\right)$ be the solution of the nonlinear system

$$
\left\{\begin{array}{l}
u_{s}^{\prime \prime}(r)-u_{s}(r)+w_{s}(r) v_{s}(r)=0  \tag{4.3}\\
v_{s}^{\prime \prime}(r)-s v_{s}(r)+w_{s}(r) u_{s}(r)=0 \\
w_{s}^{\prime \prime}(r)-\rho w_{s}(r)+u_{s}(r) v_{s}(r)=0
\end{array}\right.
$$

We assume that the one-parameter family $\left(u_{s}, v_{s}, w_{s}\right)$ solves (4.3) for each $s$, then if we differentiate with respect to $s$, we find that

$$
\left\{\begin{array}{l}
\dot{u}_{s}^{\prime \prime}(r)-\dot{u}_{s}(r)+w_{s}(r) \dot{v}_{s}(r)+v_{s}(r) \dot{w}_{s}(r)=0  \tag{4.4}\\
\dot{v}_{s}^{\prime \prime}(r)-s \dot{v}_{s}(r)+w_{s}(r) \dot{u}_{s}(r)+u_{s}(r) \dot{w}_{s}(r)=v_{s}(r) \\
\dot{w}_{s}^{\prime \prime}(r)-\rho \dot{w}_{s}(r)+v_{s}(r) \dot{u}_{s}(r)+u_{s}(r) \dot{v}_{s}(r)=0,
\end{array}\right.
$$

for each $s$ between 1 and $\gamma$. This system enables to find $\left(\dot{u}_{s}, \dot{v}_{s}, \dot{w}_{s}\right)$ if $\left(u_{s}, v_{s}, w_{s}\right)$ is known, under the general form $\left(\dot{u}_{s}, \dot{v}_{s}, \dot{w}_{s}\right)=G\left(\left(u_{s}, v_{s}, w_{s}\right)\right)$. As in the two-wave model, $\left(\dot{u}_{s}, \dot{v}_{s}, \dot{w}_{s}\right)$ solves a linear system with coefficients and source term depending on $\left(u_{s}, v_{s}, w_{s}\right)$. We then solve the differential problem

$$
\left\{\begin{array}{l}
\left(\dot{u}_{s}, \dot{v}_{s}, \dot{w}_{s}\right)=G\left(\left(u_{s}, v_{s}, w_{s}\right)\right), \quad s \in I  \tag{4.5}\\
\left.\left(u_{s}, v_{s}, w_{s}\right)\right|_{s=1}=\left(u_{1}, u_{1}, v_{1}\right)
\end{array}\right.
$$

where $I=[\gamma, 1]$ if $\gamma<1$ and $I=[1, \gamma]$ if $\gamma \geq 1$ and find the three-wave soliton starting from the two-wave soliton. Note that in this case, the starting point is such that $\left.u_{s}\right|_{s=1}=\left.v_{s}\right|_{s=1}$ and initializing with an excited state will lead us to a three-wave excited state with the same number of nodes for $u$ and $v$. In order to solve the system at each $s$, we add the following boundary conditions at $r=r_{\max }$, following the strategy defined for the two-wave system:

$$
\frac{\partial \dot{u}_{s}}{\partial r}+\dot{u}_{s}=0, \frac{\partial \dot{v}_{s}}{\partial r}+\sqrt{s} \dot{v}_{s}=-\frac{1}{2 \sqrt{s}} v_{s} \text { and } \frac{\partial \dot{w}_{s}}{\partial r}+\sqrt{\rho} \dot{w}_{s}=0 .
$$

In Figure 37 is plotted the first component $u$ of the solutions obtained for $\gamma=1,2,3$ and 4, computed for $\rho=0.5$ on the numerical domain [0,15] discretized with 1000 spatial points, starting with the two-wave solution $\left(u_{0}, v_{0}\right)$. In this case, (4.5) has been solved using $N_{\gamma}=40$ discretization points in $\gamma$. Other computations have shown that the state $\left(u_{0}, v_{0}, w_{0}\right)$ seems to exist for each $\gamma>0$. The solution at final value $\gamma$ is such that relation (4.2) is satisfied.

The same tests have been made with $\left(u_{1}, v_{1}\right)$ as the starting point (see Fig. 38 the plots of $u_{1}$ computed with different values of $\gamma$ ): in this case, we notice that the final solution keeps the same structure ( $u_{1}$ and $v_{1}$ have one node and $w_{1}$ remains strictly positive). It is remarkable that $u_{1}$ and $v_{1}$ vanish at the same point;


Figure 37. Plot of $u_{0}, \rho=0.5, \gamma=1,2,3,4$.


Figure 38. Plot of $u_{1}, \rho=0.5, \gamma=0.5,0.8,2,4$.
this implies by the maximum principle that $w_{1} \geq 0$. Furthermore, when $\gamma$ decreases, the local minimum of $w_{1}$ seems to tend to zero and the two extrema of $w_{1}$ are attained at some values of $r$ that become large. After this, it is observed that relation (4.2) is no more fulfilled and the computed solution cannot be considered as a correct one. More tests have shown that for each $k \geq 1$, there exists a threshold value $\gamma^{*}=\gamma^{*}(\rho, k)<1$ such that no solution ( $u_{k}, v_{k}, w_{k}$ ) with equal number of nodes for $u_{k}$ and $v_{k}$ will be found for $\gamma \leq \gamma^{*}$. This indicates to us


Figure 39. Plot of $u_{k}, \rho=0.5, \gamma=0.8, d=2, k=0,1,2$.
that three-wave $k$ th excited states could only exist for $\gamma \in] \gamma^{*}(\rho, k), \infty[$ which differs from the two-wave excited states where any excited solitons seem to exist for any $\rho<1$. If now $\gamma \geq 1>\gamma^{*}(\rho, k)$, excited solitons have be computed with $k$ arbitrarily large; furthermore, for each $k$, the local minima of $w_{k}$ increase with $\gamma$. Finally, it has been noticed that at $\rho$ prescribed smaller than $1,\left(\gamma^{*}(\rho, k)\right)_{k \geq 1}$ is an increasing sequence. Of course, this investigation only concerns localized solutions with the same number of nodes for the first two components $u$ and $v$. Others kinds of stationary states may exist in this case.

### 4.2. Generalizations

The same method as in Section 3 can be used in order to find stationary states in dimension $d \geq 2$. In this new context, we compute the path between the three-wave starting point ( $u_{1}, v_{1}, w_{1}$ ) in one space dimension and the solution $\left(u_{d}, v_{d}, w_{d}\right)$ of (4.1) at dimension $d$ solving a differential system similar to the one described for two-wave system. We view in Figure 39 the first wave profile obtained in the two-dimensional case for $\rho=0.5$ and $\gamma=0.8$, starting from $\left(u_{k}, v_{k}, w_{k}\right)(0 \leq k \leq 2)$. As opposed to what was observed for the two-wave case, the solutions obtained for $k=2$ indicate that excited states with same number of nodes for $u$ and $v$ may not exist for large $k$ when $\gamma$ is prescribed: the two local extrema are reached at some $r_{0}$ and $r_{1}$ that go away from the origin. The conclusion is the same as in the one-dimensional case. If $\gamma>1$, it becomes again possible to compute excited states (see Fig. 40 where the first state $u$ has been plotted for computations made with $\gamma=1.5$ ). This regime is very different qualitatively from the one found for $\gamma=0.8$.

Finally, the method still works for the determination of three-wave vortices solutions, that write $u\left(t, x_{1}, x_{2}\right)=$ $u(r) \exp \left(\mathrm{i} m_{u} \theta\right), v\left(t, x_{1}, x_{2}\right)=v(r) \exp \left(\mathrm{i} m_{v} \theta\right)$ and $w\left(t, x_{1}, x_{2}\right)=w(r) \exp \left(\mathrm{i}\left(m_{u}+m_{v}\right) \theta\right)$, where $m_{u}$ and $m_{v}$ are integers. Using the change of variables $u(r)=U(r) r^{m_{u}}, v(r)=V(r) r^{m_{v}}$ and $w(r)=W(r) r^{m_{u}+m_{v}}$, the system


Figure 40. Plot of $u_{k}, \rho=0.5, \gamma=1.5, d=2, k=1,2,3$.
that has to be solved writes

$$
\left\{\begin{array}{l}
U^{\prime \prime}(r)+\frac{1+2 m_{u}}{r} U^{\prime}(r)-U(r)+r^{2 m_{v}} W(r) V(r)=0  \tag{4.6}\\
V^{\prime \prime}(r)+\frac{1+2 m_{v}}{r} V^{\prime}(r)-\gamma V(r)+r^{2 m_{u}} W(r) U(r)=0 \\
W^{\prime \prime}(r)+\frac{1+2\left(m_{u}+m_{v}\right)}{r} W^{\prime}(r)-\rho W(r)+U(r) V(r)=0
\end{array}\right.
$$

We solve this system using a continuation technique from a starting point given by the three-wave solitons $(u, v, w)$, that is solutions of (4.1) obtained in the two-dimensional case. Here, $m_{u}$ stands for the continuation parameter, setting $m_{v}=\theta m_{u}$. In other words, the continuation acts on both $m_{u}$ and $m_{v}$ and we initialize the system with $\left.\left(U_{s}, V_{s}, W_{s}\right)\right|_{s=0}=(u, v, w)$. Once again, the path between 0 and $m_{u}$ is calculated by solving a differential system and allows us to calculate $k$ th excited vortex noted ( $u_{k, m_{u}, m_{v}}, v_{k, m_{u}, m_{v}}, w_{k, m_{u}, m_{v}}$ ). This algorithm is of course also valid for the computation of special solutions for which $m_{v}+m_{v}=0$ and $m_{u} \neq 0$, meaning that $w$ does not vanish at $r=0: u$ and $v$ stand as vortices and $w$ reduces to a usual bright soliton.

## 5. Conclusion

In this paper, we wave computed solitons for equations arising in nonlinear optics. First, we have used the classical shooting method in order to find numerical approximations of the excited states of (1.1). This method is quite robust and it allowed us to study various asymptotics in several cases: when the number of zeros $k$ is large, it is observed that $\left\|u_{k}\right\|_{L^{\infty}},\left\|u_{k}\right\|_{L^{2}},\left\|\nabla u_{k}\right\|_{L^{2}}$ and $S\left(u_{k}\right)$ are governed by scaling laws in terms of $k$ with specific exponents. In the two-dimensional case, vortex solitons have been found and here again, scaling laws involving $\sigma$ and $m$ have been numerically found. In the case of negative $\sigma$ (only investigated for $\omega=\alpha=-1$ ), we have found that the power only depends on $k$. Finally, the case $\sigma \rightarrow \sigma^{*}$ has been considered at fixed number of zeros, leading us to the conclusion that the asymptotics depends on $k$. This points out that this asymptotic behaviour is not driven by a scaling argument that would give a uniform law in terms of the number of nodes.

Then, we focused on the system of wave propagation in quadratic media. It has been shown that the shooting strategy still works in the case of two coupled waves. Even in the one-dimensional case, this model admits a large variety of stationary states (including excited states), as opposed to NLS equation. A continuation algorithm has been proposed in order to compute the path between one-dimension and $d$ dimensional solitons where the shooting method cannot be directly used. It is believed that excited states do not exist for any values of parameter $\rho$ in the system. In the two-dimensional case, vortex have been obtained with use of a change of variable that transforms the desired solutions into structures that do not vanish at the origin. These solutions are found to exist for a wider range of parameters as for bright solitons.

We have also been able to compute three-wave solitons using the continuation method, starting from two-wave solutions, as well as vortex solutions. Here again, we conjecture that depending on parameters $\rho$ and $\gamma$, this model does not possess an infinite number of excited localized solutions. It is remarkable that one-dimensional solitons for the two-wave system can be extended in such stable way in order to compute solitons for other equations: higher dimensional cases, vortex solitons, different parameters in the system, etc. This kind of method could be used in other contexts where stationary solutions cannot be explicitly integrated as solutions of a scalar differential equation.

## 6. Appendix

We give now the linear system obtained when solving differential system (3.7) for the computation of solitons in the two-wave model in dimension $d$. We recall that in this case, $s$ denotes the parameter that continuously joins one-dimensional solitons and $d$ dimensional solitons. Let $r_{j}=j h$ for $0 \leq j \leq N$ and let $\left(u_{s}\right)_{j},\left(v_{s}\right)_{j},\left(\dot{u}_{s}\right)_{j}$ and $\left(\dot{u}_{s}\right)_{j}$ respectively stand for the approximate values of $u_{s}, v_{s}, \dot{u}_{s}$ and $\dot{v}_{s}$ at $r=r_{j}$.

- For $j=0$, we have to investigate the discretization of the singular term $\dot{u}_{s}^{\prime}(r) / r$. As seen in Section 2.1, we have $\dot{u}_{s}^{\prime}(r) / r \rightarrow \dot{u}_{s}^{\prime \prime}(0)$ as $r \rightarrow 0$. Since $\dot{u}_{s}^{\prime}(0)=0$, it follows that

$$
\left(\dot{u}_{s}\right)_{1}=\left(\dot{u}_{s}\right)_{0}+\frac{h^{2}}{2}\left(\dot{u}_{s}^{\prime \prime}\right)_{0}+\mathcal{O}\left(h^{3}\right)
$$

and the second derivative at $r=0$ is approximated by $2\left(\left(\dot{u}_{s}\right)_{1}-\left(\dot{u}_{s}\right)_{0}\right) / h^{2}$. Consequently, the first equation writes

$$
-\left(\dot{u}_{s}\right)_{0}+\frac{2 s}{h^{2}}\left(\left(\dot{u}_{s}\right)_{1}-\left(\dot{u}_{s}\right)_{0}\right)+\left(v_{s}\right)_{0}\left(\dot{u}_{s}\right)_{0}+\left(u_{s}\right)_{0}\left(\dot{v}_{s}\right)_{0}=\frac{2}{h^{2}}\left(\left(u_{s}\right)_{1}-\left(u_{s}\right)_{0}\right)
$$

whereas the second one is

$$
-\rho\left(\dot{v}_{s}\right)_{0}+\frac{2 s}{h^{2}}\left(\left(\dot{v}_{s}\right)_{1}-\left(\dot{v}_{s}\right)_{0}\right)+\left(u_{s}\right)_{0}\left(\dot{u}_{s}\right)_{0}=\frac{2}{h^{2}}\left(\left(v_{s}\right)_{1}-\left(v_{s}\right)_{0}\right)
$$

- For $1 \leq j \leq N-1$, the discretization of (3.7) leads us to the discrete equations

$$
\begin{aligned}
-\left(\dot{u}_{s}\right)_{j}+\frac{1}{h^{2}}\left(\left(\dot{u}_{s}\right)_{j+1}-2\left(\dot{u}_{s}\right)_{j}\right. & \left.+\left(\dot{u}_{s}\right)_{j-1}\right)+\frac{s-1}{2 h r_{j}}\left(\left(\dot{u}_{s}\right)_{j+1}-\left(\dot{u}_{s}\right)_{j-1}\right) \\
+\left(v_{s}\right)_{j}\left(\dot{u}_{s}\right)_{j} & +\left(u_{s}\right)_{j}\left(\dot{v}_{s}\right)_{j}=-\frac{1}{2 h r_{j}}\left(\left(u_{s}\right)_{j+1}-\left(u_{s}\right)_{j-1}\right) \\
-\left(\dot{v}_{s}\right)_{j}+\frac{1}{h^{2}}\left(\left(\dot{v}_{s}\right)_{j+1}-2\left(\dot{v}_{s}\right)_{j}+\right. & \left.\left(\dot{v}_{s}\right)_{j-1}\right)+\frac{s-1}{2 h r_{j}}\left(\left(\dot{v}_{s}\right)_{j+1}-\left(\dot{v}_{s}\right)_{j-1}\right) \\
& +\left(u_{s}\right)_{j}\left(\dot{u}_{s}\right)_{j}=-\frac{1}{2 h r_{j}}\left(\left(v_{s}\right)_{j+1}-\left(v_{s}\right)_{j-1}\right)
\end{aligned}
$$

- In order to find the equation set at the last point $r_{N}$ of the domain, we start with the Taylor expansion

$$
\left(\dot{u}_{s}\right)_{N-1}=\left(\dot{u}_{s}\right)_{N}-h\left(\dot{u}_{s}^{\prime}\right)_{N}+\frac{h^{2}}{2}\left(\dot{u}_{s}^{\prime \prime}\right)_{N}+\mathcal{O}\left(h^{3}\right)
$$

from which we deduce the following relation, plugging the boundary condition $\left(\dot{u}_{s}^{\prime}\right)_{N}=-\left(1+(s-1) / 2 r_{N}\right)\left(\dot{u}_{s}\right)_{N}-$ $\left(u_{s}\right)_{N} / 2 r_{N}$ :

$$
\left(\dot{u}_{s}^{\prime \prime}\right)_{N}=\frac{2}{h^{2}}\left(\dot{u}_{s}\right)_{N-1}-\left[\frac{2}{h^{2}}+\frac{2}{h}\left(1+\frac{s-1}{2 r_{N}}\right)\right]\left(\dot{u}_{s}\right)_{N}-\frac{1}{h r_{N}}\left(u_{s}\right)_{N}+\mathcal{O}(h) .
$$

If we neglect the Taylor remainder and use the initial boundary condition $\left(u_{s}^{\prime}\right)_{N}=-\left(1+(s-1) / 2 r_{N}\right)\left(u_{s}\right)_{N}$, this finally leads us to the relation

$$
\begin{aligned}
\frac{2}{h^{2}}\left(\dot{u}_{s}\right)_{N-1}-\left[1+\frac{2}{h^{2}}+\left(1+\frac{s-1}{2 r_{N}}\right)\left(\frac{2}{h}+\frac{s-1}{r_{N}}\right)-\left(v_{s}\right)_{N}\right] & \left(\dot{u}_{s}\right)_{N}+\left(u_{s}\right)_{N}\left(\dot{v}_{s}\right)_{N} \\
& =\frac{1}{r_{N}}\left[1+\frac{1}{h}+\frac{s-1}{r_{N}}\right]\left(u_{s}\right)_{N}
\end{aligned}
$$

With the same considerations made on $v$, we also get

$$
\begin{aligned}
\frac{2}{h^{2}}\left(\dot{v}_{s}\right)_{N-1}-\left[\rho+\frac{2}{h^{2}}+\left(\sqrt{\rho}+\frac{s-1}{2 r_{N}}\right)\left(\frac{2}{h}+\frac{s-1}{r_{N}}\right)\right]\left(\dot{v}_{s}\right)_{N} & +\left(u_{s}\right)_{N}\left(\dot{u}_{s}\right)_{N} \\
& =\frac{1}{r_{N}}\left[\sqrt{\rho}+\frac{1}{h}+\frac{s-1}{r_{N}}\right]\left(v_{s}\right)_{N}
\end{aligned}
$$

If we set $\dot{U}_{s}=\left(\left(\dot{u}_{s}\right)_{0}, \ldots,\left(\dot{u}_{s}\right)_{N},\left(\dot{u}_{s}\right)_{0}, \ldots,\left(\dot{u}_{s}\right)_{N}\right) \in \mathbb{R}^{2(N+1)}$, then the matrix is a $2 \times 2$ block, where each block turns out to be a tridiagonal matrix $(N+1) \times(N+1)$. In our computations, we have preferred to deal with the vector $\dot{U}_{s}=\left(\left(\dot{u}_{s}\right)_{0},\left(\dot{v}_{s}\right)_{0}, \ldots,\left(\dot{u}_{s}\right)_{N}, \ldots,\left(\dot{v}_{s}\right)_{N}\right)$ since the profile of the matrix will not depend on the number of discretization points, contrary to the first way of storing the unknowns of the problem.

Concerning continuation algorithm with respect to other parameters such as $\rho$ or $m$ in the two-dimensional case, the way of discretizing linear elliptic problems is similar.
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