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MATCHING OF ASYMPTOTIC EXPANSIONS FOR WAVES PROPAGATION
IN MEDIA WITH THIN SLOTS II: THE ERROR ESTIMATES
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Abstract. We are concerned with a 2D time harmonic wave propagation problem in a medium
including a thin slot whose thickness ε is small with respect to the wavelength. In a previous article,
we derived formally an asymptotic expansion of the solution with respect to ε using the method
of matched asymptotic expansions. We also proved the existence and uniqueness of the terms of the
asymptotics. In this paper, we complete the mathematical justification of our work by deriving optimal
error estimates between the exact solutions and truncated expansions at any order.
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1. Introduction

Many practical applications concerning time harmonic electromagnetic or acoustic wave propagation involve
structures with at least one space dimension of characteristic length ε which is very small with respect to the
wave length λ. In this paper, we consider 2D thin slots which typically correspond to the geometry of Figure 1.

One interesting situation in applications corresponds to:

λ/1000 < ε < λ/10, ε < L/10, and λ/10 < L < 10 λ, (1.1)

where λ is the wave length, ε is the width of the slot, and L the length of the slot. This is typical for microwave
shielding of thin slots [13] or flanged waveguide antennas [11] (see [20] for more examples).

For numerical simulations of wave propagation in media with thin slots, a natural idea is to derive an
approximate “1D-2D” model: a 1D model for the propagation inside the slot and a 2D model for the rest
of the computational domain. The 1D model is posed on the curve that materializes the limit of the slot
when ε goes to 0. The main difficulty consists in finding a good method for coupling the two models. Such
models have been designed in the engineering literature (see [2,6,7,19,20] for a review) and are commonly used
in various computational codes. However, the complete understanding and evaluation of such models suffer,
to our opinion, from a lack of mathematical analysis. In [9] we considered the case of the scalar Helmholtz
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Figure 1. Geometry of the domain of propagation.

equations with homogeneous Neumann boundary conditions (the interesting case from the physical point of
view). We proposed a particular 2D-1D technique that we were able to analyze: the obtained accuracy is O(ε2).

To improve this accuracy, we need a more complete description of the asymptotic behaviour of the solution.
In [10], we derived formal asymptotic expansions of the exact solution using the technique of matched asymptotic
expansions (see, for instance, [5,8,16,24]).

Remark 1.1. An alternative approach is the multiscale technique [3,14,15,17,25]. We refer the reader to [23]
for the connection between the two approaches.

The objective of the present article is to justify theoretically these formal asymptotic expansions.
The propagation domain is defined by (see Fig. 2)

Ωε = ΩH ∪ Ωε
S , (1.2)

Ωε
S = {(x, y) ∈ R

2 | 0 < x and − ε/2 < y < ε/2}, (1.3)
ΩH = {x = (x, y) ∈ R

2 | x < 0 and x /∈ B}, (1.4)
where B is a regular obstacle included in the left half-space x < 0. We consider the problem1

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Find uε ∈ H1
loc(Ωε) outgoing solution of

∆uε + ω2 uε = −f in Ωε,

∂uε

∂n
= 0 on ∂Ωε,

(1.5)

where the source term f ∈ L2(ΩH) is compactly supported in the half-space ΩH and ω = 2π/λ is the pulsation.
The term outgoing solution refers to a prescribed behavior at infinity, needed for ensuring uniqueness result,
namely

• in ΩH , uε satisfies the Sommerfeld radiation condition (see [18] for a review);
• inside the slot, the solution is the superposition of modes which are either evanescent or propagating in

the direction x > 0 (see, for example, [9]).
The outline of the paper is as follows. In Section 2.1, we first recall the results obtained in [10]. Namely, we

give three different asymptotic expansions in three regions: the half-space (also called the far-field zone), the
slot, and the near-field zone which is a transition zone between the slot and the half-space. The terms of the
asymptotic expansions are defined as the solutions of coupled problems that have been proved to be uniquely
solvable. In Section 2.2, we state our main results (Thms. 2.2, 2.3, and 2.4) which explain in which sense our

1We have chosen to use the definition u ∈ H1
loc(D) ⇐⇒ ϕu ∈ H1(D), ∀ϕ ∈ D(R2).
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Figure 2. Domain for the model problem.

asymptotic expansions are generalized Taylor expansions of the exact solution. Section 3 is devoted to the proof
of the local approximation Theorems 2.2, 2.3, and 2.4, which will appear (Sect. 3.2) as corollaries of a global
approximation result (Thm. 3.2, Sect. 3.1). The proof of Theorem 3.2, Section 3.3, relies on a stability property
(Lem. 3.4 and Sect. 3.4 for the proof) and on a consistency result (Lem. 3.5 and Sect. 3.5 for the proof). In
Section 4 we conclude with some forthcoming and interesting issues.

2. The asymptotic expansions and associated estimates

2.1. The formal expansions

2.1.1. Preliminaries

Bessel functions and related results. In what follows, we shall make an extensive use of the Bessel functions
Jp(z) and Yp(z) for p ∈ N (see, for example, [12]). We shall use more particularly the generalized Taylor series
expansion of these functions (one of their possible definitions)⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Jp(z) =
+∞∑

l=−∞
Jp,l

(z
2

)l

,

Yp(z) =
+∞∑

l=−∞
Yp,l

(z
2

)l

+
+∞∑

l=−∞

2
π
Jp,l

(z
2

)l

log
z

2
,

(2.1)

where the numbers Jp,l are given by⎧⎪⎨⎪⎩
Jp,p+l = 0, if l < 0 or l odd,

Jp,p+2l =
(−1)l

l!(l+ p)!
, if l ≥ 0,

(2.2)

and the numbers Yp,l are given by⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Yp,−p+l = 0, if l < 0 or l odd,

Yp,−p+2l = − 1
π

(p− l − 1)!
l!

, if 0 � l < p,

Yp,p+2l = − 1
π

(−1)l

l!(l+ p)!
(ψ(l + 1) + ψ(l + p+ 1)), if p � l,

(2.3)
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with (γ is the Euler number)

ψ(1) = −γ, ψ(k + 1) = −γ +
k∑

m=1

1
m
, ∀k ∈ N

∗. (2.4)

Next, we introduce two particular sequences of functions (jp,l, yp,l, p ∈ N, l ∈ Z), playing a central role in
the forthcoming modal expansions, see (2.9) and (2.26). They are identically zero for odd l or l < 0, and are
constructed from the numbers (Jp,l, Yp,l)⎧⎪⎨⎪⎩

jp,l(ρ, θ) = Jp,p+l ρ
p+l cos pθ,

yp,l(ρ, θ) =
(
Yp,−p+l + 2

π Jp,−p+l log ρ
)
ρ−p+l cos pθ.

(2.5)

Local modal expansions of solutions of the Helmholtz equation in the half-space. In this paragraph,
we consider particular solutions of Helmholtz equation in the half-space in which the origin 0 plays a particular
role.

To this end, we introduce H1
0,loc(ΩH) the space of “H1

loc(ΩH) functions except at the origin”

H1
0,loc(ΩH) = {u ∈ D′(ΩH) / ∀ϕ ∈ C∞

00 (ΩH), ϕu ∈ H1(ΩH)}, (2.6)

with C∞
00 (ΩH) = {ϕ ∈ C∞(ΩH) / ∃ r1 > r0 > 0 such that r0 � |x| or |x| � r1 ⇒ ϕ(x) = 0}.

We are more specifically concerned in a space of H1
0,loc functions which satisfy the homogeneous Helmholtz

equation and the Neumann condition only in a neighborhood of the origin. More precisely, we introduce⎧⎪⎨⎪⎩
ΩR

H = {x ∈ ΩH and 0 < |x| < R}, (⇐⇒ 0 < r < R, 0 < θ < π)

V(ΩR
H) = {u ∈ H1

0,loc(ΩH) / ∆u+ ω2u = 0 in ΩR
H and

∂u

∂θ
(r, θ = 0, π) = 0, 0 < r < R},

(2.7)

with (r, θ) the polar coordinates so that x = −r sin θ, y = r cos θ. In what follows, R will be chosen small
enough in such a way that (

supp f ∪ B̄) ∩ ΩR
H = ∅. (2.8)

The method of separation of variables in (r, θ) naturally introduces the functions (cos pθ, p ∈ N), which are
the eigenfunctions of the operator −d2/dθ2 in the interval ]0, π[ with Neumann conditions at θ = 0 or π. Any
u ∈ V(ΩR

H) admits the following expansion (the convergence holds uniformly in any domain r0 < r < R)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
u(r, θ) =

+∞∑
p=0

(
L0

p(u) Yp(ωr) cos pθ + L1
p(u) Jp(ωr) cos pθ

)
,

=
+∞∑
p=0

+∞∑
l=0

(
L0

p(u) yp,l(ωr
2 , θ) + L1

p(u) jp,l(ωr
2 , θ)

)
,

(2.9)

where the complex coefficients L0
p(u) and L1

p(u) define linear forms in V(ΩR
H) that can be also defined as (setting

δ0 = 1 and δp = 2 for p > 0)⎧⎪⎪⎨⎪⎪⎩
L0

p(u) = lim
r→0

δp
π Yp(ωr)

∫ π

0

[u(r, θ) cos pθ] dθ,

L1
p(u) = lim

r→0

δp
π Jp(ωr)

∫ π

0

[
u(r, θ) − L0

p(u) Yp(ωr) cos pθ
]

cos pθ dθ.
(2.10)
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Figure 4. Far-field domain.

Remark 2.1. All functions of V(ΩR
H) are regular (C∞) except in a neighborhood of the origin. These singu-

larities are due to the presence of Yp(ωr) cos pθ

Y0(z) = O(log(z)) and Yp(z) = O(z−p), for z → 0. (2.11)

2.1.2. Definition of the terms of the asymptotic expansions

Asymptotic expansion of the far-field. By far-field expansion we mean the expansion with respect to ε of
the exact solution uε in the far-field domain ΩH (the half-space without the obstacle B, see Fig. 4) sufficiently
far away from the origin. This expansion uses two indices lying in the set (see Fig. 3)

J = {(i, k) ∈ N
2 / k � i}, (2.12)

and is of the form

uε =
+∞∑
i=0

i∑
k=0

(ωε
2

)i

logk
(ωε

2

)
uk

i + o(ε∞), in ΩH . (2.13)

The function u0
0 ∈ H1

loc(Ω) is the limit solution in the half-space

∆u0
0 + ω2 u0

0 = −f in ΩH ,
∂u0

0

∂n
= 0 on ∂ΩH , u0

0 is outgoing. (2.14)

For each (i, k) �= (0, 0), the function uk
i only belongs to H1

0,loc(ΩH) and satisfies

∆uk
i + ω2 uk

i = 0 in ΩH ,
∂uk

i

∂n
= 0 on ∂ΩH \ {0}, uk

i is outgoing. (2.15)

Moreover, the singularity at the origin of uk
i is limited “at order i− k”, namely

L0
p(u

k
i ) = 0, ∀p > i− k. (2.16)

Remark 2.2. As f is compactly supported in ΩH and due to equation (2.15), the functions uk
i ’s belong to

V(ΩR
H) and therefore are in the domain of L0

p and L1
p, for p ∈ N.

Remark 2.3. For convenience, we set

uk
i ≡ 0 for (i, k) /∈ J. (2.17)
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Figure 5. Slot-field domain.

Asymptotic expansion of the slot-field. This expansion holds in the slot-field domain Ωε
S , see Figure 5. In

such a domain, it is natural to introduce the scaling (x, Y ) = (x, y/ε), so that

(x, y) ∈ Ωε
S ⇐⇒ (x, y/ε) ∈ Ω̂S = ] 0,+∞ [ × ] − 1/2, 1/2 [,

where Ω̂S is a normalized (or canonical) slot of width 1. If we introduce the functions

Uε(x, Y ) = uε(x, εY ), (2.18)

we have

Uε(x, Y ) =
+∞∑
i=0

i∑
k=0

(ωε
2

)i

logk
(ωε

2

)
Uk

i (x) + o(ε∞), (x, Y ) ∈ ΩS , (2.19)

where the functions Uk
i ’s solutions of the 1D-Helmholtz equation defined on R+

d2Uk
i

dx2
+ ω2Uk

i = 0. (2.20)

Taking into account the outgoing condition, we have

Uk
i (x) = Uk

i (0) exp (iωx). (2.21)

Remark 2.4. The reader will notice that the y-dependence of uε is contained in the o(ε∞) term.

Remark 2.5. By convention, we set
Uk

i ≡ 0 for (i, k) /∈ J. (2.22)

The near-field expansion. This expansion will be valid in a small neighborhood of the origin. To define it
properly we introduce the domain Ωε

N (it coincides with Ωε in the absence of obstacle, see Fig. 6)

(x, y) ∈ Ωε
N ⇐⇒ (x/ε, y/ε) ∈ Ω̂N =

(
] −∞, 0 [ × R

)
∪

(
[0,+∞ [ × ] − 1

2
,
1
2

[
)
. (2.23)

The domain Ω̂N is its normalized version. In [10], it was shown that there exists a family of functions Uk
i ∈

H1
loc(Ω̂N ) such that one has the formal asymptotic expansion

uε(x, y) =
+∞∑
i=0

i∑
k=0

(ωε
2

)i

logk
(ωε

2

)
Uk

i

(x
ε
,
y

ε

)
+ o(ε∞), for ‖(x, y)‖ < R. (2.24)

Uk
i ≡ 0, with (i, k) /∈ J, (2.25)
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the function Uk
i satisfies the embedded Laplace equation

∆Uk
i = −4 Uk

i−2 in Ω̂N and
∂Uk

i

∂n
= 0 on ∂Ω̂N . (2.26)

Moreover, they are related to the far-fields through the following matching conditions

Uk
i (ρ, θ) =

+∞∑
p=0

+∞∑
l=0

[(
L1

p(u
k
i−p−l) +

2
π
L0

p(u
k−1
i−p−l)

)
jp,l(ρ, θ) + L0

p(u
k
i+p−l) yp,l(ρ, θ)

]
, (2.27)

for ρ > 1
2 , θ ∈ [0;π] where (ρ, θ) are the polar coordinates associated to X and Y , and to the slot-fields via the

matching conditions

Uk
i (X,Y ) =

i−k∑
l=0

Uk
i−l(0)

(2iX)l

l!
+ δUk

i (X,Y ), for X > 0, −1
2
< Y <

1
2
, (2.28)

with |δUk
i (X,Y )| � Cm

Xm
.

Remark 2.6. In the right hand side of (2.27), we have explicitly used the convention uk
i ≡ 0 for (i, k) /∈ J.

The convergence of this series is proved in [22].

The existence and uniqueness result. In [10], Theorem 4.1, we have proved the following result.

Theorem 2.1. There exists a unique family of functions uk
i ∈ H1

0,loc(ΩH), Uk
i ∈ H1

loc(Ω̂N ), and Uk
i ∈ C∞(R+)

with (i, k) ∈ J satisfying equations (2.14), (2.15), (2.16), (2.21), (2.26), (2.27), and (2.28). Moreover,
• the near-fields have the following asymptotic behaviours at infinity{

(i) Uk
i (X,Y ) � C X i−k, for X > 0,

(ii) Uk
i (ρ, θ) � C ρi−k, for X < 0;

(2.29)

• the far-fields satisfy
L0

p(u
k
i ) = 0, for all p � i− k. (2.30)

2.2. The main results

In this section, we state three theorems which specify the sense to be given to the expansions (2.13), (2.19)
and (2.24). Note that the proofs of these theorems are postponed to Section 3.

The following theorem concerns the far-field approximation.
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Theorem 2.2. For any compact set FH ⊂ ΩH \ {0} and any p ∈ N, there exists a positive constant Cp =
Cp(ω, FH , supp(f)) such that

∥∥∥uε −
p∑

i=0

i∑
k=0

(ωε
2

)i

logk
(ωε

2

)
uk

i

∥∥∥
H1(FH)

� Cp

(ωε
2

)p+1 ∣∣∣ log
(ωε

2

)∣∣∣p ‖f‖L2. (2.31)

The second result concerns the slot-field approximation in scaled variables.

Theorem 2.3. With Uε defined by (2.18), for any compact set FS ⊂ {
(x, y) ∈ Ω̂S/x �= 0

}
and any p ∈ N,

there exists a positive constant Cp = Cp(ω, FS , supp(f)) > 0 such that

∥∥∥Uε −
p∑

i=0

i∑
k=0

(ωε
2

)i

logk
(ωε

2

)
Uk

i

∥∥∥
H1(FS)

� Cp

(ωε
2

)p+1 ∣∣∣ log
(ωε

2

) ∣∣∣p+1

‖f‖L2. (2.32)

For the near-field approximation result, we first notice that for any compact FN of Ω̂N and for ε small enough
εFN is included in Ωε and we can define

Uε(X,Y ) = uε(εX, εY ), ∀(X,Y ) ∈ FN . (2.33)

Theorem 2.4. For any compact subset FN of Ω̂N and any p ∈ N, there exists a positive constant Cp =
Cp(ω, FN , supp(f)) > 0 such that

∥∥∥ Uε −
p∑

i=0

i∑
k=0

(ωε
2

)i

logk
(ωε

2

)
Uk

i

∥∥∥
H1(FN )

� Cp

(ωε
2

)p+1 ∣∣∣ log
(ωε

2

)∣∣∣p+1

‖f‖L2. (2.34)

Remark 2.7. We cannot claim that the formal series (2.13), (2.19), and (2.24) converge, since the constants Cp

depend on p.

Remark 2.8. Due to the uniqueness of the generalized Taylor expansion, there exists a unique family of far-
fields {uk

i }(i,k)∈J — resp. slot-fields {Uk
i }(i,k)∈J and near-fields {Uk

i }(i,k)∈J — satisfying inequalities (2.31) —
resp. (2.32) and (2.34) — for all p ∈ N.

3. Error analysis

3.1. A global approximation result

A natural way for defining an approximation ũε
n of uε is to construct a function that coincides

(i) outside a small neighborhood of the origin and x < 0, with the truncated far-field expansion uε
n

uε
H,n(x) :=

n∑
i=0

i∑
k=0

(ωε
2

)i (
log

ωε

2

)k

uk
i (x), in ΩH ; (3.1)

(ii) inside a small neighborhood of the origin, with the truncated near-field expansion

uε
N,n(x) :=

n∑
i=0

i∑
k=0

(ωε
2

)i (
log

ωε

2

)k

Uk
i

(x
ε

)
, in Ωε

N ; (3.2)
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(iii) inside the slot and x “large” enough, with the truncated slot-field expansion Uε
n

uε
S,n(x) :=

n∑
i=0

i∑
k=0

(ωε
2

)i (
log

ωε

2

)k

Uk
i (x), in Ωε

S ; (3.3)

(iv) a linear combination of these three fields in the intermediate zones.

This can be done via a partition of unity. To do so, we first introduce ηH(ε) > 0 and ηS(ε) > 0 for defining
the size of a small neighborhood of the origin. These are a prior i quantities that we authorize to vary with ε in
order to optimize the resulting error estimate. Obviously ηH(ε) and ηS(ε) are devoted to tend to zero with ε
to have a good approximation for the near field. However ηH(ε) can not vanish too quickly because of the
singularity of the far-fields uk

i . This will clearly appear in the proof and will be more precise in (3.12). Let us
introduce the domains ⎧⎪⎪⎪⎨⎪⎪⎪⎩

Bε
H =

{
(r, θ) ∈ ΩH

∣∣∣ 0 � r � 2ηH(ε)
}
,

Bε
S =

{
(x, y) ∈ ΩS

∣∣∣ 0 � x � 2ηS(ε)
}
,

Bε
N = Bε

H ∪Bε
S .

(3.4)

Next, we introduce a 1D-cut-off function χ

χ ∈ C∞(R+; R+) with χ(z) = 0 if z ≤ 1 and χ(z) = 1 if z ≥ 2. (3.5)

We define the function χε
H ∈ C∞(Ωε) such that⎧⎪⎪⎨⎪⎪⎩

χε
H(x) = 1, in ΩH \Bε

H ,

χε
H(x) = 0, in Ωε

S ,

χε
H(x) = χ

(|x|/ηH(ε)
)
, in Bε

H .

(3.6)

Similarly, we introduce χε
S ∈ C∞(Ωε) such that⎧⎪⎪⎨⎪⎪⎩

χε
S(x, y) = 0, in ΩH ,

χε
S(x, y) = 1, in Ωε

S \Bε
S ,

χε
S(x, y) = χ(x/ηS(ε)), in Bε

S .

(3.7)

The reader will notice that by construction

∂χε
H

∂n
=
∂χε

S

∂n
= 0 on ∂Ωε. (3.8)

Definition 3.1. The global approximation of order n is the function ũε
n from Ωε to C defined by

ũε
n = χε

H uε
H,n + χε

S u
ε
S,n + (1 − χε

H − χε
S) uε

N,n. (3.9)

By construction, one has {
ũε

n = uε
H,n, in ΩH \Bε

H ,

ũε
n = uε

S,n, in Ωε
S \Bε

S ,
(3.10)

and ũε
n coincides with uε

N,n in a neighborhood of the origin. The following theorem will be proved in Section 3.3.
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Theorem 3.2. Assume that ηH(ε) < R/2 with R such that (2.8) holds. For all bounded open O ⊂ R2, for all m
and n in N, and for all f compactly supported in ΩH , there exist a real Cn = Cn(O,m, f, ω) > 0 and ε0 > 0
satisfying for ε < ε0:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∥∥uε − ũε
n

∥∥
H1(O∩Ωε)

� Cn

∣∣∣ log
ωε

2

∣∣∣n ∣∣∣ log
ωηH(ε)

2

∣∣∣3/2 [(ωηH(ε)
2

)n+1

+
( ε

ηH(ε)

)n+1]

+ Cn

∣∣∣ log
ωε

2

∣∣∣n √
ε

ηS(ε)

[(ωηS(ε)
2

)n+1

+
( ε

ηS(ε)

)m]
.

(3.11)

We see on estimate (3.11) that, in order to deduce a convergence result when ε goes to zero, we need that
the functions ηS and ηH satisfy the double property

lim
ε→0

η(ε) = 0 and lim
ε→0

ε/η(ε) = 0. (3.12)

To optimize the choice of ηH(ε) and ηS(ε) we first choose ηH(ε) in order to minimize the quantity(ωηH(ε)
2

)n+1

+
( ε

ηH(ε)

)n+1

(3.13)

which appear in the right hand side of (3.11). This leads to

ωηH(ε)
2

=
(ωε

2

)1/2

. (3.14)

Next, it suffices to adjust the choice of ηS(ε) and m in such a way that the second term in (3.11) decays to zero
with approximately the same speed. This is obtained by choosing

ωηS(ε)
2

=
(ωε

2

)1/2

and m = n+ 1. (3.15)

Finally, applying Theorem 3.2 (note that ηH(ε) < R/2 for ε small enough), we have proved the following
corollary.

Corollary 3.3. For any n and any compact set O ⊂ R2, there exists a constant Cn = Cn(O, f, ω) such that:

∥∥uε − ũε
n

∥∥
H1(O∩Ωε)

� Cn

∣∣∣ log
ωε

2

∣∣∣n+ 3
2
(ωε

2

)n+1
2
. (3.16)

3.2. Local error estimates: proof of Theorems 2.2, 2.3, and 2.4

In this section, we show that the Theorems 2.2, 2.3, and 2.4 are corollaries of Theorem 3.2 (more precisely
of estimate (3.16) of Cor. 3.3).

Proof of Theorem 2.2. Let FH be a compact set of ΩH \{0}. We choose O = FH and n = 2p+2 in Corollary 3.3
to obtain ∥∥uε − ũε

2p+3

∥∥
H1(FH )

� Cp

∣∣∣ log
ωε

2

∣∣∣2p+ 7
2
(ωε

2

)p+ 3
2 � Cp

∣∣∣ log
ωε

2

∣∣∣p(ωε
2

)p+1

, (3.17)

where we have used | log ωε
2 |p+ 7

2 (ωε
2 )

1
2 � Cp and where the Cp’s denote generically the constants depending

on p. Since FH does not include a small neighborhood of 0, one has for ε small enough

ũε
2p+3 = uε

H,2p+3 ⇒ ∥∥uε − uε
H,2p+3

∥∥
H1(FH )

� Cp

∣∣∣ log
ωε

2

∣∣∣p(ωε
2

)p+1

. (3.18)
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Moreover, we remark that (the uk
i ’s do not depend on ε)

‖uε
H,2p+3 − uε

H,p‖H1(FH ) �
2p+3∑

i=p+1

i−1∑
k=0

(ωε
2

)i ∣∣∣ log
ωε

2

∣∣∣k ‖uk
i ‖H1(FH) � Cp

∣∣∣ log
ωε

2

∣∣∣p(ωε
2

)p+1

. (3.19)

The conclusion follows by triangular inequality from (3.18) and (3.19). �
Proof of Theorem 2.4. Let O ⊂ R2 be an open subset containing the point 0. We choose n = 2p + 4 and we
apply Corollary 3.3

∥∥uε − ũε
2p+4

∥∥
H1(O∩Ωε)

� Cp

∣∣∣ log
ωε

2

∣∣∣2p+ 11
2
(ωε

2

)p+ 5
2 � Cp

∣∣∣ log
ωε

2

∣∣∣p+1(ωε
2

)p+2

. (3.20)

Let FN be a compact set of the closure of Ω̂N . Since for ε small enough, εFN ⊂ O ∩ Ωε, one has

∥∥uε − ũε
2p+4

∥∥
H1(εFN )

� Cp

∣∣∣ log
ωε

2

∣∣∣p+1(ωε
2

)p+2

. (3.21)

Moreover, for ε small enough, one has in εFN

ũε
2p+4(x) = uε

N,2p+4(x) =⇒ ∥∥uε − uε
N,2p+4

∥∥
H1(εFN )

� Cp

∣∣∣ log
ωε

2

∣∣∣p+1(ωε
2

)p+2

. (3.22)

With Uε(X) = uε(εX) and Uε
N,n(X) = uε

N,n(εX), scaling this equation (x = εX){ ∥∥Uε − Uε
N,2p+4

∥∥
L2(FN )

= 1
ε

∥∥uε − uε
N,2p+4

∥∥
L2(εFN )∥∥∇Uε − Uε

N,2p+4

∥∥
L2(FN )

=
∥∥∇uε − uε

N,2p+4

∥∥
L2(εFN )

(3.23)

leads to ∥∥Uε − Uε
N,2p+4

∥∥
H1(FN )

� Cp

∣∣∣ log
ωε

2

∣∣∣p+1(ωε
2

)p+1

. (3.24)

Since none of the Uk
i depends on ε⎧⎪⎪⎪⎨⎪⎪⎪⎩

‖Uε
N,2p+4 − Uε

N,p‖H1(FN ) �
2p+4∑

i=p+1

i∑
k=0

(ωε
2

)i ∣∣∣ log
ωε

2

∣∣∣k‖Uk
i ‖H1(FN )

� Cp

∣∣∣ log
ωε

2

∣∣∣p+1 (ωε
2

)p+1

.

(3.25)

We conclude by triangular inequality from (3.24) and (3.25). �
Proof of Theorem 2.3. It combines the arguments of Theorems 2.2 and 2.4. The details are left to the reader. �

3.3. Proof of the global error estimate (Thm. 3.2)

Reduction to a bounded domain. The forthcoming analysis, in particular the stability analysis, will use
compactness results that require to work in spaces of functions defined in a bounded domain. That is why we
need to characterize the restriction of the solution uε of our problem to a bounded domain. This can de done,
if the domain is chosen large enough, by exploiting the outgoing nature of the solution.

Let A > 0 be chosen sufficiently large in order that

∀x ∈ supp(f) ∪ B, |x| < A. (3.26)
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δ
A

x

y

ΓA Γb
ε

Γb
ε

Σε,δ

Figure 7. The domain Ωb
ε.

Let δ > 0. We define the bounded open set Ωb
ε, see Figure 7, such that

Ωb
ε = ΩA

H ∪ Ωε,δ
S (3.27)

where ΩA
H and Ωε,δ

S are defined by ⎧⎨⎩ ΩA
H =

{
x ∈ ΩH / |x| < A

}
,

Ωε,δ
S =

{
x ∈ Ωε

S / x < δ
}
.

(3.28)

In our notation b means “bounded” but also represents the couple (A, δ). The boundary of Ωb
ε is split into three

parts:
∂Ωb

ε = ΓA ∪ Σε,δ ∪ Γb
ε (3.29)

where ΓA = {x ∈ ΩH / |x| = A}, Σε,δ = {x ∈ Ωε
S / x = δ}, and Γb

ε = ∂Ωb
ε ∩ ∂Ωε.

Let us point out that, in order to prove Theorem 3.2, we simply have to prove that the H1-norm of uε − ũε
n

is bounded by the same expression as in right hand side of (3.11) where the constant Cn depends on A and δ.
Indeed, for any bounded open set O, O ∩ Ωε is included in some Ωb

ε for A and δ appropriately chosen.
It is classical result that the restriction to Ωb

ε of the solution uε can be characterized as the unique solution
(still denoted uε for simplicity), of the boundary value problem⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∆uε + ω2 uε = −f, in Ωb
ε,

∂uε

∂n
= 0, on Γb

ε,

∂uε

∂n
+ TA uε = 0, on ΓA,

∂uε

∂n
+ Tε,δ u

ε = 0, on Σε,δ,

(3.30)

where TA and Tε,δ are nonlocal boundary operators. More precisely:

(i) The operator Tε,δ ∈ L(H1/2(Σε,δ);H−1/2(Σε,δ)
)

is constructed such that the condition

∂uε

∂n
+ Tε,δ u

ε = 0, on Σε,δ (3.31)

is a transparent (or exact) boundary condition for any outgoing solution u of the Helmholtz equation
in the semi-strip Ωε

S . This operator is explicitly constructed, in diagonal form, by using the separation
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of variables in cartesian coordinates for the expression of such solutions. Introducing the orthonormal
basis of L2(Σε,δ) (Σε,δ is parametrized by y ∈ ] − L/2, L/2[ )

wε
0(y) = (1/ε)

1
2 , wε

n(y) = (2/ε)
1
2 cos

[nπ
ε

(
y +

ε

2

)]
, for n ≥ 1, (3.32)

the operator Tε,δ is given for any ϕ in H1/2(Σε,δ) by

Tε,δ ϕ = −iω ϕε,δ
0 wε

0 +
+∞∑
n=1

ξε
n(ω) ϕε,δ

n wε
n, ϕε,δ

n =
∫ ε

2

− ε
2

ϕ(δ, y) wε
n(y)dy (3.33)

where, assuming that εω < 1, we have for n ∈ N

ξε
0(ω) = −iω, ξε

n(ω) =
(
π2n2

ε2
− ω2

) 1
2

, ∀n ∈ N
∗. (3.34)

As Re(ξε
n(ω)) � 0 and Im(ξε

n(ω)) � 0, Tε,δ has the important properties

Re 〈Tε,δ ϕ;ϕ〉Σε,δ
� 0 and Im 〈Tε,δ ϕ;ϕ〉Σε,δ

� 0 (3.35)

where we use the notation 〈·, ·〉Γ for the duality pairing between H− 1
2 (Γ) and H

1
2 (Γ).

(ii) The operator TA ∈ L(H1/2(ΓA);H−1/2(ΓA)) is constructed such that the condition

∂u

∂n
+ TA u = 0, on ΓA (3.36)

is a transparent (or exact) boundary condition for any outgoing solution u of the Helmholtz equation
in the half-space ΩH . Once again, this operator is explicitly constructed, in diagonal form, by using
the separation of variables in polar coordinates for the expression of such solutions. We refer the reader
to [9] for the analytic expression and only emphasize the important properties

Re 〈TA ϕ;ϕ〉ΓA
� 0 and Im 〈TA ϕ;ϕ〉ΓA

� 0. (3.37)

The error analysis. It is easy to show that the boundary value problem (3.30) is equivalent to the following
variational problem

Find uε ∈ H1(Ωb
ε) such that: ab

ε(u
ε, v) =

∫
Ωb

ε

f v, ∀v ∈ H1(Ωb
ε) (3.38)

where ab
ε : H1(Ωb

ε) × H1(Ωb
ε) �−→ C is the bilinear form given by

ab
ε(u; v) =

∫
Ωb

ε

(
∇u ∇v − ω2 u v

)
+ 〈Tε,δ u, v〉Σε,δ

+ 〈TA u, v〉ΓA
. (3.39)

Now, we associate an operator equation to this variational formulation

Find uε ∈ H1(Ωb
ε) such that Aε

b u
ε = Lε

b, (3.40)

where Aε
b ∈ L(H1(Ωb

ε)
)

is the continuous operator associated to ab
ε(·, ·) via Riesz theorem

(Aε
b u, v)H1(Ωb

ε) = ab
ε(u, v), ∀(u, v) ∈ H1(Ωb

ε)
2, (3.41)
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and the vector Lε
b ∈ H1(Ωb

ε) is defined via Riesz theorem

(Lε
b, v)H1(Ωb

ε) =
∫

Ωb
ε

f v, ∀v ∈ H1(Ωb
ε). (3.42)

From the well-posedness of (1.5), which is equivalent to (3.30), we deduce that Aε
b is an isomorphism in H1(Ωb

ε).
Subtracting Aε

b ũ
ε
n to the two members of equation, we get the following equation for the error we wish to

estimate
Aε

b (ũε
n − uε) = Aε

b ũ
ε
n − Lε

b. (3.43)
Therefore, the error analysis relies on two fundamental results which will be proven in the next two sections

(i) a stability result (Lem. 3.4) which provides an upper bound for the norm of the solution opera-
tor (Aε

b)
−1

Lemma 3.4 (stability). There exists a positive constant C = C(ω,A, δ) (independent of ε) such that∥∥(Aε
b

)−1∥∥
L
(
H1(Ωb

ε)
) � C; (3.44)

(ii) a consistency estimate (Lem. 3.5) which provides an estimate of the residue Aε
b ũ

ε
n − Lε

b

Lemma 3.5 (consistency). For any n > 0 and m > 0, there exists a constant Cn,m = Cn,m(ω,R, δ, f)
(independent of ε) such that⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∥∥Aε
b ũ

ε
n − Lε

b

∥∥
H1(Ωb

ε)
� Cn,m

∣∣∣ log
ωε

2

∣∣∣n ∣∣∣ log
ωηH

2

∣∣∣ 3
2
[ (ωηH

2

)n+1

+
( ε

ηH

)n+1 ]

+ Cn,m

∣∣∣ log
ωε

2

∣∣∣n ( √
ε

ηS(ε)

) [ (ωηS

2

)n+1

+
( ε

ηS

)m ]
.

(3.45)

Finally, the proof of Theorem 3.2 follows from the inequality (deduced from (3.43))

‖ũε
n − uε‖H1(Ωb

ε) �
∥∥(Aε

b

)−1∥∥
L
(
H1(Ωb

ε)
) (∥∥Aε

b ũ
ε
n − Lε

b

∥∥
H1(Ωb

ε)

)
. (3.46)

3.4. The stability result: proof of the Lemma 3.4

We make a proof by contradiction. If (Aε
b)

−1 is not bounded independently of ε, then for ε tending to zero,
there exists a family of functions {uε} parametrized by ε such that

‖uε‖H1(Ωb
ε) = 1 and ‖Aε

bu
ε‖H1(Ωb

ε) → 0 for ε→ 0. (3.47)

Next, we decompose the proof into three steps.

Step 1. We first show that uε does converge to zero weakly in H1(ΩA
H) so that, by compactness

lim
ε→0

‖uε‖L2(ΩA
H ) = 0. (3.48)

Indeed, as ΩA
H ⊂ Ωb

ε, one has
‖uε‖H1(ΩA

H ) � ‖uε‖H1(Ωb
ε). (3.49)

Hence, one can extract from uε a family which converges weakly in H1(ΩA
H) to u ∈ H1(ΩA

H). Let us introduce
the space of test functions H1

00(Ω
A
H) defined by

H1
00(Ω

A
H) =

{
v ∈ H1(ΩA

H) / ∃ ε0(v) > 0, v(x) = 0 for |x| < ε0
}
. (3.50)
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For all v ∈ H1
00(ΩR

H) and for ε < ε0(v), one has (use (3.39), (3.41) and the property of v)

(Aε
bu

ε; v)H1(Ωb
ε) =

∫
ΩA

H

(
∇uε ∇v − ω2 uε v

)
+ 〈TA uε, v〉ΓA

. (3.51)

When ε tends to 0, this leads to∫
ΩA

H

(
∇u ∇v − ω2 u v

)
+ 〈TA u, v〉ΓA

= 0, ∀v ∈ H1
00(Ω

A
H). (3.52)

Thus, by density of H1
00(Ω

A
H) in H1(ΩA

H), see [22], u solves the variational problem∫
ΩA

H

(
∇u ∇v − ω2 u v

)
+ 〈TA u, v〉ΓA

= 0, ∀v ∈ H1(ΩA
H). (3.53)

This means that u is the restriction to ΩA
H of the outgoing solution, still denoted u for simplicity, of the boundary

value problem in the domain ΩH :⎧⎨⎩
∆u + ω2u = 0, in ΩH ,

∂u

∂n
= 0, on ∂ΩH .

(3.54)

This problem only admits the trivial solution as outgoing solution. Hence u ≡ 0.

Step 2. In Ωε,δ
S , we prove that

lim
ε→0

‖uε‖L2(Ωε,δ
S ) = 0. (3.55)

The proof is based on the orthogonal decomposition

uε = Pεu
ε + (uε − Pεu

ε) (3.56)

where Pε is the orthogonal projector in L2 onto y-independent functions

∀v ∈ H1, Pε v(x, y) = Pεv(x) =
1
ε

∫ ε/2

−ε/2

v(x, y′) dy′. (3.57)

Using for instance the expansion on the basis wε
n (see (3.32)), one easily proves the inequality

∀v ∈ H1(Ωε,δ
S ), ‖v − Pεv‖L2(Ωε,δ

S ) ≤
ε√

1 + π2
‖uε‖H1(Ωε,δ

S ). (3.58)

Using Pythagoras theorem and (3.58), we have

‖uε‖2
L2(Ωε,δ

S )
= ‖uε − Pεu

ε‖2
L2(Ωε,δ

S )
+ ‖Pεu

ε‖2
L2(Ωε,δ

S )
≤ ‖Pεu

ε‖2
L2(Ωε,δ

S )
+ C ε2. (3.59)

On the other hand, we remark that

‖Pεu
ε‖2

L2(Ωε,δ
S )

= ‖Uε‖2
L2(0,δ), with Uε(x) =

1√
ε

∫ ε/2

−ε/2

uε(x, y) dy. (3.60)
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Therefore, to prove (3.55), one has just to show that

lim
ε→0

‖Uε‖L2(0,δ) = 0. (3.61)

Since Pε is a projection, we get

‖Uε‖H1(Ωε,δ
S ) � ‖Pεu

ε‖H1(Ωε,δ
S ) � ‖uε‖L2(Ωε,δ

S ) � ‖uε‖H1(Ωε,δ
S ) � ‖uε‖H1(Ωb

ε) = 1. (3.62)

Moreover, since ∂/∂x and Pε commute, we have∥∥∥dUε

dx

∥∥∥
L2(0,δ)

=
∥∥∥Pε

∂uε

∂x

∥∥∥
L2(Ωε,δ

S )
�

∥∥∥∂uε

∂x

∥∥∥
L2(Ωε,δ

S )
� ‖uε‖H1(Ωb

ε) = 1. (3.63)

By (3.62) and (3.63), Uε is bounded in H1(0, δ). We can extract from Uε a subsequence with ε → 0 which
weakly converges to U in H1(0, δ) for ε→ 0. We prove below that⎧⎪⎪⎨⎪⎪⎩

d2U

dx2
+ ω2 U = 0, in ]0, δ[,

dU
dx

(δ) − iω U(δ) = 0,
(3.64)

U(0) = 0. (3.65)
As the system (3.64), (3.65) only admits the trivial solution, we conclude that U ≡ 0. Thus, Uε does weakly
converge to 0 in H1(0, δ), and strongly in L2(0, δ) by compactness. This proves (3.61) and thus (3.55).

To show (3.64), let V = {ϕ ∈ H1(0, δ) / ϕ(0) = 0}. If ϕ ∈ V, its extension by 0 for x ≤ 0, that we denote ϕ̃,
belongs to H1(−∞, δ), so that the test function v defined in Ωb

ε by

vε(x, y) = ϕ̃(x) wε
0(y) =

1√
ε
ϕ̃(x) (3.66)

belongs to H1(Ωb
ε). Moreover, vε is bounded independently of ε

‖vε‖2
H1(Ωb

ε) = ‖ϕ‖2
H1(0,δ). (3.67)

By definition of Aε
b, one has

(
Aε

bu
ε; vε

)
H1(Ωb

ε)
=

∫ δ

0

dUε

dx
(x)

dϕ
dx

(x) − ω2 Uε(x) ϕ(x) dx − i ω Uε(δ) ϕ(δ). (3.68)

By Cauchy-Schwarz inequality, we have(
Aε

bu
ε; vε

)
H1(Ωb

ε)
�

∥∥Aε
bu

ε
∥∥

H1(Ωb
ε)

∥∥vε
∥∥

H1(Ωb
ε)

→ 0 (ε→ 0), (3.69)

thanks to (3.47), and (3.67). By weak convergence of Uε in H1(0, δ), taking the limit of (3.68) when ε goes
to 0, we get ∫ δ

0

dU
dx

(x)
dϕ
dx

(x) − ω2 U(x) ϕ(x) dx − i ω U(δ) ϕ(δ) = 0, ∀ϕ ∈ V. (3.70)

This leads to (3.64).
To prove (3.65), we remark that, by weak convergence of Uε in H1(0, δ), we have

U(0) = lim
ε→0

Uε(0). (3.71)
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By definition of Uε, we have

Uε(0) =
1√
ε

∫ ε/2

−ε/2

uε(0, y) dy =: (uε)ε
0. (3.72)

In [9], Lemma 4.1, we proved that (with C independent of ε)

|(uε)ε
0| � C

√
ε | log ε| ‖uε‖H1(ΩA

H ). (3.73)

Thanks to (3.47), we deduce (3.65) from (3.71) and (3.73).

Step 3. To get a contradiction, we compute (Aε
bu

ε; uε)H1(Ωb
ε)

(Aε
bu

ε;uε)H1(Ωb
ε) =

∫
Ωb

ε

(∣∣∇uε
∣∣2 − ω2

∣∣uε
∣∣2) + 〈TAu

ε, uε〉ΓA
+ 〈Tε,δ u

ε;uε〉Σε,δ,
. (3.74)

Due to properties (3.35) and (3.37) of TA and Tε,δ, taking the real value of (3.74), one has∫
Ωb

ε

∣∣∇uε
∣∣2 � ω2

∫
Ωb

ε

∣∣uε
∣∣2 +

∣∣Re (Aε
bu

ε, uε)H1(Ωb
ε)

∣∣. (3.75)

It follows from Cauchy-Schwarz inequality and from (3.47)∣∣Re (Aε
bu

ε, uε)H1(Ωb
ε)

∣∣ � ‖Aε
bu

ε‖H1(Ωb
ε) ‖uε‖H1(Ωb

ε) −→
ε→0

0. (3.76)

Moreover, (3.48) and (3.55) imply lim
ε→0

‖uε‖L2(Ωb
ε) = 0. Hence, from (3.75), we deduce that

lim
ε→0

‖∇uε‖L2(Ωb
ε) = 0 =⇒ lim

ε→0
‖uε‖H1(Ωb

ε) = 0. (3.77)

This contradicts (3.47). �

3.5. The consistency result: proof of Lemma 3.5

3.5.1. Matching error between far-field and near-field

We denote by Eε
n, the matching error of order n between the far-field and the near-field, namely the function

defined in the domain
Cε

H =
{
(r, θ) ∈ ΩH

∣∣∣ ηH(ε) � r � 2ηH(ε)
}

(3.78)

by
Eε

n = uε
N,n − uε

H,n. (3.79)

Using polar coordinates, we have

Eε
n(r, θ) =

n∑
i=0

i∑
k=0

(ωε
2

)i (
log

ωε

2

)k

Uk
i

(r
ε
, θ
)
−

n∑
i=0

i∑
k=0

(ωε
2

)i (
log

ωε

2

)k

uk
i (r, θ). (3.80)

As its name suggests, the function Eε
n measures the lack of matching between the truncated near-field expan-

sion Uε
n and the truncated far-field expansion uε

n. In fact by construction of the matching condition, see [10],
the non truncated expansion corresponding to n = +∞ matched up to o(ε∞). The fact that uε

n and Uε
n fails to

match is due to the truncation.
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Figure 8. The intermediate zone between far-field and near-field.

As it will be proved in Lemma 3.6, this quantity is small in the transition zone, see Figure 8,

(r, θ) ∈ [ηH(ε), 2ηH(ε)] × [0;π] ⇐⇒ (ρ, θ) ∈
[ηH

ε
; 2
ηH(ε)
ε

]
× [0;π], (3.81)

which tends to zero in the physical coordinates and to infinity in the near-field coordinates, see (3.12).

Lemma 3.6. For any n ∈ N, there exist a real C(ω, n, f) and ε0 > 0 such that, for ε < ε0,⎧⎪⎪⎨⎪⎪⎩
∥∥Eε

n

∥∥
L∞(Cε

H)
� C

∣∣∣ log
ωε

2

∣∣∣n ∣∣∣ log
ωηH

2

∣∣∣ [( ε

ηH

)n+1

+
(ωηH

2

)n+1]
,

∥∥∇Eε
n

∥∥
L∞(Cε

H)
� C

∣∣∣ log
ωε

2

∣∣∣n ∣∣∣ log
ωηH

2

∣∣∣ 1
ηH

[( ε

ηH

)n+1

+
(ωηH

2

)n+1]
.

(3.82)

Proof. Here, we prove the estimate of the first line of (3.82). The same technique can be applied to the second
line.

In what follows, we will skip the question of convergence of the series. The details, can be found in [22].
Let n be a fixed integer and consider (i, k) ∈ J with i � n. Let us recall that

uk
i (r, θ) =

∑
p,l

(
L0

p(u
k
i ) yp,l(ωr

2 , θ) + L1
p(u

k
i ) jp,l(ωr

2 , θ)
)
, (3.83)

where by convention
∑
p,l

denotes
+∞∑
p=0

+∞∑
l=0

.

In the transition zone, the argument r is supposed to be small. We are going to separate in the series above
the terms that decay faster than rM . To do this, we observe that{

jp,l(z) � Cp,l z
M+1, if p+ l � M + 1,

yp,l(z) � Cp,l z
M+1 log z, if − p+ l � M + 1.

(3.84)

Thus, we write⎧⎪⎪⎪⎨⎪⎪⎪⎩
uk

i (r, θ) =
∑

l−p�M

[
L0

p(u
k
i ) yp,l

(ωr
2
, θ
) ]

+
∑

p+l�M

[
L1

p(u
k
i ) jp,l

(ωr
2
, θ
) ]

+
∑

l−p�M+1

[
L0

p(u
k
i ) yp,l

(ωr
2
, θ
) ]

+
∑

p+l�M+1

[
L1

p(u
k
i ) jp,l

(ωr
2
, θ
) ]
.

(3.85)
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Each term of the series in the second line of (3.85) is bounded by Cp,l(ωr/2)M+1 log(ωr/2). Checking care-
fully the convergence of these series — we omit this tedious detail — one proves that they are bounded by
C(ωr/2)M+1 log(ωr/2).

Next, we choose M = n− i, so that

uk
i (r, θ) =

∑
l−p�n−i

[
L0

p(u
k
i ) yp,l

(ωr
2
, θ
) ]

+
∑

p+l�n−i

[
L1

p(u
k
i ) jp,l(

ωr

2
, θ)

]
+ δuk

i (r, θ) (3.86)

where ∣∣δuk
i (r, θ)

∣∣ � C
(ωηH

2

)n−i+1 ∣∣∣ log
(ωηH

2

)∣∣∣, ∀r � 2ηH(ε). (3.87)

On the other hand, we have (this is nothing but the matching condition (2.27))

Uk
i (ρ, θ) =

∑
p,l

[(
L1

p(u
k
i−p−l) +

2
π
L0

p(u
k−1
i−p−l)

)
jp,l(ρ, θ) + L0

p(u
k
i+p−l) yp,l(ρ, θ)

]
. (3.88)

In the expression (3.79) the argument ρ is equal to r
ε which is large in the transition zone. That is why in the

sum (3.88) we separate the terms that decay faster than ρ−M from the others. The only terms of this type are
provided by the yp,l for l− p � −M − 1. Indeed

yp,l(z, θ) � C z−M−1 for l − p � −M − 1. (3.89)

As a consequence if we write⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Uk

i (ρ, θ) =
∑

l−p�−M

[
L0

p(u
k
i+p−l) yp,l(ρ, θ)

]
+
∑
p,l

[(
L1

p(u
k
i−p−l) +

2
π
L0

p(u
k−1
i−p−l)

)
jp,l(ρ, θ)

]
+

∑
l−p�−M−1

[
L0

p(u
k
i+p−l) yp,l(ρ, θ)

]
,

(3.90)

the term in the second line (once again convergence details has to be checked) is bounded by C ρ−M−1. Next
we choose M = n− i so that we can write⎧⎪⎪⎨⎪⎪⎩

Uk
i (
r

ε
, θ) =

∑
l−p�−n+i

[
L0

p(u
k
i+p−l) yp,l

(r
ε
, θ
) ]

+
∑
p,l

[(
L1

p(u
k
i−p−l) +

2
π
L0

p(u
k−1
i−p−l)

)
jp,l(

r

ε
, θ)

]
+ δUk

i ( r
ε , θ),

(3.91)

where ∣∣∣δUk
i

(r
ε
, θ
) ∣∣∣ � C

(
ε

ηH

)n−i+1

for r � ηH(ε). (3.92)

Next, we substitute (3.86) and (3.91) in (3.79) to obtain2

Eε
n(r, θ) = Sε

n(r, θ) + Rε
n(r, θ) (3.93)

with

Rε
n(r, θ) =

n∑
i=0

i∑
k=0

(ωε
2

)i

logk
(ωε

2

) (
δUk

i

(r
ε
, θ
)
− δuk

i (r, θ)
)
, (3.94)

2A tedious study of the series Aε
n, Bε

n, Cε
n, and Dε

n shows that Sε
n only contains a finite number of nonvanishing terms. Hence,

the following algebraic transforms are allowed without convergence consideration.
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Sε
n(r, θ) = Aε

n(r, θ) + Bε
n(r, θ) − Cε

n(r, θ) − Dε
n(r, θ), with

Aε
n(r, θ) =

n∑
i=0

i∑
k=0

{(ωε
2

)i (
log

ωε

2

)k ∑
l−p�i−n

[
L0

p(u
k
i+p−l) yp,l

(r
ε
, θ
) ]}

,

Bε
n(r, θ) =

n∑
i=0

i∑
k=0

{(ωε
2

)i (
log

ωε

2

)k ∑
p,l

[(
L1

p(u
k
i−p−l) +

2
π
L0

p(u
k−1
i−p−l)

)
jp,l

(r
ε
, θ
) ]}

,

Cε
n(r, θ) =

n∑
i=0

i∑
k=0

{(ωε
2

)i (
log

ωε

2

)k ∑
l−p�n−i

[
L0

p(u
k
i ) yp,l

(ωr
2
, θ
) ]}

,

Dε
n(r, θ) =

n∑
i=0

i∑
k=0

{(ωε
2

)i (
log

ωε

2

)k ∑
p+l�n−i

[
L1

p(u
k
i ) jp,l

(ωr
2
, θ
) ]}

.

(3.95)

It follows from (3.87) and (3.92) that for ηH � r � 2ηH

∣∣Rε
n(r, θ)

∣∣ � C

n∑
i=0

i∑
k=0

(ωε
2

)i ∣∣∣ log
ωε

2

∣∣∣k [ (ωηH

2

)n−i+1 ∣∣∣ log
ωηH

2

∣∣∣ +
( ε

ηH

)n−i+1 ]
. (3.96)

Since 1 � log ωηH

2 and ωε
2 � ωηH

2 , we have

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∣∣Rε
n(r, θ)

∣∣ � C

n∑
i=0

i∑
k=0

(ωηH

2

)i ∣∣∣ log
ωε

2

∣∣∣k ∣∣∣ log
ωηH

2

∣∣∣ [ (ωηH

2

)n−i+1

+
( ε

ηH

)n−i+1 ]
� C

n∑
i=0

i∑
k=0

∣∣∣ log
ωε

2

∣∣∣k ∣∣∣ log
ωηH

2

∣∣∣ [ (ωηH

2

)n+1

+
(ωηH

2

)i ( ε

ηH

)n−i+1 ]
� C

n∑
i=0

i∑
k=0

∣∣∣ log
ωε

2

∣∣∣k ∣∣∣ log
ωηH

2

∣∣∣ [ (ωηH

2

)n+1

+
( ε

ηH

)n+1]
,

(3.97)

where we have used
(ωηH

2

)i ( ε

ηH

)n−i+1

�
(ωηH

2

)n+1

+
( ε

ηH

)n+1

.

Finally, with | log ωε
2 |k � | log ωε

2 |n, we get

∣∣Rε
n(r, θ)

∣∣ � C
∣∣∣ log

ωηH

2

∣∣∣ ∣∣∣ log
ωε

2

∣∣∣n [(ωηH

2

)n+1

+
( ε

ηH

)n+1]
. (3.98)

To conclude the proof, it suffices to check that Sε
n vanishes identically. This is due to the fact that Sε

n is composed
of terms that cancel each others thanks to the matching conditions. The verification of this is essentially a matter
of transforming and manipulating (3.95) defining Aε

n, Bε
n, Cε

n, and Dε
n. There is not a unique way to do it but

we present below the one which appear to us as the simplest.

The first observation is that in (3.95),
i∑

k=0

can be replaced by
+∞∑

k=−∞
.

For the sums Cε
n and Dε

n this is simply a consequence of the convention (2.17), uk
i ≡ 0 for all (i, k) /∈ J.

For Aε
n this follows from the property (2.30), namely L0

p(uk
i ) = 0 for i− k � p. Indeed,

{
if k < 0, L0

p(u
k
i+p−l) = 0 by (2.17)

if k > i, L0
p(uk

i+p−l) = 0 since (i+ p− l) − k = p− l+ (i− k) � p.
(3.99)
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Finally for the sum Bε
n, the same argument works. The details are left to the reader. Therefore we can write⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Aε
n(r, θ) =

+∞∑
k=−∞

n∑
i=0

∑
l−p�i−n

{(ωε
2

)i (
log

ωε

2

)k

L0
p(u

k
i+p−l) yp,l

(r
ε
, θ
)}

,

Bε
n(r, θ) =

+∞∑
k=−∞

n∑
i=0

∑
l,p

{(ωε
2

)i (
log

ωε

2

)k(
L1

p(u
k
i−p−l) +

2
π
L0

p(u
k−1
i−p−l)

)
jp,l

(r
ε
, θ
)}

,

Cε
n(r, θ) =

+∞∑
k=−∞

n∑
i=0

∑
l−p�n−i

{(ωε
2

)i (
log

ωε

2

)k

L0
p(u

k
i ) yp,l

(ωr
2
, θ
)}

,

Dε
n(r, θ) =

+∞∑
k=−∞

n∑
i=0

∑
l+p�n−i

{(ωε
2

)i (
log

ωε

2

)k

L1
p(u

k
i ) jp,l

(ωr
2
, θ
)}

.

(3.100)

To conclude, we simply has to transform the expression Aε
n and Dε

n by using a change of index of summation
and the properties of jp,l and yp,l.

Transformation of Dε
n. We observe that{

(i, p, l) ∈ N
3
∣∣∣ i � n, p+ l � n− i

}
=
{
(i, p, l) ∈ N

3
∣∣∣ i+ p+ l � n

}
(3.101)

so that

Dε
n(r, θ) =

+∞∑
k=−∞

∑
l+p�n

n−l−p∑
i=0

{(ωε
2

)i (
log

ωε

2

)k

L1
p(u

k
i ) jp,l

(ωr
2
, θ
)}

. (3.102)

The function jp,l, given by (2.5), is homogeneous of degree p+ l

jp,l(ωr/2, θ) = (ωε/2)p+l jp,l(r/ε, θ). (3.103)

Dε
n(r, θ) =

+∞∑
k=−∞

∑
l+p�n

n−l−p∑
i=0

{(ωε
2

)i+p+l (
log

ωε

2

)k

L1
p(u

k
i ) jp,l

(r
ε
, θ
)}

. (3.104)

Using the change of index i+ p+ l → i, we get

Dε
n(r, θ) =

+∞∑
k=−∞

∑
l+p�n

n∑
i=l+p

{(ωε
2

)i (
log

ωε

2

)k

L1
p(u

k
i−p−l) jp,l

(r
ε
, θ
)}

. (3.105)

Since {
(i, p, l) ∈ N

3
∣∣∣ p+ l � n, l + p � i � n

}
=
{

(i, p, l) ∈ N
3
∣∣∣ i � n, l+ p � i

}
, (3.106)

we have

Dε
n(r, θ) =

+∞∑
k=−∞

n∑
i=0

∑
l+p�i

{(ωε
2

)i (
log

ωε

2

)k

L1
p(u

k
i−p−l) jp,l

(r
ε
, θ
)}

(3.107)

which we can rewrite, since uk
i−p−l ≡ 0 for p+ l > i, as

Dε
n(r, θ) =

+∞∑
k=−∞

n∑
i=0

∑
l,p

{(ωε
2

)i (
log

ωε

2

)k

L1
p(u

k
i−p−l) jp,l

(r
ε
, θ
)}

. (3.108)
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Computation of Aε
n. Since yp,l is given by (2.5), we obtain

yp,l

(r
ε
, θ
)

=
(ωε

2

)p−l

yp,l

(ωr
2
, θ
)

− 2
π

log
(ωε

2

)
jp,−2p+l

(r
ε
, θ
)
. (3.109)

Hence, Aε
n can be transformed to

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Aε

n(r, θ) =
+∞∑

k=−∞

n∑
i=0

∑
p−l�n−i

[(ωε
2

)i+p−l (
log

ωε

2

)k

L0
p(u

k
i+p−l) yp,l

(ωr
2
, θ
) ]

− 2
π

n∑
i=0

+∞∑
k=−∞

∑
p−l�n−i

[(ωε
2

)i (
log

ωε

2

)k+1

L0
p(u

k
i+p−l) jp,−2p+l

(r
ε
, θ
) ]
.

(3.110)

Rewriting the second sum, we get⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Aε

n(r, θ) =
n∑

i=0

+∞∑
k=−∞

∑
p−l�n−i

[(ωε
2

)i+p−l (
log

ωε

2

)k

L0
p(u

k
i+p−l) yp,l

(ωr
2
, θ
) ]

− 2
π

n∑
i=0

+∞∑
k=−∞

+∞∑
p=0

{ ∑
l�max(0,p−(n−i))

[(ωε
2

)i (
log

ωε

2

)k+1

L0
p(u

k
i+p−l) jp,−2p+l

(r
ε
, θ
) ]}

.

(3.111)
Since for all l such that max(0, p − (n − i)) � l < 2p, jp,l−2p ≡ 0, one can restrict the last sum of the second
line to the l � 2p⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Aε
n(r, θ) =

+∞∑
k=−∞

n∑
i=0

∑
p−l�n−i

[(ωε
2

)i+p−l (
log

ωε

2

)k

L0
p(u

k
i+p−l) yp,l

(ωr
2
, θ
) ]

− 2
π

+∞∑
k=−∞

n∑
i=0

+∞∑
p=0

∑
l�2p

[(ωε
2

)i (
log

ωε

2

)k+1

L0
p(u

k
i+p−l) jp,−2p+l

(r
ε
, θ
) ]
.

(3.112)

Applying the change of index of summation

• i+ p− l → i in the first sum
• k + 1 → k, −2p+ l → l in the second sum

Aε
n can be expressed as

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Aε

n(r, θ) =
+∞∑

k=−∞

n∑
i=0

∑
l−p�n−i

[(ωε
2

)i (
log

ωε

2

)k

L0
p(u

k
i ) yp,l

(ωr
2
, θ
) ]

− 2
π

+∞∑
k=−∞

n∑
i=0

∑
p,l

[(ωε
2

)i (
log

ωε

2

)k

L0
p(u

k−1
i−p−l) jp,l

(r
ε
, θ
) ]
.

(3.113)

Conclusion. Looking at the expression of Bε
n(r, θ) and Cε

n(r, θ) in (3.100), of Aε
n(r, θ) in (3.113), and of Dε

n(r, θ)
in (3.108), the reader can check that

Aε
n(r, θ) + Dε

n(r, θ) = Bε
n(r, θ) + Cε

n(r, θ) (3.114)

and the proof is complete. �
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Figure 9. The intermediate zone between slot-field and near-field.

3.5.2. Matching error between the slot-field and the near-field

We denote by Eε
n the matching error between the slot-field and the near-field, i.e. the function defined in

the domain, see Figure 9,

Cε
S =

{
(x, y) ∈ Ωε

S | ηS(ε) � x � 2ηS(ε)
}

(3.115)

by

Eε
n(x, y) =

n∑
i=0

i∑
k=0

(ωε
2

)i (
log

ωε

2

)k

Uk
i (x/ε, y/ε)−

n∑
i=0

i∑
k=0

(ωε
2

)i (
log

ωε

2

)k

Uk
i (x). (3.116)

As it will be shown in Lemma 3.7, this quantity is small in the intermediate region Cε
S which tends to zero in

the physical coordinates and to infinity in the near-field coordinates (see (3.12)).

Lemma 3.7. For any n and m in N, there exist a constant Cn,m = Cn,m(f, ω) ∈ R and ε0 > 0 satisfying, for
all 0 < ε < ε0: ⎧⎪⎪⎨⎪⎪⎩

‖Eε
n‖L∞(Cε

S) � Cn,m

(
log

ωε

2

)n[(ωηS

2

)n+1

+
( ε

ηS

)m]
,

‖∇Eε
n‖L∞(Cε

S) � Cn,m

(
log

ωε

2

)n 1
ηS

[(ωηS

2

)n+1

+
( ε

ηS

)m]
.

(3.117)

Proof. The proof of this lemma is rather similar to the proof of Lemma 3.6. We only prove the first line
of (3.117), the second one is left to the reader.

Let (i, k) ∈ J with i � n.
Due to (2.21) and to Taylor expansion of exp (iωx), one has

Uk
i (x) = Uk

i (0) exp iωx =
+∞∑
l=0

Uk
i (0)

(iωx)l

l!
· (3.118)

Truncating this series at order n− i, one gets

Uk
i (x) =

n−i∑
l=0

Uk
i (0)

(iωx)l

l!
+ δUk

i (x), with |δUk
i (x)| � Cn

(ωx
2

)n−i+1

. (3.119)

The near-field Uk
i is expanded using (2.28)⎧⎪⎨⎪⎩ Uk

i (X,Y ) =
i−k∑
l=0

Uk
i−l(0)

(2iX)l

l!
+ δUk

i (X,Y ),

with |δUk
i (X,Y )| � Cm X−m, ∀m ∈ N.

(3.120)
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Given ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Sε
n(x, y) = Aε

n(x, y) − Bε
n(x, y),

Aε
n(x, y) =

n∑
i=0

i∑
k=0

{(ωε
2

)i (
log

ωε

2

)k i−k∑
l=0

Uk
i−l(0)

(2ix/ε)l

l!

}
,

Bε
n(x, y) =

n∑
i=0

i∑
k=0

{(ωε
2

)i (
log

ωε

2

)k n−i∑
l=0

Uk
i (0)

(iωx)l

l!

]}
,

(3.121)

the matching error Eε
n can be decomposed in

Eε
n(x, y) = Sε

n(x, y) +
n∑

i=0

i∑
k=0

(ωε
2

)i (
log

ωε

2

)k(
δUk

i

(x
ε
,
y

ε

)
− δUk

i (x)
)
, (x, y) ∈ Cε

S . (3.122)

In the intermediate zone Cε
S , the remainders are bounded as follows⎧⎨⎩

∣∣∣δUi,k

(x
ε
,
y

ε

) ∣∣∣ � Cm ( ε
ηS

)m, ∀m ∈ N,

|δUi,k(x)| � Cn (ωηS

2 )n−i+1.

(3.123)

Hence, one has similarly to (3.98)⎧⎪⎪⎪⎨⎪⎪⎪⎩
|Eε

n(x, y)| � |Sε
n(x, y)| + Cm,n

n∑
i=0

i∑
k=0

(ωε
2

)i ∣∣∣ log
ωε

2

∣∣∣k[(ωηS

2

)n−i+1

+
( ε

ηS

)m]
� |Sε

n(x, y)| + Cm,n

∣∣∣ log
ωε

2

∣∣∣n [(ωηS

2

)n+1

+
( ε

ηS

)m]
.

(3.124)

To conclude the proof, it suffices to show that Sε
n is equal to zero. We show that Aε

n = Bε
n, see (3.121). Starting

from Aε
n, we get with two discreet Fubiny formulas for k and l (second line) and i and l (third line)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Aε
n(x, y) =

n∑
i=0

i∑
k=0

i−k∑
l=0

[(ωε
2

)i (
log

ωε

2

)k
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i−l(0)

(2ix/ε)l

l!

]
=

n∑
i=0

i∑
l=0

i−l∑
k=0

[(ωε
2

)i−l (
log

ωε

2

)k
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i−l(0)

(iωx)l

l!

]
=

n∑
l=0

n∑
i=l

i−l∑
k=0

[(ωε
2

)i−l (
log

ωε

2

)k

Uk
i−l(0)

(iωx)l

l!

]
.

(3.125)

The change of index of summation i− l → i leads to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Aε
n(x, y) =

n∑
l=0

n−l∑
i=0

i∑
k=0

[(ωε
2

)i (
log

ωε

2

)k

Uk
i (0)

(iωx)l
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]
=

n∑
i=0

n−i∑
l=0

i∑
k=0

[(ωε
2

)i (
log

ωε
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)k

Uk
i (0)

(iωx)l

l!

]
=

n∑
i=0

i∑
k=0

n−i∑
l=0

[(ωε
2

)i (
log

ωε

2

)k

Uk
i (0)

(iωx)l

l!

]
(3.126)

where we have used again two discreet Fubiny formulas. Comparing with (3.121), it follows

Aε
n(x, y) = Bε

n(x, y). (3.127)
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This ends the proof. �
3.5.3. Proof of Lemma 3.5

We will obtain the consistency estimate (3.45) by duality

∥∥Aε
b ũ

ε
n − Lε

b

∥∥
H1(Ωb

ε)
� sup

v∈H1(Ωb
ε)\{0}

(
Aε

b ũ
ε
n − Lε

b; v
)
H1(Ωb

ε)

‖v‖H1(Ωb
ε)

· (3.128)

By definition of Aε
b and Lε

b — see (3.39), (3.41), and (3.42) — one has⎧⎨⎩
(
Aε

b ũ
ε
n − Lε

b; v
)
H1(Ωb

ε)
=

∫
Ωε

b

(
∇ũε

n∇v − ω2 ũε
n v − f v

)
+ 〈Tε,δ ũε

n; v〉Σε,δ + 〈TR ũε
n; v〉ΓR

.

(3.129)

To go further, we shall use some properties of the function uε
n.

Lemma 3.8. The function ũε
n satisfies

(i) ∆ũε
n + ω2ũε

n = −f, in Ωε \Bε
N , (see (3.4) for Bε

N );

(ii)
∂ũε

n

∂n
= 0, on ∂Ωε;

(iii)
∂ũε

n

∂n
+ TAũ

ε
n = 0, on ΓA;

(iv)
∂ũε

n

∂n
+ Tε,δ ũ

ε
n = 0, on Σε,δ.

Proof. We first notice that the function uε
H,n defined in ΩH by (3.1) satisfies⎧⎪⎨⎪⎩

∆uε
H,n + ω2uε

H,n = −f in ΩH

∂uε
H,n

∂n
+ TAu

ε
H,n = 0 on ΓA.

(3.130)

This is simply a consequence of the equations satisfied by the uk
i ’s.

On the other hand, the function uε
S,n defined in Ωε

S by (3.3) satisfies:⎧⎪⎨⎪⎩
∆uε

S,n + ω2uε
S,n = −f ≡ 0, in Ωε

S ,

∂uε
S,n

∂n
+ T ε,δuε

S,n = 0, on Σε,δ,

(3.131)

as a consequence of the properties of the Uk
i ’s.

Thus, (i), (iii), and (iv) are a consequence of (cf. (3.10), Sect. 3.1)

ũε
n = uε

H,n, in ΩH \Bε
H , ũε

n = uε
S,n, in Ωε

S \Bε
S . (3.132)

Then, to check whether (ii) is also satisfied, it suffices to remark that the Neumann boundary conditions is
satisfied by the uk

i ’s, Uk
i ’s, and Uk

i ’s

∂uε
H,n

∂n
= 0 on ∂Ωε ∩ ∂ΩH ,

∂uε
S,n

∂n
= 0 on ∂Ωε ∩ ∂Ωε

S ,
∂uε

N,n

∂n
= 0 on ∂Ωε

N . (3.133)

Finally, we use the definition (3.9) of ũε
n, the properties (3.8) of the cut-off functions χε

H , and χε
S . �
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Using Green’s formula and Lemma 3.8, we obtain, since supp (f) ∩Bε
N = ∅,

(
Aε

b ũ
ε
n − Lε

b; v
)
H1(Ωb

ε)
= −

∫
Bε

N

(
∆ũε

n + ω2 ũε
n

)
v. (3.134)

As a consequence, by definition of Bε
N , we have⎧⎨⎩

(
Aε

b ũ
ε
n − Lε

b; v
)
H1(Ωb

ε)
� ‖∆ũε

n + ω2 ũε
n

∥∥
L∞(Bε

H )
‖v∥∥

L1(Bε
H)

+ ‖∆ũε
n + ω2 ũε

n

∥∥
L∞(Bε

S)
‖v∥∥

L1(Bε
S)
.

(3.135)

Finally, the consistency estimate (3.45) of Lemma 3.5 is a consequence of the following two lemmas.

Lemma 3.9. One has the estimates⎧⎪⎪⎪⎨⎪⎪⎪⎩
(i)

∥∥∆ũε
n + ω2 ũε

n

∥∥
L∞(Bε

H )
� C

η2
H

∣∣∣ log
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2

∣∣∣n ∣∣∣ log
ωηH

2

∣∣∣ [ (ωηH

2

)n+1

+
( ε

ηH

)n+1 ]
,

(ii)
∥∥∆ũε

n + ω2 ũε
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L∞(Bε

S)
� C

η2
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∣∣∣ log
ωε

2

∣∣∣n+1 [ (ωηS

2

)n+1

+
( ε

ηS

)m ]
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(3.136)

Lemma 3.10. There exists a constant CR independent of ε such that

∀v ∈ H1(BR), ‖v∥∥
L1(Bε

H)
� C [ηH(ε)]2

√
| log ηH(ε)| ‖v∥∥

H1(BR)
. (3.137)

There exists a constant Cδ independent of ε such that

∀v ∈ H1(Sε
δ ), ‖v∥∥

L1(Bε
S)

� C ηs(ε)
√
ε ‖v∥∥

H1(Sε
δ )
. (3.138)

Proof of Lemma 3.9. We first prove (3.136)(i). In the domain ΩH , we have

ũε
n = χε

H uε
H,n + (1 − χε

H) uε
N,n. (3.139)

In Bε
H , ∆uε

H,n + ω2 uε
H,n = 0, and, thus, we obtain

∆ũε
n + ω2 ũε

n = −∆χε
H Eε

n − 2∇χε
H ∇Eε

n + (1 − χε
H)

(
∆uε

N,n + ω2 uε
N,n

)
. (3.140)

By definition of χε
H (3.6), we have

‖∇χH
ε ‖L∞(Bε

H) � C

ηH
and ‖∆χH

ε ‖L∞(Bε
H) � C

η2
H

· (3.141)

Moreover, the definition (3.2) of uε
N,n leads to

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
∆uε

N,n + ω2 uε
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1
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(ωε
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)i (
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ωε

2
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∆Uk
i (

x
ε
)

+ ω2
n∑

i=0

i∑
k=0

(ωε
2

)i (
log

ωε

2

)k

Uk
i (

x
ε
).

(3.142)
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That is to say using the embedded Laplace equations (2.26)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
∆uε

N,n + ω2 uε
N,n

)
(x) = − 1

ε2

n∑
i=0

i∑
k=0

(ωε
2

)i (
log
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2

)k
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x
ε
)

+ ω2
n∑

i=0

i∑
k=0

(ωε
2

)i (
log

ωε

2

)k

Uk
i (

x
ε
).

(3.143)

Most of the terms in this sums cancel and it remains

(
∆uε

N,n + ω2 uε
N,n

)
(x) = ω2

n∑
i=n−1

i∑
k=0

(ωε
2

)i (
log

ωε

2

)k

Uk
i

(x
ε

)
. (3.144)

Combining (3.140), (3.141), and (3.144), we obtain with Bε
H =

Bε
H

ε⎧⎪⎪⎪⎨⎪⎪⎪⎩
∥∥∆ũε

n + ω2 ũε
n

∥∥
L∞(Bε

H)
� C

ηH

∥∥∇Eε
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∥∥
L∞(Cε
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+

C

η2
H
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n
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+ C
(

log
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2

)n n∑
i=n−1

i∑
k=0

[(ωε
2

)i∥∥Uk
i

∥∥
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]
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(3.145)

As a consequence of property (2.29)(i) of Uk
i

‖Uk
i ‖L∞(Bε

H) � Ck
i

(ηH

ε

)i−k

, (3.146)

we have
n∑

i=n−1

i∑
k=0

[(ωε
2

)i

‖Uk
i ‖L∞(Bε

H)

]
�

n∑
i=n−1

i∑
k=0

Ci,k

[(ωε
2

)k (ωηH

2

)i−k]
� Cn η

n−1
H (3.147)

where for the last inequality we have used the brute estimate ε � CηH(ε).
We deduce the final estimate (3.136)(i) from (3.145), (3.147), and the estimates (3.82) of Lemma 3.6.
The proof of the second estimate (3.136)(ii) follows exactly the same lines and uses the property (2.29)(i) of

the function uk
i . The details are left to the reader.

Proof of Lemma 3.10. We shall restrict ourselves to prove the first estimate (3.137). The proof of the second
one (3.138) follows the same lines and is left to the reader. �

Let us introduce a cut-off function
Ψ(x) = ψ(|x|), (3.148)

where ψ ∈ C∞(R) is equal to 1 in the interval [0, R/2] and vanishes in [3R/4,+∞[. We assume that ε is small
enough in order that ηH(ε) < R/2. Using polar coordinates, we have

‖v‖L1(Bε
H ) = ‖Ψ v‖L1(Bε

H ) =
∫ 2ηH(ε)

0

∫ π

0

|Ψv(r, θ)| r dr dθ. (3.149)

Since Ψv(R, θ) = 0, we can write

|Ψv(r, θ)| =

∣∣∣∣∣
∫ R

r

∂Ψv
∂r

(r′, θ) dr′
∣∣∣∣∣ . (3.150)
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By Cauchy-Schwarz inequality, one has⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
|Ψv(r, θ)| ≤

(∫ R

r

∣∣∣∣∂Ψv
∂r

(r′, θ)
∣∣∣∣2 r′ dr′

) 1
2 (∫ r0

r

1
r′

dr′
) 1

2

=
[
log

(R
r

)] 1
2
(∫ R

0

∣∣∣∣∂Ψv
∂r

(r′, θ)
∣∣∣∣2 r′dr′

) 1
2

.

(3.151)

Substituting this inequality in (3.149), we get (with η = ηH(ε))

∥∥v∥∥
L1(Bε

H)
≤

∫ 2η

0

∫ π

0

(∫ R

0

∣∣∣∣∂Ψv
∂r

(r′, θ)
∣∣∣∣2 r′dr′

)1/2 [
log

(
R

r

)] 1
2

r dr dθ.

By Cauchy-Schwarz inequality, we obtain (still with η = ηH(ε))

∥∥v∥∥
L1(Bε

H)
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[∫ 2η

0

(∫ π

0

∫ R

0
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0
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log
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] 1
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,

which yields immediately

∥∥v∥∥
L1(Bε

H)
≤ √

2π ηH(ε)

(∫ 2ηH (ε)

0

log
(
R

r

)
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) 1
2 ∥∥∥∂(Ψv)

∂r

∥∥∥
L2(BR)

.

The final result follows from the inequality
∥∥∥∂(Ψv)

∂r

∥∥∥
L2(BR)

≤ CR ‖v‖H1(BR) and the identity

∫ 2ηH (ε)

0

log
(
R

r

)
r dr = 2 ηH(ε)

(
1 + log

[
R

2ηH(ε)

] )
.

4. Conclusion

In the context of acoustic waves in frequency domain, we have seen that the technique of matching of
asymptotic expansions can be applied to derive approximate models for thin slot problems. These models are
validated by error estimates obtained by techniques similar to those used for the justification of multiscale
expansions.

There remains a lot of open questions. We propose below a (non exhaustive) list of such questions.

• Extension of the 2D analysis. We think that the forthcoming problems should be addressed.
– The case of a slot of finite length. Except for a countable set of lengths of slot (multiples of the

half of the wave length), the results are essentially identical to the ones of this article. This work
has already been partly achieved and can be found in [4]. The proof is similar except for the
“resonances” of the finite slot, see [1], where this problem remains open.

– The case of a curved slot. Provided that the slot remains straight for 0 < x < δ, this case should
be possible to treat thanks to a perturbation analysis with respect to the straight slot case.

– The theory in the case of the Dirichlet condition. In this case, the situation is quite different since
the wave which is transmitted in the slot is purely evanescent and the pure half-space solution
already provides a much better approximation than for the Neumann condition.
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• Generalizations of the 2D model.
– The 3D case. There are several geometrical configurations that should be analyzed. We add a third

dimension associated with the z-direction. The case where the slot is infinite in the z-direction is
practically equivalent to the 2D case. However, one can expect different results depending on the
fact that the z-dimension of the slot is O(1) or O(ε).

– Maxwell’s system. The interesting case would correspond to the perfectly conducting boundary
condition. In such a case, one must expect different behaviours of the different components of the
electric field since one has to consider either the Dirichlet or Neumann condition depending on the
polarization of the electromagnetic field (this is already mentioned in [21]).
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