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A POSTERIORI ERROR ANALYSIS OF THE FULLY DISCRETIZED
TIME-DEPENDENT STOKES EQUATIONS ∗
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Abstract. The time-dependent Stokes equations in two- or three-dimensional bounded domains are
discretized by the backward Euler scheme in time and finite elements in space. The error of this
discretization is bounded globally from above and locally from below by the sum of two types of
computable error indicators, the first one being linked to the time discretization and the second one to
the space discretization.
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1. Introduction

The time-dependent Stokes problem in a two- or three-dimensional bounded domain models the laminar flow
of a viscous incompressible fluid. The basic discretization of this problem relies on the use of the backward Euler
scheme with respect to the time variable and of finite elements with respect to the space variables, and a lot of
work has been done concerning its a priori analysis, see [9] for preliminary results. The important point is that
two discretization parameters are involved: the set of time steps and the mesh at each time step. Moreover,
due to the choice of an implicit scheme, these parameters can be chosen in a completely independent way. The
aim of this paper is to perform the a posteriori analysis of the discretization, more precisely to provide tools
that allow for optimizing the choice of each time step when working with adaptive meshes.

Much work has been done concerning the a posteriori analysis of parabolic type problems. Part of it (cf.
[2, 4, 5]) deals only with the space discretization and provides appropriate error indicators for it. Another
idea consists in establishing a full time and space variational formulation of the continuous problem and using a
discontinuous Galerkin method for the discretization with respect to all variables, see for instance [7,8,16,17,19].
Here, we follow a different approach, according to an idea of [1], which consists in introducing two different
types of error indicators, one for the time discretization and one for the space discretization, and in uncoupling
as far as possible, the estimates of the time and space errors.

In a first step, we give the space variational formulation of the continuous Stokes problem and also of the
time semi-discrete problem derived from the Euler scheme. The finite element discretization in space is then
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built by applying the Galerkin method to this last problem. We have chosen to work with conforming finite
elements for simplicity. Next, we describe the two types of residual error indicators: it must be noted that
both of them only depend on the fully discrete solution and the data, so that computing them is easy and not
expensive. We prove that the global error in the energy norm is bounded from above by the Hilbertian sum of
these indicators and also that the indicators are bounded by the error. Moreover these last estimates are local
in time for the first type of indicators, local both in time and space for the second one. So it can be hoped that
they provide a good representation of the error and furthermore an efficient tool for choosing each time step in
an optimal way and performing mesh adaptivity also at each time step.

The extension of these results to the full nonlinear time-dependent Navier-Stokes equations has been con-
sidered and similar results can be proven, at least in the two-dimensional case, by using the abstract result in
[13] (Th. 3), see also [15] (Prop. 2.1). However we prefer not to present this extension since first the time error
indicators in this case are not so easy to compute in practical situations, and second the time discretization
of the Navier-Stokes equation by the backward Euler scheme is not realistic except for very small Reynolds
number, hence not for real life simulations.

An outline of the paper is as follows.
• Section 2 is devoted to the description of the continuous, the time semi-discrete and the fully discrete

problems. We recall their main properties and some standard a priori estimates.
• In Section 3, we perform the a posteriori analysis of the time discretization.
• In Section 4, the a posteriori analysis of the space discretization is achieved.
• In Section 5, we combine the results of the two previous sections to derive the full estimates.

2. The continuous, semi-discrete and discrete problems

Given a bounded connected domain Ω in R
d, d = 2 or 3, with a Lipschitz–continuous boundary and a positive

real number T , we consider the following Stokes equations
∂tu − ν∆u + grad p = f in Ω×]0, T [,
div u = 0 in Ω×]0, T [,
u = 0 on ∂Ω×]0, T [,
u(·, 0) = u0 in Ω.

(2.1)

Here, the unknowns are the velocity u and the pressure p; the data are the distribution f which represents a
density of body forces and the initial velocity u0, while the viscosity ν is a positive constant.

We first give the variational formulation of problem (2.1) and recall its main properties. We next describe the
time semi-discretization of this problem and recall the well-posedness of the semi-discrete problem together with
some a priori error estimates. Finally, we present the fully discrete problem and there also recall its consistency.

The variational formulation

In all that follows, for any t, 0 < t ≤ T , and any separable Banach space X provided with the norm ‖ · ‖X ,
we denote by L2(0, t;X) the space of measurable functions v from (0, t) in X such that

‖v‖L2(0,t;X) =
(∫ t

0

‖v(·, s)‖2
X ds

) 1
2

< +∞.

For any positive integer m, we introduce the space Hm(0, t;X) of functions in L2(0, t;X) such that all their
time derivatives of order ≤ m belong to L2(0, t;X). We also use the dual space H−1(0, t;X ′) of the space of
all functions in H1(0; t;X) vanishing in 0 and t, and the space C 0(0, t;X) of continuous functions v from [0, t]
in X . Let (·, ·) stand for the scalar product on L2(Ω) or L2(Ω)d or L2(Ω)d×d and, by extension, for the duality
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pairing between H−1(Ω)d and H1
0 (Ω)d. Finally, we introduce the space L2

0(Ω) of functions in L2(Ω) with zero
mean value on Ω.

It can be checked that problem (2.1) admits the variational formulation:
Find u in L2(0, T ;H1

0(Ω)d) ∩ C 0(0, T ;L2(Ω)d) and p in H−1(0, T ;L2
0(Ω)), such that

u(·, 0) = u0 a.e. in Ω, (2.2)

and that, for a.e. t in (0, T ) and for all (v, q) in H1
0 (Ω)d × L2

0(Ω),

(∂tu,v) + ν (gradu,gradv) − (div v, p) = (f ,v),

−(div u, q) = 0. (2.3)

We introduce the following norm on L2(0, t;H1
0 (Ω)d) ∩ C 0(0, t;L2(Ω)d)

[v](t) =
(
‖v(., t)‖2

L2(Ω)d + ν

∫ t

0

‖gradv(., s)‖2
L2(Ω)d×d ds

) 1
2

. (2.4)

The following existence and stability results can be derived from [9] (Chap. V, Sect. 1.2), and [14] (Chap. III,
Th. 1.1).

Proposition 2.1. For any data (f ,u0) in L2(0, T ;H−1(Ω)d) × L2(Ω)d such that u0 is divergence–free in Ω,
problem (2.2)-(2.3) has a unique solution (u, p), which satisfies for all t, 0 < t ≤ T ,

[u](t) ≤
(

1
ν
‖f‖2

L2(0,t;H−1(Ω)d) + ‖u0‖2
L2(Ω)d

) 1
2

. (2.5)

Moreover this solution is such that ∂tu+ grad p belongs to L2(0, T ;H−1(Ω)d) and satisfies for all t, 0 < t ≤ T ,

‖∂tu + grad p‖L2(0,t;H−1(Ω)d) ≤ 2
(
‖f‖2

L2(0,t;H−1(Ω)d) +
ν

2
‖u0‖2

L2(Ω)d

) 1
2
. (2.6)

We finally introduce the kernel
V =

{
v ∈ H1

0 (Ω)d; div v = 0 in Ω
}
, (2.7)

which plays an important role in the numerical analysis.

The time semi-discrete problem

In order to describe the time discretization of equation (2.1) with an adaptive choice of local time steps, we
introduce a partition of the interval [0, T ] into subintervals [tn−1, tn], 1 ≤ n ≤ N , such that 0 = t0 < t1 < · · · <
tN = T . We denote by τn the length tn − tn−1, by τ the N -tuple (τ1, . . . , τN ), by |τ | the maximum of the τn,
1 ≤ n ≤ N , and finally by στ the regularity parameter

στ = max
2≤n≤N

τn
τn−1

· (2.8)

For any Banach space X , with each family (vn)0≤n≤N in XN+1 we agree to associate the function vτ on [0, T ]
which is affine on each interval [tn−1, tn], 1 ≤ n ≤ N , and equal to vn at tn, 0 ≤ n ≤ N . We denote by Yτ (X)
the space of such functions.

We now assume that the distribution f belongs to C 0(0, T ;H−1(Ω)d) and, for simplicity, we denote by fn

the distribution f(·, tn). The semi-discrete problem constructed from the backward Euler scheme applied to
the variational formulation (2.2)–(2.3) is:
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Find (un)0≤n≤N in L2(Ω)d ×
(
H1

0 (Ω)d
)N and (pn)1≤n≤N in L2

0(Ω)N , such that

u0 = u0 a.e. in Ω, (2.9)

and that, for all n, 1 ≤ n ≤ N , and for all (v, q) in H1
0 (Ω)d × L2

0(Ω),

(un,v) + ν τn (grad un,gradv) − τn (div v, pn) = τn (fn,v) + (un−1,v),

−(div un, q) = 0. (2.10)

Note that, up to a zero-order term, the problem for each n is a stationary Stokes problem, so that the following
result is standard. It requires the discrete analogue of the norm introduced in (2.4), which is defined on
Yτ (H1

0 (Ω)d) and for all n, 1 ≤ n ≤ N , by

[[vτ ]](tn) =
(
‖vn‖2

L2(Ω)d + ν
n∑

m=1

τm ‖gradvm‖2
L2(Ω)d×d

) 1
2
. (2.11)

Proposition 2.2. For any data (f ,u0) in C 0(0, T ;H−1(Ω)d) × L2(Ω)d, problem (2.9)–(2.10) has a unique
solution

(
u0, (un, pn)1≤n≤N

)
, which satisfies for all n, 1 ≤ n ≤ N ,

[[uτ ]](tn) ≤
(1
ν

n∑
m=1

τm ‖fm‖2
H−1(Ω)d + ‖u0‖2

L2(Ω)d

) 1
2 . (2.12)

Moreover this solution is such that, for all n, 1 ≤ n ≤ N ,(
n∑

m=1

τm ‖um − um−1

τm
+ grad pm‖2

H−1(Ω)d

) 1
2

≤ 2

(
n∑

m=1

τm ‖fm‖2
H−1(Ω)d +

ν

2
‖u0‖2

L2(Ω)d

) 1
2

. (2.13)

Proof. The existence and uniqueness of a solution (un, pn) for each n, 1 ≤ n ≤ N , is derived from the standard
arguments for the Stokes problem [9] (Chap. I, Th. 5.1), namely the ellipticity of the form involving the gradients
and the inf-sup condition on the form for the divergence. In order to derive estimate (2.12), we take v equal to
un in the first equation of (2.10) and q equal to pn in the second line. This yields

‖un‖2
L2(Ω)d + ντn ‖gradun‖2

L2(Ω)d×d = τn (fn,un) + (un−1,un)

≤ ν

2
τn ‖gradun‖2

L2(Ω)d×d +
1
2ν
τn ‖fn‖2

H−1(Ω)d

+
1
2
‖un‖2

L2(Ω)d +
1
2
‖un−1‖2

L2(Ω)d ,

whence
‖un‖2

L2(Ω)d + ντn ‖gradun‖2
L2(Ω)d×d ≤ τn

ν
‖fn‖2

H−1(Ω)d + ‖un−1‖2
L2(Ω)d

Replacing n by m and summing on m gives (2.12). On the other hand, we derive from the first line in (2.10)
that ∥∥∥∥un − un−1

τn
+ grad pn

∥∥∥∥
H−1(Ω)d

= sup
v∈H1

0 (Ω)d

(fn,v) − ν (gradun,gradv)
‖gradv‖L2(Ω)d×d

,

which gives

‖un − un−1

τn
+ grad pn‖H−1(Ω)d ≤ ‖fn‖H−1(Ω)d + ν ‖gradun‖L2(Ω)d×d .

Multiplying the square of this inequality by τn, summing on n and using (2.12) leads to (2.13). �
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The following lemma is of great use in what follows.

Lemma 2.3. The following equivalence property holds for any family (vn)0≤n≤N in (H1(Ω)d)N+1 and for all
n, 1 ≤ n ≤ N ,

1
4

[[vτ ]]2(tn) ≤ [vτ ]2(tn) ≤ 1 + στ

2
[[vτ ]]2(tn) +

τ1
2
‖gradv0‖2

L2(Ω)d×d . (2.14)

Proof. In view of the definitions (2.4) and (2.11), we have to compare the quantities

Xm =
∫ tm

tm−1

‖gradvτ (., s)‖2
L2(Ω)d×d ds and Ym = τm ‖gradvm‖2

L2(Ω)d×d .

Since ‖gradvτ (., s)‖2
L2(Ω)d×d is a quadratic function of s, using for instance the Simpson formula gives

Xm =
τm
3
(
‖gradvm‖2

L2(Ω)d×d + ‖gradvm−1‖2
L2(Ω)d×d + (gradvm,gradvm−1)

)
.

Using both inequalities ab ≥ − 1
4 a

2 − b2 and ab ≤ 1
2a

2 + 1
2b

2 gives

1
4
Ym ≤ Xm ≤ τm

2

(
‖gradvm‖2

L2(Ω)d×d + ‖gradvm−1‖2
L2(Ω)d×d

)
.

Using the defintion (2.8) of στ and summing on m, yield the desired estimate. �
The following a priori error estimate is derived in a standard way, see [9] (Chap. V, Th. 2.1): If the velocity

u of problem (2.2)–(2.3) belongs to the space H1(0, T ;H1(Ω)d) ∩H2(0, T ;H−1(Ω)d), for 0 ≤ t ≤ T ,

[u − uτ ](t) ≤ c(u) |τ |. (2.15)

The constant c(u) depends on the norm of u in the space given above. This estimate, however, is in general not
realistic since the required regularity only holds under very strong additional non local compatibility conditions
on the data (cf. [10]). Nevertheless, by invoking an appropriate regularization process, it yields the convergence
of uτ to u in the norm [ · ](t) when |τ | tends to zero.

To conclude, we recall the regularity property of the solution of problem (2.9)–(2.10): If the data (f ,u0)
belong to C 0(0, T ;L2(Ω)d) × V , the family (un, pn)1≤n≤N belongs to (Hs+1(Ω)d × Hs(Ω))N and satisfies for
all n, 1 ≤ n ≤ N ,

(
‖vn‖2

Hs(Ω)d +
n∑

m=1

τm ‖gradvm‖2
Hs(Ω)d×d

) 1
2 ≤ c

( n∑
m=1

τm ‖fm‖2
L2(Ω)d + ‖u0‖2

H1(Ω)d

) 1
2 . (2.16)

Here, the exponent s is equal to 1
2 for an arbitrary domain Ω and to 1 for a convex domain Ω. When Ω is a

non-convex polygon or a polyhedron, the previous estimate holds for some s > 1
2 depending on Ω. Moreover it

holds for s = 1 in Ω \ V where V is a neighbourhood of the re-entrant corners or edges of Ω.

The time and space discrete problem

We now describe the space discretization of problem (2.9)–(2.10). For each n, 0 ≤ n ≤ N , let (Tnh)h be
a regular family of triangulations of Ω by closed triangles (in dimension d = 2) or tetrahedra (in dimension
d = 3), in the usual sense that

• for each h, Ω is the union of all elements of Tnh;
• for each h, the intersection of two different elements of Tnh is either empty, or a vertex, or a whole edge,

or a whole face (if d = 3) of these elements;
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• the maximal ratio of the diameter of an element K in Tnh to the diameter of its inscribed circle or
sphere is bounded by a constant independent of n and h.

As usual the discretization parameter h denotes the maximal diameter of the elements of all Tnh, 1 ≤ n ≤ N ,
while, for each n, hn denotes the maximal diameter of the elements of Tnh. In all that follows, c stands for a
constant that may vary from a line to the next but which is always independent of hn and n.

We introduce two finite-dimensional subspaces Xnh of H1
0 (Ω)d and Mnh of L2

0(Ω) and we assume that the
following properties hold:
(i) the space Xnh contains the space Zd

nh, with

Znh =
{
vh ∈ H1

0 (Ω); ∀K ∈ Tnh, vh |K ∈ P1(K)
}
, (2.17)

where P1(K) denotes the space of restrictions to K of affine functions in R
d;

(ii) for each h and n, 1 ≤ n ≤ N , there exists a constant βnh > 0 such that the following inf-sup condition holds
for all qh in Mnh

sup
vh∈Xnh

(div vh, qh)
‖gradvh‖L2(Ω)d×d

≥ βnh ‖qh‖L2(Ω). (2.18)

These assumptions are not at all restrictive, since they are satisfied for all the finite elements used for the Stokes
problem, see [9] (Chap. II, Sect. 2). Note that the inf-sup condition (2.18) guarantees the well-posedness of the
discrete problems and is sufficient for our a posteriori error analysis. Optimal a priori error estimates, however,
can most often be derived only under the stronger condition that the constants βnh are uniformly bounded
away from 0.

Let Πh denote a projection operator from L2(Ω)d onto X0h. The fully discrete problem constructed from
problem (2.9)–(2.10) by the Galerkin method is the following one:

Find (un
h)0≤n≤N in

∏N
n=0Xnh and (pn

h)1≤n≤N in
∏N

n=1Mnh such that

u0
h = Πhu0 a.e. in Ω, (2.19)

and that, for all n, 1 ≤ n ≤ N , and for all (vh, qh) in Xnh ×Mnh,

(un
h,vh) + ν τn (gradun

h,gradvh) − τn (div vh, p
n
h) = τn (fn,vh) + (un−1

h ,vh),

−(div un
h, qh) = 0. (2.20)

The same arguments as for problem (2.9)–(2.10) lead to the following statement. We omit the proof since it is
exactly the same as that of Proposition 2.2.

Proposition 2.4. For any data (f ,u0) in C 0(0, T ;H−1(Ω)d) × L2(Ω)d, problem (2.19)–(2.20) has a unique
solution

(
u0

h, (u
n
h, p

n
h)1≤n≤N

)
, which satisfies for all n, 1 ≤ n ≤ N ,

[[uhτ ]](tn) ≤
(

1
ν

n∑
m=1

τm ‖fm‖2
H−1(Ω)d + ‖Πhu0‖2

L2(Ω)d

) 1
2

. (2.21)

We refer to [10] for the proof of the convergence of the discrete solution towards the exact one and also for
a priori error estimates which are optimal whenever the constant βnh in (2.18) is independent of h and n.

To conclude, we introduce the discrete kernel

Vnh =
{
vh ∈ Xnh; ∀qh ∈Mnh, (div vh, qh) = 0

}
, (2.22)

and recall that one of the main difficulties of the numerical analysis of the previous problem is that, for most
finite elements, Vnh is not contained in V .



TIME-DEPENDENT STOKES EQUATIONS 443

3. A POSTERIORI analysis of the time discretization

In analogy to [1] (see also [11] for the basic idea in a different context and [12] for analogous results for the
heat equation), we define for each n, 1 ≤ n ≤ N , the error indicator

ηn =
(τn

3
ν
) 1

2 ‖grad (un
h − un−1

h )‖L2(Ω)d×d . (3.1)

It can be observed that, once the discrete velocity (un
h)0≤n≤N is known, the previous error indicators are very

easy to compute.
From now on we assume that the data (f ,u0) belong to C 0(0, T ;H−1(Ω)d) × V . In order to prove the

a posteriori error estimate, we introduce the operator πτ : For any Banach spaceX and any function g continuous
from ]0, T ] into X , πτg denotes the step function which is constant and equal to g(tn) on each interval ]tn−1, tn],
1 ≤ n ≤ N . Similarly, we denote for any sequence (ϕn)1≤n≤N in XN by πτϕτ the step function which is constant
and equal to ϕn on each interval ]tn−1, tn], 1 ≤ n ≤ N . By combining problems (2.2)–(2.3) and (2.9)–(2.10),
we observe that the pair (u − uτ , p− πτpτ ) satisfies

(u − uτ )(·, 0) = 0 a.e. in Ω, (3.2)

and that, for 1 ≤ n ≤ N , for a.e. t in ]tn−1, tn] and for all (v, q) in H1
0 (Ω)d × L2

0(Ω),

(∂t(u − uτ ),v) + ν (grad (u − uτ ),gradv) − (div v, p− πτpτ ) = (f − πτf ,v) + ν (grad (un − uτ ),grad v),

−(div (u − uτ ), q) = 0. (3.3)

The a posteriori estimate can be derived from this residual equation by quite standard arguments.

Proposition 3.1. The following a posteriori error estimate holds between the velocity u of problem (2.2)–(2.3)
and the velocity uτ associated with the solution (un)0≤n≤N of problem (2.9)–(2.10), for 1 ≤ n ≤ N ,

[u − uτ ](tn) ≤
(
6

n∑
m=1

(ηm)2 + 12 ν ‖uτ − uhτ‖2
L2(0,tn;H1(Ω)d) +

2
ν
‖f − πτf‖2

L2(0,tn;H−1(Ω)d)

) 1
2
. (3.4)

Proof. By taking v equal to u − uτ and q equal to p− πτpτ in (3.3) and subtracting the second line from the
first one, we obtain

1
2

d
dt

‖u − uτ‖2
L2(Ω)d + ν ‖grad (u − uτ )‖2

L2(Ω)d×d

≤
(

1
ν

1
2
‖f − πτf‖H−1(Ω)d + ν

1
2 ‖grad (un − uτ )‖L2(Ω)d×d

)
ν

1
2 ‖grad (u − uτ )‖L2(Ω)d×d ,

whence

d
dt

‖u − uτ‖2
L2(Ω)d + ν ‖grad (u − uτ )‖2

L2(Ω)d×d ≤ 2
(1
ν
‖f − πτf‖2

H−1(Ω)d + ν ‖grad (un − uτ )‖2
L2(Ω)d×d

)
.

By integrating this inequality between tn−1 and tn, summing on n and using (3.2), we derive

[u − uτ ]2(tn) ≤ 2
(1
ν
‖f − πτf‖2

L2(0,tn;H−1(Ω)d) + ν
n∑

m=1

∫ tm

tm−1

‖grad (um − uτ )(., s)‖2
L2(Ω)d×d ds

)
. (3.5)
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Next, we note that, for all t in [tm−1, tm],

(um − uτ )(t) =
tm − t

τm
(um − um−1),

so that ∫ tm

tm−1

‖grad (um − uτ )(., s)‖2
L2(Ω)d×d ds =

τm
3

‖grad (um − um−1)‖2
L2(Ω)d×d . (3.6)

We then use a triangle inequality

τm
3

‖grad (um −um−1)‖2
L2(Ω)d×d ≤ 3

ν
η2

m + τm ‖grad (um −um
h )‖2

L2(Ω)d×d + τm ‖grad (um−1−um−1
h )‖2

L2(Ω)d×d .

When applying the arguments used in the proof of Lemma 2.3 to the second and third terms in the right-hand
side of this estimate, we obtain

τm
3

‖grad (um − um−1)‖2
L2(Ω)d×d ≤ 3

ν
η2

m + 6
∫ tm

tm−1

‖grad (uτ − uhτ )(., s)‖2
L2(Ω)d×d ds. (3.7)

Inserting (3.6) and (3.7) into (3.5) yields the desired result. �
A further argument is needed to prove a similar estimate concerning the function ∂t(u−uτ )+grad (p−πτpτ )

in the norm of H−1(Ω).

Corollary 3.2. The following a posteriori error estimate holds between the solution (u, p) of problem (2.2)–(2.3)
and the pair (uτ , πτpτ ) associated with the solution of problem (2.9)–(2.10), for 1 ≤ n ≤ N ,

‖∂t(u − uτ ) + grad (p− πτpτ )‖L2(0,tn;H−1(Ω)d) ≤ 3
(
3ν

n∑
m=1

(ηm)2 + 6 ν2 ‖uτ − uhτ‖2
L2(0,tn;H1(Ω)d)

+ ‖f − πτf‖2
L2(0,tn;H−1(Ω)d)

) 1
2
. (3.8)

Proof. We have

‖∂t(u − uτ ) + grad (p− πτpτ )‖H−1(Ω)d = sup
v∈H1

0 (Ω)d

(∂t(u − uτ ),v) − (div v, p− πτpτ )
‖gradv‖L2(Ω)d×d

·

Using the first equation in (3.3) yields that, for any t in [tn−1, tn],

(∂t(u − uτ ),v) − (div v, p − πτpτ ) = (f − πτf ,v) + ν (grad (un − uτ ),gradv) − ν (grad (u − uτ ),gradv),

whence

‖∂t(u − uτ ) + grad (p− πτpτ )‖L2(0,tn;H−1(Ω)d) ≤
(
3‖f − πτf‖2

L2(0,tn;H−1(Ω)d)

+ 3ν2
n∑

m=1

‖grad (um − uτ )‖2
L2(tm−1,tm;L2(Ω)d×d) + 3ν [u − uτ ]2(tn)

) 1
2 .

The second term in the right-hand side can be estimated by the same arguments as in the proof of Proposition 3.1,
see (3.6) and (3.7), and the last one is bounded in (3.4). This concludes the proof. �
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We now establish an upper bound for each indicator ηn.

Proposition 3.3. The following estimate holds for each indicator ηn introduced in (3.1), 1 ≤ n ≤ N ,

ηn ≤ ν
1
2 ‖grad (u − uτ )‖L2(tn−1,tn;L2(Ω)d×d) +

1
ν

1
2
‖∂t(u − uτ ) + grad (p− πτpτ )‖L2(tn−1,tn;H−1(Ω)d)

+
1
ν

1
2
‖f − πτf‖L2(tn−1,tn;H−1(Ω)d) +

(τn
3
ν
) 1

2 (‖grad (un − un
h)‖L2(Ω)d×d + ‖grad (un−1 − un−1

h )‖L2(Ω)d×d

)
.

(3.9)

Proof. Thanks to a triangle inequality, we have

ηn =
(τn

3
ν
) 1

2 (‖grad (un − un−1)‖L2(Ω)d×d + ‖grad (un − un
h)‖L2(Ω)d×d + ‖grad (un−1 − un−1

h )‖L2(Ω)d×d

)
.

In order to bound the first term, we derive from (3.6) that

τn
3
ν ‖grad (un − un−1)‖2

L2(Ω)d×d = ν

∫ tn

tn−1

‖grad (un − uτ )(., s)‖2
L2(Ω)d×d ds.

Next, in the first line of (3.3), we take v equal to un −uτ (t), and we integrate between tn−1 and tn. This gives

ν

∫ tn

tn−1

‖grad (un − uτ )(., s)‖2
L2(Ω)d×d ds

≤
(
ν ‖grad (u − uτ )‖L2(tn−1,tn;L2(Ω)d×d)

+ ‖∂t(u − uτ ) + grad (p− πτpτ )‖L2(tn−1,tn;H−1(Ω)d)

+ ‖f − πτf‖L2(tn−1,tn;H−1(Ω)d)

)
(∫ tn

tn−1

‖grad (un − uτ )(s)‖2
L2(Ω)d×d ds

) 1
2

,

or equivalently(τn
3
ν
) 1

2 ‖grad (un − un−1)‖L2(Ω)d×d ≤ ν
1
2 ‖grad (u − uτ )‖L2(tn−1,tn;L2(Ω)d×d)

+
1
ν

1
2
‖∂t(u − uτ ) + grad (p− πτpτ )‖L2(tn−1,tn;H−1(Ω)d)

+
1
ν

1
2
‖f − πτf‖L2(tn−1,tn;H−1(Ω)d).

This leads to the desired result. �
It follows from Proposition 3.1, Corollary 3.2 and Proposition 3.3 that, if the regularity parameter στ is

bounded independently of τ , the full error

[u − uτ ](tn) + ν−
1
2 ‖∂t(u − uτ ) + grad (p− πτpτ )‖L2(0,tn;H−1(Ω)d)

is equivalent to the quantity
(∑n

m=1(η
m)2

) 1
2 , up to some terms involving the approximation of the data, namely

the distance of f to πτf in an appropriate norm, and the spatial error [uτ −uhτ ](tn). Moreover the equivalence
constants are explicitly known and estimate (3.9) is local with respect to the time variable.
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4. A POSTERIORI analysis of the space discretization

In order to describe the family of space error indicators, we first need some notation. For each n and each
K in Tnh, we introduce the set EK of edges (d = 2) or faces (d = 3) of K which are not contained in ∂Ω. With
any e in EK we associate a unit vector ne orthogonal to e and denote by [.]e the jump across e in the direction
ne. Note that [.]e depends on the orientation of ne but that quantities like [v · ne]e for any vector field v are
independent thereof. For each K, we denote by nK the unit outward normal to K on ∂K. Finally, hK stands
for the diameter of K and, for each e in EK , he denotes its length (d = 2) or diameter (d = 3).

For each n, 1 ≤ n ≤ N , we also introduce an approximation fn
h of the data fn = f (·, tn), such that its

restrictions to all K in Tnh are polynomials of a fixed degree. The error indicators are now defined by analogy
with the stationary Stokes problem, see [3] (Sect. 8.4.1), or [15] (Sect. 3.5). For each n, 1 ≤ n ≤ N , and for
each K in Tnh, we define the error indicator

ηn
K = ν−

1
2

(
hK ‖fn

h − un
h − un−1

h

τn
+ ν∆un

h − grad pn
h‖L2(K)d

+
∑

e∈EK

h
1
2
e ‖ [ν ∂neu

n
h − pn

h ne]e ‖L2(e)d + ν ‖div un
h‖L2(K)

)
. (4.1)

For any n, 1 ≤ n ≤ N , and any (v, q) in H1
0 (Ω)d×L2

0(Ω), we obtain from problems (2.9)–(2.10) and (2.19)–(2.20)
the following residual equation

(un − un
h,v) + ν τn (grad (un − un

h),grad v) − τn (div v, pn − pn
h) = (F n,v) + (un−1 − un−1

h ,v),

−(div (un − un
h), q) = (div un

h, q). (4.2)

Here, the residual F n belongs to H−1(Ω)d and is given by

(F n,v) = τn (fn,v) − (un
h − un−1

h ,v) − ν τn (gradun
h,gradv) + τn (div v, pn

h). (4.3)

Moreover it can be observed that, for any (vh, qh) in Xnh ×Mnh,

(F n,v) = (F n,v − vh) and (div un
h, q) = (div un

h , q − qh). (4.4)

A further lemma is needed to handle the non-zero right-hand side of the second line in equation (4.2). It requires
the following assumption which is satisfied by all the finite elements used for the Stokes problem.

Assumption 4.1. The space Mnh contains either M0
nh or M1

nh, with

M0
nh =

{
qh ∈ L2

0(Ω); ∀K ∈ Tnh, qh |K ∈ P0(K)
}
,

M1
nh =

{
vh ∈ H1(Ω) ∩ L2

0(Ω); ∀K ∈ Tnh, qh |K ∈ P1(K)
}
, (4.5)

where P0(K) denotes the space of constant functions on K.

Let now Π denote the operator defined from H1
0 (Ω)d into itself as follows: For each v in H1

0 (Ω)d, Πv denotes
the velocity w of the unique weak solution (w, r) in H1

0 (Ω)d × L2
0(Ω) of the Stokes problem

−∆w + grad r = 0 in Ω,
div w = div v in Ω,
w = 0 on ∂Ω.
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The next lemma states some properties of the operator Π and refers to the constant β > 0 which is defined by

β = inf
q∈L2

0(Ω)\{0}
sup

v∈H1
0 (Ω)d

(div v, q)
‖gradv‖L2(Ω)d×d‖q‖L2(Ω)

· (4.6)

Lemma 4.2. The operator Π has the following properties:
(i) For all v in V , Πv is zero.
(ii) The following estimates hold for all v in H1

0 (Ω)d,

‖grad (v − Πv)‖L2(Ω)d×d ≤ ‖gradv‖L2(Ω)d×d and ‖gradΠv‖L2(Ω)d×d ≤ 1
β
‖div v‖L2(Ω). (4.7)

(iii) If Assumption 4.1 is satisfied, the following estimate holds for 1 ≤ n ≤ N and for any vh in Vnh,
‖Πvh‖L2(Ω)d ≤ c hα

n‖divvh‖L2(Ω), (4.8)

where the constant α equals 1 if Ω is convex, and equals 1
2 otherwise.

Proof. Part (i) of the Lemma is obvious. Moreover, since v − Πv has vanishing divergence, we conclude from
the weak form of the Stokes problem that

(grad Πv,grad (v − Πv)) = (div (v − Πv), r) = 0.

This proves the first estimate in (4.7). Similarly, we obtain

‖gradΠv‖2
L2(Ω)d×d = (grad Πv,gradΠv) = (div Πv, r) = (div v, r) ≤ ‖div v‖L2(Ω)‖r‖L2(Ω),

and

β ‖r‖L2(Ω) ≤ sup
z∈H1

0 (Ω)d

(div z, r)
‖gradz‖L2(Ω)d×d

= sup
z∈H1

0 (Ω)d

(grad Πv,grad z)
‖grad z‖L2(Ω)d×d

≤ ‖gradΠv‖L2(Ω)d×d .

This proves the second part of (4.7).
To derive the last estimate, for any vh in Vnh, we use a duality argument, that relies on the Stokes problem

−∆ϕ + grad ρ = Πvh in Ω,
div ϕ = 0 in Ω,
ϕ = 0 on ∂Ω.

This problem has a unique solution (ϕ, ρ) too. Moreover, for the α introduced in the statement of the lemma,
this solution belongs to the space Hα+1(Ω)d ×Hα(Ω) and satisfies

‖ϕ‖Hα+1(Ω)d + ‖ρ‖Hα(Ω) ≤ c ‖Πvh‖L2(Ω)d . (4.9)

By combining the two previous problems, we have

‖Πvh‖2
L2(Ω)d = (Πvh,Πvh) = (grad ϕ,gradΠvh) − (div Πvh, ρ) = (div ϕ, r) − (div Πvh, ρ).

Since div ϕ is zero and div Πvh is equal to div vh, this yields

‖Πvh‖2
L2(Ω)d = −(div vh, ρ).
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Using the definition of Vnh gives, for any ρh in Mnh,

‖Πvh‖2
L2(Ω)d = −(div vh, ρ− ρh) ≤ ‖div vh‖L2(Ω)‖ρ− ρh‖L2(Ω).

Thanks to Assumption 4.1, standard approximation properties combined with (4.9) lead to the desired estimate.
�

Remark 4.3. When Ω is not convex, estimate (4.8) can be improved. Choose in the proof of Lemma 4.2 ρh

equal to the image of ρ under a Clément type regularization operator (cf. e.g. [6], [18]). Denote by V a fixed
neighbourhood of the re-entrant corners or edges of Ω. Then, in estimate (4.8), the function Πvh satisfies

‖Πvh‖L2(Ω)d ≤ c

( ∑
K∈Tnh

h2αK

K ‖div vh‖2
L2(K)

) 1
2

, (4.10)

with αK equal to 1 if K does not intersect V , and equal to 1
2 otherwise. Moreover, if Ω is a polygon, the αK

for the K intersecting V can be computed explicitly as a function of the largest angle of Ω in a neighbourhood
of K.

In the next lemma, we evaluate the quantity (F n,v − vh) which appears in (4.4).

Lemma 4.4. For any function v in H1
0 (Ω)d, the following estimate holds

inf
vh∈Xnh

(F n,v − vh) ≤ c τn

( ∑
K∈Tnh

(
ν (ηn

K)2 + h2
K ‖fn − fn

h‖2
L2(K)d

)) 1
2

‖gradv‖L2(Ω)d×d . (4.11)

Proof. By integrating by parts on each K, we obtain

(F n,v − vh) = τn
∑

K∈Tnh

{∫
K

(fn − un
h − un−1

h

τn
+ ν∆un

h − grad pn
h)(v − vh) dx

−
∑

e∈EK

∫
e

(ν ∂nK un
h − pn

h nK)(v − vh) dτ

}

or, equivalently,

(F n,v − vh) = τn
∑

K∈Tnh

{∫
K

(fn − un
h − un−1

h

τn
+ ν∆un

h − grad pn
h)(v − vh) dx

+
1
2

∑
e∈EK

∫
e

[ν ∂neu
n
h − pn

h ne]e(v − vh) dτ

}
.

Thanks to the Cauchy–Schwarz inequality, this yields

(F n,v − vh) ≤ τn
∑

K∈Tnh

(∥∥∥∥fn − un
h − un−1

h

τn
+ ν∆un

h − grad pn
h

∥∥∥∥
L2(K)d

‖v − vh‖L2(K)d

+
1
2

∑
e∈EK

‖ [ν ∂neu
n
h − pn

h ne]e ‖L2(e)d‖v − vh‖L2(e)d

)
.
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Next, we introduce a Clément type regularization operator Rnh which has the following properties, see [6] or
[18]: For any function v in H1

0 (Ω), Rnhv belongs to the space Znh of continuous affine finite elements (cf. (2.17))
and satisfies for any K in Tnh and e in EK ,

‖v −Rnhv‖L2(K) ≤ c hK |grad v|H1(∆K)d and ‖v −Rnhv‖L2(e) ≤ c h
1
2
e |grad v|H1(∆e)d . (4.12)

Here ∆K , resp. ∆e, denote the union of elements of Tnh that share at least a vertex with K, resp. with e. Since
Xnh contains Zd

nh, taking vh equal to Rnhv gives

(F n,v − vh) ≤ c τn
∑

K∈Th

{
hK

∥∥∥∥fn − un
h − un−1

h

τn
+ ν∆un

h − grad pn
h

∥∥∥∥
L2(K)d

+
1
2

∑
e∈EK

h
1
2
e ‖ [ν ∂neu

n
h − pn

h ne]e ‖L2(e)d

}
‖gradv‖L2(∆K)d×d .

The desired estimate follows from a triangle inequality by adding and subtracting fn
h and noting that, when

summing on the K, each element of Tnh only belongs to a finite number of ∆K ’s, this number being bounded
as a function of the regularity parameter of the family of triangulations. �

We are now in a position to prove the first a posteriori estimate. It requires the following parameter

λhτ = sup
1≤n≤N

supK∈Tnh
h2αK

K

ντn
· (4.13)

Proposition 4.5. If Assumption 4.1 is satisfied, the following a posteriori error estimate holds between the
velocity uτ associated with the solution (un)0≤n≤N of problem (2.9)–(2.10) and the velocity uhτ associated with
the solution (un

h)0≤n≤N of problem (2.19)–(2.20), for 1 ≤ n ≤ N ,

[[uτ − uhτ ]](tn) ≤ c

(
n∑

m=1

τm
∑

K∈Tmh

(
(1 + λhτ ) (ηm

K )2 +
h2

K

ν
‖fm − fm

h ‖2
L2(K)d

)) 1
2

+c′ ‖u0 − Πhu0‖L2(Ω)d . (4.14)

Proof. For abbreviation we set

en = un − un
h, 0 ≤ n ≤ N, and εn = pn − pn

h, 1 ≤ n ≤ N.

For any n, 1 ≤ n ≤ N , we then have

1
2
‖en‖2

L2(Ω)d − 1
2
‖en−1‖2

L2(Ω)d +
1
2
‖en − en−1‖2

L2(Ω)d + ντn‖grad en‖2
L2(Ω)d×d

= (en − en−1, en) + ντn(grad en,grad en). (4.15)

Observing that div(en − Πen) = 0, we obtain

(en − en−1, en) + ντn(grad en,grad en) = (en − en−1,Πen) + ντn(grad en,gradΠen)

+ (en − en−1, en − Πen) + ντn(grad en,grad (en − Πen))

− τn(div(en − Πen), εn).
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By inserting v = en − Πen in equation (4.2), this yields

(en − en−1, en) + ντn(grad en,grad en) = (en − en−1,Πen) + ντn(grad en,grad Πen) + (Fn, en − Πen).
(4.16)

Next, we bound the three terms on the right-hand side of (4.16) separately. Taking into account that Πen =
−Πun

h and using Lemma 4.2 and Remark 4.3, we obtain for the first term

(en − en−1,Πen) ≤ 1
2
‖en − en−1‖2

L2(Ω)d +
1
2
‖Πen‖2

L2(Ω)d

≤ 1
2
‖en − en−1‖2

L2(Ω)d + c

( ∑
K∈Tnh

h2αK

K ‖div un
h‖2

L2(K)

)
,

whence
(en − en−1,Πen) ≤ 1

2
‖en − en−1‖2

L2(Ω)d + c λhτ ντn‖divun
h‖2

L2(Ω). (4.17)

Similarly, we derive from (4.7) the estimate for the second term

ντn(grad en,gradΠen) ≤ ντn
4

‖grad en‖2
L2(Ω)d×d + ντn ‖gradΠen‖2

L2(Ω)d×d

≤ ντn
4

‖grad en‖2
L2(Ω)d×d +

ντn
β

‖divun
h‖2

L2(Ω). (4.18)

Finally, Lemmas 4.2 and 4.4 and the first equation in (4.4) imply the following bound for the third term

(Fn, en − Πen) ≤ c τn

( ∑
K∈Tnh

(
ν (ηn

K)2 + h2
K ‖fn − fn

h‖2
L2(K)d

)) 1
2 ‖grad (en − Πen)‖L2(Ω)d×d

≤ c′ τn

( ∑
K∈Tnh

(
(ηn

K)2 +
h2

K

ν
‖fn − fn

h‖2
L2(K)d

))
+
ντn
4

‖grad en‖2
L2(Ω)d×d . (4.19)

Combining equations (4.15) to (4.19) and multiplying the resulting equation by 2, we arrive at

‖en‖2
L2(Ω)d − ‖en−1‖2

L2(Ω)d + ντn ‖grad en‖2
L2(Ω)d×d ≤ c τn

( ∑
K∈Tnh

(
(1 + λhτ )(ηn

K)2 +
h2

K

ν
‖fn − fn

h‖2
L2(K)d

))
.

Summing with respect to n yields the desired estimate. �
As in Corollary 3.2, we now prove an estimate for the second part of the error, which combines the time

derivative of the velocity and the gradient of the pressure.

Corollary 4.6. If Assumption 4.1 is satisfied, the following a posteriori error estimate holds between the pair
(uτ , πτpτ ) associated with the solution of problem (2.9)–(2.10) and the pair (uhτ , πτphτ ) associated with the
solution of problem (2.19)–(2.20), for 1 ≤ n ≤ N ,

‖∂t(uτ − uhτ ) + grad πτ (pτ − phτ )‖L2(0,tn;H−1(Ω)d)

≤ c

(
n∑

m=1

τm
∑

K∈Tmh

(
ν (1 + λhτ ) (ηm

K )2 + h2
K ‖fm − fm

h ‖2
L2(K)d

)) 1
2

+ c′ ν
1
2 ‖u0 − Πhu0‖L2(Ω)d . (4.20)
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Proof. We have at each time t, 0 ≤ t ≤ tn,

‖∂t(uτ − uhτ ) + gradπτ (pτ − phτ )‖H−1(Ω)d = sup
v∈H1

0 (Ω)d

(∂t(uτ − uhτ ),v) − (div v, πτ (pτ − phτ ))
‖gradv‖L2(Ω)d×d

·

Equations (4.2) and (4.4) yield that, for all t, tn−1 ≤ t ≤ tn, and for any vh in Xnh,

(∂t(uτ − uhτ ),v) − (div v, πτ (pτ − phτ )) =
1
τn

(F n,v − vh) − ν (grad (un − un
h),gradv).

Thus Lemma 4.4 leads to

‖∂t(uτ − uhτ ) + gradπτ (pτ − phτ )‖H−1(Ω)d ≤ c

( ∑
K∈Tnh

(
ν (ηn

K)2 + h2
K ‖fn − fn

h‖2
L2(K)d

)) 1
2

+ ν ‖grad (un − un
h)‖L2(Ω)d×d .

Note that the right-hand side of this inequality is independent of t, for tn−1 ≤ t ≤ tn. So integrating the square
of it between tn−1 and tn, summing on the n, and using Proposition 4.5 give the desired estimate. �

We now establish an upper bound for each indicator ηK
n . We only give an abridged proof of this result,

since the arguments are very similar to those used for the steady Stokes problem, see [15] (Prop. 3.19) or [3]
(Prop. 8.6). Note however that this result requires the following assumption, which is not restrictive in the
context of mesh adaptation.

Assumption 4.7. For 1 ≤ n ≤ N , there exists a family of triangulations (T̃nh)h, such that, for all h and n,
1 ≤ n ≤ N , each element K of Tn−1,h or of Tnh is the union of elements K̃ of T̃nh such that the ratio of the
diameter of K and of the diameter of the largest ball inscribed into each K̃ is bounded uniformly with respect
to h and n.

Proposition 4.8. Assume that there exists an integer k such that, for all h and for 1 ≤ n ≤ N , the restrictions
to any K in Tnh of all functions in Xnh and Mnh are polynomials of degree ≤ k. If Assumption 4.7 is satisfied,
the following estimate holds for each indicator ηn

K introduced in (4.1), 1 ≤ n ≤ N and K ∈ Tnh,

ηn
K ≤ c

(
ν

1
2 ‖grad (un − un

h)‖L2(ωK)d×d + ν−
1
2 ‖ (un − un

h) − (un−1 − un−1
h )

τn
+ grad (pn − pn

h)‖H−1(ωK)d

+ν−
1
2hK ‖fn − fn

h‖L2(ωK)d

)
, (4.21)

where ωK denotes the union of the elements of Tnh that share at least an edge (d = 2) or a face (d = 3) with K.

Proof. For any domain ∆ contained in Ω, let R(∆) denote the right hand-side of (4.21) with ωK replaced by
∆. Since this estimate relies on equation (4.2), we first note by integrating by parts of each K that

(F n,v) = τn
∑

K∈Tnh

{
(fn

h − un
h − un−1

h

τn
+ ν∆un

h − grad pn
h,v) + (fn − fn

h,v)

−1
2

∑
e∈EK

∫
e

[ν ∂neu
n
h − pn

h ne]e(τ ) · v(τ ) dτ

}
.
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We now prove a bound successively for each of the three terms in ηK
n .

(1) Set

vK =

{
(fn

h − un
h−un−1

h

τn
+ ν∆un

h − grad pn
h)ψK on K,

0 on Ω \K,
where ψK denotes the bubble function on K, equal to (d + 1)d+1 times the product of the (d + 1) barycentric
coordinates associated with the vertices of K. Inserting v = vK and q = 0 in equation (4.2), we obtain

τn

∥∥∥∥(fn
h − un

h − un−1
h

τn
+ ν∆un

h − grad pn
h)ψ

1
2
K

∥∥∥∥2

L2(K)d

≤ τn

∥∥∥∥ (un − un
h) − (un−1 − un−1

h )
τn

+ grad (pn − pn
h)
∥∥∥∥

H−1(K)d

‖gradvK‖L2(K)d×d

+ ντn ‖grad (un − un
h)‖L2(K)d×d‖gradvK‖L2(K)d×d + τn ‖fn − fn

h‖L2(K)d‖vK‖L2(K)d .

We divide this inequality by τn and we multiply it by ν−
1
2 hK . Finally, we observe that ψK takes its values in

[0, 1] and we use the inverse inequalities on the elements K̃ of T̃nh contained in the element K of Tnh, which
are valid for any fixed integer m and any polynomial w of degree ≤ m,

‖gradw‖L2(K̃)d ≤ c h−1

K̃
‖w‖L2(K̃), ‖w‖L2(K̃) ≤ c ‖wψ

1
2
K‖L2(K̃),

and, thanks to Assumption 4.7, we note that hK is ≤ c hK̃ , where the constant c only depends on the regularity
parameters of (Tnh)h and (T̃nh)h. This leads to

ν−
1
2 hK

∥∥∥∥fn
h − un

h − un−1
h

τn
+ ν∆un

h − grad pn
h

∥∥∥∥
L2(K)d

≤ cR(K). (4.22)

Note also that, since the extension by zero is continuous from H1
0 (K) into H1

0 (∆) for any domain ∆ containing
K, the norm of H−1(K) which appears in R(K) can be replaced by the norm of H−1(∆).
(2) For any e in EK , let K ′ denote the other element of Tnh containing e. Let also LK and LK′ denote
lifting operators from polynomials on e into polynomials on K and K ′, respectively, which are built by affine
transformation from a fixed lifting operator on the reference element. We now define ve by

ve =


LK([ν ∂neu

n
h − pn

h ne]e)ψe on K,
LK′([ν ∂neu

n
h − pn

h ne]e)ψe on K ′,

0 on Ω \ (K ∪K ′),

where ψe denotes dd times the product of the d barycentric coordinates associated with the vertices of e. By
inserting v = ve and q = 0 in equation (4.2), the same arguments as previously (see [15] (Lem. 1.3) for details)
lead to the estimate

ν−
1
2 h

1
2
e ‖ [ν ∂neu

n
h − pn

h ne]e ‖L2(e)d ≤ cR(K ∪K ′). (4.23)
(3) Finally, we insert v = 0 and q = qK in equation (4.2), with qK defined by

qK = div un
h χK ,

where χK denotes the characteristic function of K. This yields in an obvious way

ν
1
2 ‖div un

h‖L2(K) ≤ ν d
1
2 ‖grad (un − un

h)‖L2(K)d×d . (4.24)

Combining estimates (4.22), (4.23) and (4.24) leads to the desired result. �
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When comparing Proposition 4.5 and Corollary 4.6 to Proposition 4.8, we observe that, up to some terms
involving the approximation of the data, the full error

[[uτ − uhτ ]](tn) + ν−
1
2 ‖∂t(uτ − uhτ ) + gradπτ (pτ − phτ )‖L2(0,tn;H−1(Ω)d)

is smaller than a constant times the quantity(
n∑

m=1

τm
∑

K∈Tmh

(ηm
K )2

) 1
2

,

but the result is not fully optimal since this constant depends on the parameter λhτ introduced in (4.13). Note
however that:

• when Ω is convex, this constant is bounded independently of n and hn if

τn ≥ µh2
n,

for a fixed constant µ. This condition is not too restrictive;
• when Ω is not convex, the hK are most often smaller in a neighbourhood of the re-entrant corners or

edges, so that the conditions for λhτ to be bounded are not more restrictive than in the previous case.
Moreover, since each ωK contains at most d + 2 elements of Tnh, estimate (4.21) is local with respect to both
time and space variables.

5. Putting all together

For 1 ≤ n ≤ N , we define the full error, linked to both time and space discretizations,

E(tn) = [u − uτ ](tn) + [uτ − uhτ ](tn) + ν−
1
2 ‖∂t(u − uτ ) + grad (p− πτpτ )‖L2(0,tn;H−1(Ω)d)

+ ν−
1
2 ‖∂t(uτ − uhτ ) + gradπτ (pτ − phτ )‖L2(0,tn;H−1(Ω)d). (5.1)

Note that, by a triangle inequality,

E(tn) ≥ [u − uhτ ](tn) + ν−
1
2 ‖∂t(u − uhτ ) + grad (p− πτphτ )‖L2(0,tn;H−1(Ω)d). (5.2)

However, since we intend to perform separately time and space adaptivity, we are led to work with the quantity
E(tn). Thanks to the results of the previous sections, we are in a position to compare it with the sum of the
error indicators.

Theorem 5.1. The following a posteriori estimates hold for the error E(tn), 1 ≤ n ≤ N :
(i) If Assumption 4.1 is satisfied,

E(tn) ≤ c

(
n∑

m=1

(
(ηm)2 +

1 + στ

2
τm

∑
K∈Tmh

(1 + λhτ ) (ηm
K )2

)) 1
2

+ c′

(
1
ν
‖f − πτf‖2

L2(0,tn;H−1(Ω)d) +
1 + στ

2

n∑
m=1

τm
ν

∑
K∈Tmh

h2
K ‖fm − fm

h ‖2
L2(K)d

) 1
2

+ c′′
(

1 + στ

2
‖u0 − Πhu0‖L2(Ω)d + τ1 ‖grad (u0 − Πhu0)‖L2(Ω)d×d

)
. (5.3)
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(ii) If there exists an integer k such that, for all h and for 1 ≤ n ≤ N , the restrictions to any K in Tnh of all
functions in Xnh and Mnh are polynomials of degree ≤ k, and if Assumption 4.7 is satisfied,

( n∑
m=1

(
(ηm)2 + τm

∑
K∈Tmh

(ηm
K )2

)) 1
2 ≤ cE(tn)

+ c′

(
1
ν
‖f − πτf‖2

L2(0,tn;H−1(Ω)d) +
n∑

m=1

τm
ν

∑
K∈Tmh

h2
K ‖fm − fm

h ‖2
L2(K)d

) 1
2

. (5.4)

Proof. We establish successively the two estimates.
(1) By combining the second inequality in (2.14) with Proposition 4.5, we obtain an estimate for [uτ −uhτ ](tn).
This estimate, combined with Proposition 3.1 and Corollary 3.2, respectively, leads to the upper bounds for the
terms

[u − uτ ](tn) and ‖∂t(u − uτ ) + grad (p− πτpτ )‖L2(0,tn;H−1(Ω)d),

respectively. Finally, the quantity ‖∂t(uτ −uhτ )+gradπτ (pτ −phτ)‖L2(0,tn;H−1(Ω)d) is bounded in Corollary 4.6.
(2) To derive the second estimate, we first sum the square of inequality (3.9) on n and use the first inequality
in (2.14). A further argument is needed to bound the Hilbertian sum of the ηK

n , since the Hilbertian sum of
the norms ‖ · ‖H−1(ωK) which appear in (4.21) is not bounded as a function of ‖ · ‖H−1(Ω); however the proof is
similar to that of Proposition 4.8. We now take v equal to vnh (instead of vK) and q = 0 in (4.2), with vnh

defined by

vnh |K = (fn
h − un

h − un−1
h

τn
+ ν∆un

h − grad pn
h)h2

K ψK , K ∈ Tnh,

and a similar choice for replacing ve. This gives the global estimate (5.4). �
Let Hn denote the quantity

Hn =

(
n∑

m=1

(
(ηm)2 + τm

∑
K∈Tmh

(ηm
K )2

)) 1
2

. (5.5)

Theorem 5.1 mainly states that, up to the terms involving the data, the full error E(tn) for 1 ≤ n ≤ N
is equivalent to Hn: It is smaller than c 1+στ

2 (1 + λhτ ) times Hn and larger than c′ times Hn, where both
constants c and c′ only depend on the geometry of Ω (indeed, the dependence on ν has been investigated in all
the estimates). So the result of Theorem 5.1 is optimal whenever στ is bounded independently of τ and λhτ is
bounded independently of h and τ . Moreover all the quantities ηm, ηm

K , στ and λhτ are easy to compute once
the discrete solution is known. It can also be observed that the assumptions in both parts of Theorem 5.1 are
satisfied by all the finite elements currently used for the Stokes problem.
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