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OPTIMALLY CONVERGENT HYBRIDIZABLE DISCONTINUOUS GALERKIN
METHOD FOR FIFTH-ORDER KORTEWEG-DE VRIES TYPE EQUATIONS*

YANLAT CHEN, BO DONG* AND JIAHUA JIANG

Abstract. We develop and analyze the first hybridizable discontinuous Galerkin (HDG) method for
solving fifth-order Korteweg-de Vries (KdV) type equations. We show that the semi-discrete scheme
is stable with proper choices of the stabilization functions in the numerical traces. For the linearized
fifth-order equations, we prove that the approximations to the exact solution and its four spatial
derivatives as well as its time derivative all have optimal convergence rates. The numerical experiments,
demonstrating optimal convergence rates for both the linear and nonlinear equations, validate our
theoretical findings.
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1. INTRODUCTION

Natural phenomena modeled by nonlinear partial differential equations are ubiquitous, appearing in numerous
areas of science and engineering such as plasma physics, fluid dynamics, nonlinear optics, quantum mechanics,
mathematical biology and chemical kinetics etc. Of particular interest to us is the class of nonlinear, dispersive
partial differential equations called Korteweg-de Vries (KdV) equations. They model the evolution of long, one-
dimensional waves such as the shallow-water waves with weakly nonlinear restoring forces and the long internal
waves in a density-stratified ocean etc.

Due to their pervasiveness in applications and theoretical studies, it is critical to devise efficient numerical
schemes for KdV equations that have mathematically provable stability and accuracy. This paper is a contin-
uation of our systematic effort [6,9] toward that end. Indeed, we focus on the following fifth-order KdV type
equation:

0
X

for z € 2 :=(0,L) and ¢ € (0,T] with the initial condition
u(z,0) = up(z)
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and periodic boundary condition. Here the coefficients «, 3 are real numbers with 3 < 0, f € L?(£2) and F is
a smooth function.

The fifth-order KdV equation (1.1) is the generic model for studying shallow water waves having surface
tension and acoustic waves in plasma [1,12,13,16,17]. One characteristic feature is the existence of solitary
wave solutions that do not vanish at infinity maintaining their shapes [2, 3]. The first fifth-order KdV type
equation introduced in literature is the Kawahara equation [15,16] for which F(u, s, uz;) = Ku? where K is
a nonzero constant. Later, other forms of F' with more complicated nonlinearities appeared due to the need to
capture solitary wave solutions. In applications, the form of F used most often is F(u, g, Uz, ) = Ku™ T where
n >1 an integer. The scheme developed in this paper can be extended to general form of F' in a trivial fashion.
However, for simplicity we focus on the case where F' is a function of u only.

The acute challenge in numerically resolving these equations are two-fold. First and foremost is the need
for accurate long-time integration. To capture the structure of the characteristic soliton solutions over a long
time-span, it is imperative for the scheme to have very low phase error which is a trademark of high-order
methods. The second challenge originates from the demand for preservation of physical quantities such as mass
and Hamiltonian. Discontinuous Galerkin (DG) method emerges as a natural choice for this scenario thanks to
that it is easily implementable to be high order, its capability of handling nonuniform meshes (e.g. for a moving
mesh following the soliton) with variable degrees, and its flexibility in design allowing for purposely constructing
the numerical fluxes to achieve preservation of particular physical quantities [5]. Indeed, in 2002, the first local
DG method was introduced for third- and fifth-order KdV equations [22]. It was further studied in [10,11,19,20]
and was shown to have approximate solutions with optimal convergence rates for linearized KdV equations
[21]. In [7], another DG method was designed for KAV type equations based on repeated integration by parts.
This method has optimal convergence rates for linearized KdV equations, but needs to use at least second-
order polynomials for third-order equations and fourth-order polynomials for fifth-order equations. In [4,5,14],
conservative DG methods were constructed for third-order KdV type equations to preserve quantities such as
the mass and the L2?-norm of the solutions. These methods have optimal convergence rates when approximate
solutions have even polynomial degrees and suboptimal convergence rates when the polynomial degrees are odd.

Traditional DG methods, despite their prominent features, were criticized for having too many degrees of
freedom and for not being efficiently implementable. As a response to these criticisms, the hybridizable dis-
continuous Galerkin (HDG) methods were designed. Their unique feature is that the globally coupled degrees
of freedom are only those on the element interfaces. Hence, they are more advantageous than traditional DG
methods for solving stationary equations or time-dependent problems that require global solvers. In addition
to the dimension reduction, they usually produce optimally convergent approximations for both the primal and
dual variables, a feature notably lacking for the traditional DG formulation. The dimension reduction in the
globally coupled degrees of freedom has a remarkable consequence for the one-dimensional setting of the KdV
equations. In fact, the size and bandwidth of the global system to be numerically solved are independent of the
polynomial degrees in the finite element space. This feature renders the HDG method particular attractive in
the setting of this paper since the high-order accuracy is indispensable for accurate long time integration.

The idea of utilizing HDG method for KdV type equations is not new. In [6], we developed the first class of
HDG methods for solving stationary third-order linear equations and proved super-convergence results. In [9],
the HDG method is extended to the (nonlinear) third-order KAV type equations, attaining rigorous optimal
convergence of approximate solutions to the primary variable and its two derivatives for the linearized equations.
This paper amounts to the first attempt to design HDG and analyze it for the fifth-order KdV type equations to
the best of our knowledge. Indeed, we design a semi-discrete HDG scheme for the general nonlinear equation (1.1)
and prove its L2-stability. For the fully discrete scheme, we adopt an implicit time-marching approach to mitigate
the severe time-step restriction, and at each time step the HDG method to solve the resulting stationary fifth-
order equation. To ensure compatibility at the first step and avoid loss of accuracy during the time-marching,
the HDG solver for stationary fifth-order equations is also used to compute the initial approximations for the
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time discretization. For stationary fifth-order linear equations, we prove that the HDG approximations of the
primary variable with its four spatial derivatives superconverge to an HDG projection of the solutions with
order k4 2 and the numerical traces superconverge with the order 2k 4+ 1 when the polynomial degree of the
approximate solutions k£ > 0. This is obtained by using a special duality argument and Green’s functions. For the
time-dependent case, we combine several energy identities and prove that the semi-discrete form has optimal
convergence rates for the approximations to the primary variable as well as its four spatial derivatives and the
time derivative.

The remainder of the paper is structured as follows. In Section 2, we introduce the central theme of this
paper, a new HDG method for the KAV equation (1.1), and present the associated stability analysis. A priori
error analyses for the linearized KdV equations are presented in Section 3. We omit some details of the proof
and postpone them until the appendices. The numerical results collected in Section 4 corroborate our theoretical
predictions and show optimal convergence of the scheme for both linear and nonlinear equations.

2. THE HDG SCHEME AND ITS STABILITY

In this section, we define the HDG method before stating and proving the theoretical result on the stability
of the scheme.

2.1. The HDG scheme
2.1.1. Notation

We first introduce a partition of the computational domain,
Th: {Iilz(mi_17$i) Iizl,...,N},

with O=29 <21 < - < ay-1 < zy=L. We use 8T),:={0I; : i=1,..., N} to denote the boundaries of the
intervals, and &, := {z; }'_, to denote the set of all nodes. We set h; = z; —x;_1 and h:= max{h;, i=1,...,N}.

For any function ¢ € L%(973), we denote its values on 0I;:={x ,x; } by ((z} ;) (or simply ¢;",) and
¢(z;) (or simply ;). Note that ((z;) does not have to be equal to {(z; ). On the other hand, for any function
n € L?(&,), its value at ;, n(x;) (or simply 7;) is uniquely defined. We denote by (¢, v)r, the integral of the
product of ¢ and v on the interval I;, and (¢, vn)g;, denotes that on the boundary which, in the one-dimensional

case, simply becomes ¢(x; )v(x; )n(z; ) +¢(x )v(z; | )n(z; ). Here n denotes the outward unit normal to
I;, that is n(x] |):=—1 and n(z; ) :=1. Finally, we will need the finite element space which, when restricted

to any particular element I;, is the space of polynomials of degree at most k:
WE={weL*T,): wl;, € P(l;) Yi=1,---,N}.

2.1.2. Spatial discretization

To define the semi-discretization of the equation (1.1), we first rewrite the time-dependent fifth-order equation
as the following first-order system:

4—us=0, p—¢=0, 1—p,=0, s—1,=0, w+F(s,pu)s=], (2.1a)

where F(s,p,u) =ap + Bs + F(u), and the initial and boundary conditions are
u(z,0) =up(x), w(0,t)=w(L,t) for w=wu,q,p,rF. (2.1b)
Next, we characterize the exact solution of (2.1) as solutions to local problems on each element which we

patch together to obtain the global solution through the so-called transmission conditions. HDG approximate
solution is nothing but the discrete counterpart of this global solution constructed in a similar fashion.
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Indeed, when F and f are smooth enough and {u;}™_,{G:}V, and {p;})_, are given for i=1,..., N, on
each element I; we can solve the local problem

Q-U,=0, P-Q,=0, R—P,=0, S—R,=0, U+F(S,PU),=f
with the intial and boundary conditions

U=uy fort=0,
Uz ) =uir, Ux))=u, Q)=¢-1, Q;)=a, Px;)=p

The solution (U, @, P, R, S) of these local problems coincides with the solution (u, g, p,r,s) of (2.1) if and only
if the transmission conditions

P(z;)=P(z]), R(z;)=R(z]), F(S,PU)x;)=F(S,PU)(x]), i=1,....,N—1

K2

and the boundary conditions
w(0,t)=w(L,t) forw=U,Q,PR,T.

are satisfied.
Our HDG scheme is inspired by this characterization and defined as its discrete counterpart. It provides
approximations

~ o~ o~~~ 5 5
(Uh»Qhapharh,Shauh7QhaPha7"h75h) € [WI’:] X [L2(ar‘Th):|
to
(U‘Q,Q‘Q7P|Q,T|Q,5|Q,U|(§h,q|é”h7p‘é”h,7’|gh,5|é”h)-

Indeed, to determine these approximations, assuming that we are given the boundary values {@n; } 2V o, {qni }™o»
and {p,,; }_, which are the only globally coupled unknowns, we solve the equation (2.1) locally on each element
by adopting a Galerkin method. More specifically, on the element I;, we give f and the boundary data @y ;_1, Up 4,
Qhi—1,0qni, and D, and take (un, qn, Ph, Th, S) € [P;C(Ii)]5 to be the solution of the equations,

(qn,v)1, + (un, ve)1, — (Un,vn)ar, =

(ph’ ) (thzm)lb <Qh, ZNn)or; =

) 0, (2.2a)
) 0 (2.2b)
(rh,w) 1, + (Ph, we) 1, — (Dh, wndar, =0, (2.2¢)
)or, =0 )
) (f, )

9

(8h, &)1, + (Thy G2)1, — (Th, d1)or1, =0, (2.2d
(e, )1, — (F(sn, s un)s Ya) 1o + (Fnoondor, = (f, )1, (2.2¢

for all (v, z,w, ¢,%) € (Py(I;))®. We close the local system by defining the remaining numerical traces as follows

Pr=pp + T (@ —wl)nt 1k (@ — g ) 0" at x|, (2.3a)
=tk @ —ul)nt + 7 (G - gf)nt at r |, (2.3b)
S =st (W —uf)nT + 7@ — g )nt at x|, (2.3¢c)
Ty =1y AT (Un —up )0 +70(@n —q, )0 + 7,0, —pp)n” at 7, (2.3d)
Sy =85, + 7o (Un —w, )™ +75(@h —q, )0 + 7B, — P, )N at (2.3¢)
Fr=F(Sh, Ph, Un) — T3 (Wn, un)(Un — un)n at x; i . (2.3f)

Obviously, (2.3a)—(2.3c) are defined at xg,- - ,xn_1, while (2.3d)—(2.3¢) are defined at z1,--- ,zxn. The stabi-

lization functions T;;“ 7';(‘1, *, T,f], Trps T 7';5, Tsp are defined on 97y, and are usually piece-wise constant.
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Due to the nonlinearity of F(u), 75(-,-) can be a nonlinear function of @, and wp, and is taken to be 0 when
F = 0. These functions, when satisfing certain conditions to be specified later, ensure that the above problem
has a unique solution.

It remains to impose the transmission conditions which allows us to solve for the globally coupled unknowns

{ahi}zN:Ov {f]\hi}ﬁv: 0, and {ﬁh;}z{v:f
[Pn](z:) =0, [Fu](z;)=0, and [Fu](z;)=0 foralli=1,...,N, (2.4)

where [w](z;) :=w(z; ) — w(z]) for any function w. Here, to honor the periodic boundary conditions, we define
[@rl(xn) =@n(zy) — On(xg) for w € {p,7, F}. This completes the definition of the HDG method.

Remark.

1. In implementation, the globally coupled degrees of freedom of the HDG method are those of the numerical
traces (un, qn, Dy, )- They are determined by the transmission conditions (2.4) and then used in (2.2) to locally
solve for the approximations (up, gn, Pr, Th, Sp) on each element.

2. The choice of (U, qn, P, ) as the globally coupled unknown for the HDG method is not unique. It corresponds
to the choice of boundary data for the local problems in the characterization of the exact solution. Other
characterizations of the exact solution are possible through imposing boundary conditions to the local problems
in different ways, as long as they ensure the well-posedness of the local PDE problems. The corresponding HDG
methods are then well-defined. It is known that HDG methods derived from different characterizations of the
same exact solutions are equivalent to each other if the stabilization functions 7 are finite and nonzero; see [6].

3. In (2.2) and (2.3), once the numerical traces (i, qh,D; ) are chosen as the globally coupled unknowns,
the corresponding local problems have enough boundary conditions. This means that the remaining numerical
traces ﬁgf ,Th, Sp and Fj, need to be defined in terms of the approximations from the interior of the elements and
(Uh, qn, P, )- The definition of numerical traces in (2.3) is standard for HDG methods. For maximum generality,
they includes all possible stabilization terms. We note that, in actual implementation, most of the stabilization
functions 7 can be taken to be zero.

2.1.8. Time discretization

For time discretization of the KdV equation, we employ implicit time-marching schemes to mitigate the severe
time-step restriction due to the fifth-order spatial derivative. One may use implicit time-marching schemes such
as BDF or DIRK methods. Here for simplicity, we apply the following second-order midpoint rule [4,5,9] to
discretize the time derivative.

Let 0=ty < t; < --- < txy =T be a partition of the interval [0,7] and At; =t;; — t;. At the initial time
t=0, we choose the initial approximation to be the HDG approximate solution of the stationary fifth-order
equation ~

D) +yu= 7, (2.5)
where D(u) := QUgpr + BUgraws + F(1)z, v=1 and f: D(up) + yuo. At later time t =t;4q for j=0,--- ,N —1,
we let the approximation u/™! to u(-,t;41) be

Wl =991 — W,

where u?! is the solution of the equation

AT

YW D)=,
34

It is easy to see that the equation above for u/! can be rewritten into the form of (2.5) with v=2/At;
and f=f + yu/. Therefore, at each time step, we use the HDG method to solve the stationary fifth-order
equation (2.5). To do that, we rewrite (2.5) into the following first-order system:

q—UxZO, P—Qx:07 T—prO» s —1,;=0, WU‘F?(SaPaU)z:f (26)
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In order to write the HDG formulation in a compact form, we use the notation

N N

(p,v) = Z(¢v V), (i, vn) = Z<<Pa vn)ar, -

i=1 i=1

The HDG approximations (up, ¢, Ph, "h, Shy Uh, Ghs Dy, ) € [Wfﬂs X [LQ(é”h)f’ for (2.6) satisfy

(qn,v) + (un, vz) — (Up, vn) =0,
(P, 2) + (qn, 22) — (qn, 2n) =0,
(T, w) + (Ph, Wz — (Pr,wn) =0, (2.7)
(8, @) + (T, @) — (Th, dm) =0,
(vun, ) = (F (1, pny un)s o) + (Fny o) = (F,9),

for all (v, z,w, ¢,1) € [ ] Here the numerical traces (p,", 7, Sh, SF;L) are defined in the same way as (2.3).
The globally coupled degrees of freedom are those associated with {n; }™_ ), {@ni} , and {Ph: N, and they
are determined by the transmission conditions (2.4).

Note that the initial approximations at t=0 are obtained by using (2.7) with f=D(ug) + yuo. This way,
they satisfy the discrete equations (2.2a)—(2.2d) and the transmission conditions (2.4) of the time-dependent
problem exactly. We emphasize that the main reason for adopting this initial approximation is for the ease of
analysis. Other choices of initial approximations may still produce optimal convergence numerically.

2.2. Stability of the semi-discrete scheme

Theorem 2.1. The semi-discrete scheme (2.2) for the fifth-order KdV equation is L?-stable if the stabilization
functions satisfy the following conditions

Tg > Ti= m fauhh (F(tup) — F(s)) - nds,
T 2 =Gt %T;f or T < 55— 57'2;;2,
(it + 5mh = 2782 (—rt+ & = 4m?) 2 2 (i — b+ S =t
Tou 2 5(T5p + §)%,
Tra S =35 = 3T
o (ra+ 8) 2 4 - )

Remark 2.2. The conditions in Theorem 2.1 are only technical conditions required by our analysis. They are
sufficient but not necessary for the stability of the method. As complicated as they may appear, it is nevertheless
easy to identify stabilization functions to satisfy them. For example, we can take

ot + o
Tpu = Tpq q w=0, Tg =0, < 23’

— — — _ 1l « _ (6% (2'8)
Tsp:TTp:qu:Tru:07 T“Z§(E) TrqS—Tﬁ

given that § < 0. Then the numerical traces in (2.3a)—(2.3e) have the simple form

. =p’ at x|
Th="h + Trq(qn — gn) 1 atx 1andz ,

Sh==8p + Tsu (Up —up) n at ;7 and z; .
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To have 74 > 7, we take 74 =0 if F(u) = 0. If F' is nonzero, we can take

1
=5 sup  |[F'(s)],

SGJ(uh,ah)
where J(up, up) = [min{up, up }, max{up, Uy }], because

. 1 /“h , ~ /
Fer——s | F(Q)(s—Tunds< o sup  [F'(s)].
(un — n)? Ja, 2€ 7 Cun )

N =

There are also other choices of 74 that satisfy the condition 74 > 7; see [18].

Now let us prove the stability result in Theorem 2.1, and the proof is similar to that in [9,18].

Proof. Taking v =wuyp, v= — (apn + Bsn), ¢ = Bqn, z=aqy + Brp, and w= — Bpy, in (2.2a)—(2.2e), adding the
five resulting equations together, and performing trivial algebraic manipulations, we have

(fsun) = (unts wn) = (F(un), wng) + (Fasun - n)
— (apn + Bsn, Unz) — (Un, (apn + Bsn)e) + (Un, (apn + Bsp)n)
+ (rhs Bana) — (Thy Ban - 1) — (Prs Bohe) + (Ph, Bon - 1)
+ (qn, (agqn + Bru)z) — (G, (agqn + Bra) - n).

Using integration by parts, the fact that up, qn, pn, Th, F h, are single-valued, and the periodic boundary condition,
we obtain

1d
(f7uh)=**/ Uidx+¢1+¢2+¢3,
2dt Jg,

where

&= — (a(pn — pn) + B(5n — sn), (Un — un) -n) + (Th — 74, B(qn — qn) - 1)

£ 24— )~ (B ),
Py = — (F(un), una) — (F(un) — 79 (un — un) - n, (Un — un) - n),
¢3:§<ﬁ}%7n>'

We immediately realize that @3 =0 due to the periodicity. Next, we plug in the definition of the numerical fluxes
(2.3) to simplify @1 and P5. Indeed, P; can be rewritten as &, :@f + &7, where

Bf = (auu, (Un — un)?) g+ + (Gaq, (@ — 1)) g+ + (Qugs (@n — un) (@ — qn)) s+
and

D7 = (byu, (Up, — Uh)2>g‘}j + (bgqs (qn — Qh)2>gh— + (bpp; (P _ph)2>g‘h—
+ (bugs (un = wn)(@n = qn)) s~ + (bup, (Un — un)(Ph — pn)) 4
+ (bgp: (Pn = p1)(@h — qn)) ¢, -
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Here

Qyu = — B1, — a1}, +§TZL2, =prh —*+§T+2

— Brh + Bt —ar + ﬁ T o
buu - — /87-;,‘7 bqq :ﬁT;I + 57 bpp = =
buq: —ﬂ +6 Tu’ bup: _ﬁT‘g;_aa bqp:ﬁT’r;'

To simplify @, we introduce G(s), the antiderivative of f(s). We have

@2 = - <G(uh),n> + (F(ﬁh), (ah — uh) . TL> + <T5", (ﬂh — uh)2>

= — (/ F(s)ds,n) + ( F(up)ds,n) + (r¢, (a, — uh)2>

3

>
)
>

where

e [ (@) - F) s

(Up —up

A sufficient condition for the L?-stability is then @5 >0, 431*' >0, and @7 > 0. That is to ask

Ty 2 7-7
Ay > 0, Qqq 2 0, 4auuaqq > CL2
buw >0, byg >0, by, >0, 4b, b > b2

uq?

Abyubyp > b2, Abypagy > b2,

Plugging in the definitions of a,’s and b,’s above, we have

—prs, fa7++§;§l2>()
ﬁ7+—7+§7';q > 0,

2 2
( ﬂs *CYT +g7—;; )(5772*%*%7;2)2%(*57;2+57} 70‘7— +ﬂpu pq) )

and
Tiu 2 07 T < 2[-}7
—4087,, (BT, Tra +5)> (67’5_,1 —l—ﬁrfu)Q,
2075, > (a+ fry)”,
—26(% + Brrg) > 827"

It is easy to see that these conditions are equivalent to those listed in the theorem. We thus complete the
proof. |

Remark 2.3. With little to no change to the proof, we can show that the scheme is also L?-stable for the
Dirichlet-type boundary condition such as the following

ulo,L =0, qloL=0, plL=0. (2.9)
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3. A PRIORI ERROR ANALYSIS

The goal of this section is to establish the optimal accuracy of our scheme for the linear case, that is, when
we assume F' = 0. Toward that end, we define the errors of the approximations wy and of the numerical fluxes
Wy, as

w=WwW—wp, €y,=w—0op forwe{u,q,p,r s}

The analysis is projection-based, see also [6,8,9]. We first define a projection
2 5 k15
I : [L*(Ty)] — [Wy]

that is inspired by the scheme, in particular the definition of the numerical fluxes (2.3). Then we prove the
optimal approximation property of this projection error

dp=w—Iw forw e {u,q,p,r s},
and that the projections of the error, defined as
ew=Hw—w forw e {u,q,p,r s},

also converge optimally. We can then conclude that the errors e, converge optimally due to that e, =4, + &,
and the triangle inequality.

Let us first define the projection I7 : [LQ(‘J';L)}5 — [W,{f]S For (u,q,p,r, ) € [LQ(‘Th)]S, we find in [W}’f]5
the element (ITu, IIq, IIp, I[Ir, IIs) whose restriction on element I; = (x;_1, ;) satisfies the following condition

ou,v)r, =0, (0q,2)r,=0, (op,w);, =0, (or,¢)r, =0, (ds,9)r, =0,
Op — Thbun — T 0gn =0 at x|
Op — T, 0un — TE6m=0 at x| (3.1)
s — Thoun — 750m=0 at x| ’
Op — Tygy O — T@éqn — 7'7;)5[,71 =0 at z;
O — TapOult — T;I5qn — T;I,(Spn: 0 at z;

for any (v, z,w, ¢,v¢) € [Pk,l(K)]S , where we have used the notation d, :=w — IMw for any w € L?(T3).

To state our error estimate, we use the following notation. The H*(D)-norm is denoted by || - ||s,p. We drop
the first subindex if s =0, and the second one if D =2 or D =T}. We are now ready to state our error estimate
which is given as an upper bound for the following quantity

lell® := llewll® + lleql” + llepl® + llerl* + llesll* + llew, 1% (3.2)

Theorem 3.1. Suppose that u is the solution to the fifth-order Korteweg-de Vries equation (1.1) with F = 0,
a=0 and f=—1, and uy, is the approximate solution given by the HDG scheme (2.2)—(2.4) with the stabilization
functions 7 =1, Trjfl =—1 and all others being zero. Then for k > 0, the projection of the error (3.2) satisfies

le(t)]| < Cnb+1.

This Theorem is for linear equations. The error analysis for the nonlinear case is more delicate requiring special
treatment of the nonlinear terms, and is the subject of an upcoming paper.

To prove Theorem 3.1, we need the following three lemmas. They are the energy equalities, the approximation
property of the projection, and the requirement on the initial condition.
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Lemma 3.2 (Energy identities). We have that

2
T )
0= thlleull +51+ T, (3.3a)
0= 2 dt ||5q||2 + SQ + T2a (33b)
0= 2 dt ||€P||2 + ‘93 + T3a (336)
0= pis, 4 (3.3d)
2 dt r 4 4, -
1d )
T: .
0=g g llesll™ + 55 + T, (3.3¢)
0=t P rss+m (3.3)
2d! 6 re '
Moreover,
6
T:=) Tp>0.
k=1
Here

S1= (6ut75u> - (5q7a6p + ﬁ&s) + (617’ agq + ﬁgr) - (6r7ﬁ5p) + (6sa55q)
Ty= —(a(Ep —ep) + B(Es —€5), (Bu —€u) - n) + B(Er —&r), (Eqg — &¢) - 1)

+ 26— o) — S (& — )

Oqt,€q) + (Op, €ut) + (€p, Eut)

(Eq —€q); (Eut — €wt) - 1)

Pt’sp) + (57” eq) ( qt»sr) - (5575ut) - (Esaeut)
€p)

( y (Eqt — 5qt) n) — (& —¢&r), (Eut — €ut) -
a 1
5517) + = 3

Ept —&pt) ") — ((Eqt — €qt), (Es —€5) - )

=(
(
(
( n)

( (5ut75qt) %( qhgut)
(

(&
’r‘t757“)+( S7€pt) ( pt758+
©

( - 67‘)7
(Bt — eur)m) -

20
SS = (5515755) -

«

E((gp —&p)s (Eqt — Eqt) - 1)

%(5ut75rt) + %(&"hgut) + %((thgpt) - % %((Sru Ert)

~ ~ 1, ~
T5 = ((Ert — €rt), (Es — €s) ") + B«Ept — &pt), (But — €ut) 1) — 2ﬂ<(5qt eq)Q,n>
SG = (5utta5ut) - (5qt7 aEpt + 655t> + (6pta aeq + ﬁ&‘t) + (551‘.7 ﬁgqt) - (5rt7 ﬁgpt)
To= — (B(Est —€st) + Ept — €pt), (But — €ut) - 1) + %«5@ —eq1)%,m)

(6;Dt7 gqt) -

- BU(Ent — £r), Bt — ) 1) — (Gt — )Y,

2

The proof of this lemma is long and technical, thus given in Appendix A.
The next lemma states that the projection I7 is optimal, that is, the projection error is of order k+ 1. To
describe it, we define the auxiliary penalization functions

0% =7, +715 — 7,7 fora € {s,r} and w € {u,q}.

w ap pw
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Lemma 3.3 (Approximation properties of the projection.). When the penalization functions satisfy 030, —
05,05 # 0, we have that, for any (u,q,p,r,s) € [Hk+1(K)]5,

18l + 10q 1l + 1165 | + 181 + 18] < Ch**.

The proof of this lemma is given in Appendix B.

The last lemma is about the optimal convergence of the initial approximations. It is usual to require that the
projection of the error at the initial step €(0) satisfies certain condition for the solution at later time to have
optimal convergence, see also [9,21].

Lemma 3.4 (On the initial approximations). Under the assumption in Theorem 3.1, we have the following
estimates for the errors at t =0 by using the HDG method to solve the stationary fifth-order equation (2.5)

£,(0)]| < ChF*2, 2w (0)||oo.g, < CRPFHI orw=1u,q,p,T,S
llew( En

and

llew, (0)]] < CRM.

Lemma 3.4 shows that our HDG method for the stationary fifth-order linear equation produces supercon-
vergent approximations for all variables. This result does not hold for the time-dependent case; we observe
in numerical tests that HDG approximations to some variables lose superconvergence rates as time evolves.
However, they still maintain optimal convergence theoretically and numerically.

The proof of Lemma 3.4 involves the error analysis of the HDG method for stationary fifth-order equations.
It is lengthy, thus we give a detailed sketch in Appendix C, and proceed here to prove the main theorem in the
remaining of this section.

Proof of Theorem 3.1. For simplicity, we assume o =0. We first add the six energy identities (3.3) to obtain

d 6 6
a||e(zs)||2 +S5+T=0 withS=Y» 8, T=> T.

=1 =1

Next, we integrate it from 0 to t and apply the result 7" >0 from Lemma 3.2. We have

le®IP < O + \ | stas

To estimate fot S(s)ds, we rewrite S as S=1; + I + I3 with

Il = (5Ut’€u) - (6(15/853) + ((;pa/BET') - (6T76€p) + (68755(1)
+ (0gt:€q) + (Ops €ut) + (Opts €p) — (Ogt,€7) — (s, €ut)

1 1
+ (67“15757') - (6pt755) - *(6qt;5ut) + (5st755) + *(6rt75ut) + (6utt7€ut)7
B B

1 1 1 1
I2 = (6r7€qt) + (68751)15) + B(autagqt> - B(autag'rt) + B((thgpt) - B((sptagqt)

- (5qta ﬁest) + (6ptaﬁ5’rt) + (6st7ﬁ€qt) - (67‘t7ﬁ5pt)7
IS = (Ep7 Eut) + (Esa Eut)~

Using the Cauchy inequality and the approximation property of the projection Lemma 3.3, we know |I;| <
Ch**1|e|| which means that

t t t
/ |Il\dt§0hk+1/ le(s) lds < gTh2k+2+Ce/ le|2dt.
0 0 € 0
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TABLE 1. Setup for the first two problems.

Problem 1 Problem 2
Domain [0, 27] [0, 27]
(a,ﬁ) (07 _1) (17 _1)
F 0 u+u? +ud
u(x,t) sin(z + t) sin(z + t)
For I, we have
¢ 1 1 1 1 ¢
; Irdt < |(6r,8q) + (85, p) + B(autvgq) - B(‘Sutagr) + B(‘sqtvgp) - B(apt’gq) .
¢ 1 1 1 1
+ ; —(6rt,6q) — (Osty6p) — B((Suttvsq) + B((Suttasr) - B((;qtt; £p) + B(@m&t’gq) dt,

which means

Vaﬂsmwwwm+mm+mW/k@m.
0 0

As to I3, we have |I3| < (|lep|| + |les])|leut]] < |l€]|* which means that

t t
|13\dt§/ lle]|2dt.
0 0

Putting these three inequalities together, we have

t t t t
/ Sdt‘ S/ ‘Il|dt+ ‘/ Igdt‘ —‘r/ |Ig|dt
0 0 0 0

1 t
<C+ )R 2+ ClleO) + Flle()]* + c/ le(t)|*dt.
0

Hence, we have

t
J=(0)1F < O+ OB 4 )P + € [ (o)t
0

As a final step, we apply [|g(0)|| <Ch**! from Lemma 3.4 and the Gronwall’s inequality to obtain
le(¥)||? < Ch?#*+2 which finishes the proof of Theorem 3.1.

4. NUMERICAL RESULTS

In this section, we test our scheme on four test problems to corroborate our theoretical results. The first
two problems have the periodic boundary condition (2.1b) while the last two are furnished with Dirichlet
boundary condition (2.9). The spatial discretization polynomial degree k is set to be between 0 and 3. For time
discretization, we use the second-order midpoint rule described in Section 2.1.3.

4.1. Tests with periodic boundary condition

We consider the linear equation in Problem 1 and the nonlinear equation in Problem 2 with periodic boundary
conditions. The characteristics for the two problems are given in Table 1.

In the first two tests, we solve Problems 1 and 2 using our scheme, and the components of the stabilization
function are taken to be 7% =—1,7% =1, 79 =|F'(Uy)| and all other 7 are zero, which satisfy (2.8) and thus

?Tsu
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TABLE 2. Errors and orders of convergence for Problem 1 in Test 1.

ke Order ¢4 Order e, Order e, Order e Order

0 3.7%-1 - 7.03e-1 - 9.92e-1 - 1.21e-0 -~ 1.41e-0 -
2.53e-1  0.58 4.14e-1  0.76 6.19e-1 0.68 8.22e-1  0.56 1.03e-0 0.45
1.38e-1 0.88 2.18e-1  0.92 3.45e-1 0.84 4.81e-1  0.78 6.20e-1 0.73
7.04e-2 097 1.10e-1  0.99 1.780e-1  0.94 2.56e-1  0.91 3.34e-1  0.89
3.51e-2  1.00 5.49e-2 1.01 9.12e-2 0.98 1.31e-1  0.97 1.72e-1  0.96

1 3.27e-2 -~ 5.0le-2 — 5.21e-2 - 5.70e-2 - 6.58e-2 -
1.09e-2  1.58 1.30e-2  1.95 1.32e-2 1.99 1.35e-2  2.07 1.42e-2 2.21
3.16e-3  1.78 3.28e-3  1.99 3.29e-3 2.00 3.31e-3  2.02 3.36e-3  2.08
8.20e-4 1.94 8.21e-4  2.00 8.22e-4 2.00 8.24e-4 2.01 8.26e-4  2.02
2.05e-4  2.00 2.05e-4  2.00 2.06e-4 2.00 2.06e-4  2.00 2.06e-4 2.01

2 2.60e-3 - 3.12e-3 - 3.20e-3 - 3.18e-3 - 3.21e-3 -
3.76e-4  2.79 4.05e-4  2.95 4.00e-4 3.00 3.99e-4  2.99 4.30e-4  2.90
4.98e-5 2.92 4.98e-5 3.02 5.00e-5 3.00 5.00e-5  3.00 5.02e-5 3.10
6.25e-6  2.99 6.24e-6  3.00 6.25e-6 3.00 6.25e-6  3.00 6.23e-6  3.01
7.81e-7  3.00 7.81e-7  3.00 7.81e-7 3.00 7.81e-7  3.00 7.78e-7  3.00

3  1.65e-4 -~ 1.76e-4 — 1.77e-4 - 1.76e-4 - 1.80e-4 -
1.20e-5 3.79 1.21e-5 3.86 1.21e-5 3.87 1.21e-5 3.86 1.25e-5 3.85
8.06e-7  3.89 8.05e-7 3.91 8.06e-7 3.91 8.06e-7 3.91 8.12e-7 3.94
5.04e-8  4.00 5.03e-8  4.00 5.04e-8 4.00 5.04e-8  4.00 5.07e-8  4.00
3.15e-9  4.00 3.15e-9  4.00 3.15e-9 4.00 3.15e-9  4.00 3.19e-9  3.99

TABLE 3. Errors and orders of convergence for Problem 2 in Test 2.

k ey Order ¢4 Order e, Order e, Order eg Order

3.88e-1 - 6.29e-1  — 9.64e-1  — 1.22e-0 — 1.47e-0 —
2.60e-1  0.57 3.55e-1  0.83 5.74e-1  0.75 7.95e-1 0.62 1.03e-0 0.51
1.40e-1  0.89 1.77e-1  1.00 3.0le-1  0.93 4.41e-1  0.85 5.90e-1  0.80
7.10e-2  0.98 8.65e-2  1.03 1.51e-1  0.99 2.28e-1  0.95 3.11e-1  0.92
3.55e-2  1.00 4.23e-2  1.03 7.53e-2 1.01 1.15e-1  0.98 1.59e-1  0.96
1 5.26e-2 -~ 5.506e-2  — 5.19e-2  — 5.70e-2 — 1.97e-1  —
4.58e-3  2.22 1.35e-2  2.04 1.31e-2  1.98 1.31e-2  2.01 5.76e-2 1.78
1.07e-3  2.10 3.31e-3  2.03 3.29e-3  2.00 3.28e-3  2.00 1.51e-2 1.94
2.63e-4  2.03 8.23e-4 2.01 8.22e-4  2.00 8.22e-4  2.00 3.81e-3  1.98
6.55e-5 2.01 2.06e-4  2.00 2.06e-4  2.00 2.06e-4  2.00 9.55e-4  2.00
2 144e-3 - 3.31le-3 - 3.28e-3 - 3.46e-3 - 9.11e-3 -
1.79e-4  3.01 4.05e-4  2.96 4.03e-4  3.02 4.10e-4  3.08 1.22e-3 291
2.23e-5 3.00 4.98e-5 3.02 5.0le-5 3.00 5.03e-5 3.03 1.50e-4  3.02
2.79e-6  3.00 6.24e-6  3.00 6.25e-6  3.00 6.26e-6  3.01 1.88e-5 2.99
3.49e-7  3.00 7.81e-7  3.00 7.81e-7  3.00 7.82e-7 3.00 2.35e-6  3.00
3 1.25e4 — 2.2le-4  — 3.14e-4  — 5.53e-4  — 1.24e-4 -~
9.68e-6  3.69 1.62e-5 3.77 2.52e-5  3.64 4.85e-5 3.51 1.14e-5 3.44
6.86e-7  3.82 1.11e-6  3.87 1.73e-6  3.86 3.22e-6  3.91 7.06e-6 4.01
4.28e-8  4.00 6.90e-8  4.00 1.08e-7  4.00 2.00e-7 4.01 4.35e-7  4.02
2.68e-9  4.00 4.31e-9  4.00 6.75e-9  4.00 1.26e-8  3.99 2.75e-8  3.98

the conditions in Theorem 2.1. In the third test, we solve Problem 1 with Tf,z =-1,7}5 =17,=—0.5and all
other 7 zero, which violate the conditions in Theorem 2.1.
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TABLE 4. Errors and orders of convergence for Problem 1 when conditions in Theorem 2.1 are

violated.
ke Order eq Order e, Order e, Order eg Order
0.17e-0 - 1.60e-0 1.79e-0 2.06e-0 2.41e-0

0.13e-0  0.45 1.39e-0  0.20 1.59e-0  0.17 1.81e-0  0.19 2.03e-0 0.24
7.86e-2  0.69 0.98e-0 0.51 1.12e-0  0.51 1.26e-0  0.52 1.41e-0  0.53
4.29e-2  0.87 0.56e-0  0.79 0.65e-0  0.79 0.73e-0  0.79 0.81e-0  0.80
2.19e-2 097 0.30e-0  0.93 0.34e-0  0.92 0.38e-0  0.93 0.42e-0  0.93
1 7.80e-2 — 5.50e-2 - 5.68e-2 — 6.76e-2  — 7.54e-2 -
3.30e-2  1.24 1.37e-2  2.01 1.39e-2  2.03 1.49e-2  2.18 2.33e-2  1.69
1.29e-2  1.35 3.38e-3  2.02 3.34e-3  2.02 3.49e-3  2.09 9.00e-3 1.37
4.59e-3  1.50 8.35e-4  2.02 8.35e-4  2.02 8.42e-4  2.05 3.24e-3 147
1.38e-3 1.74 2.07e-4 2.01 2.07e-4 2.01 2.07e-4  2.02 9.81le-4 1.73
2 7.25e3 -~ 3.15e-3 - 3.10e-3 - 3.29e-3 - 6.40e-3 —
1.38e-3  2.39 4.07e-4  2.95 3.96e-4  2.97 4.05e-4  3.02 1.05e-3  2.61
2.54e-4 244 5.00e-5 3.03 4.99e-5 2.99 5.03e-5 3.01 1.82e-4  2.53
4.04e-5 2.66 6.25e-6  3.00 6.24e-6  3.00 6.27e-6  3.00 2.88e-5 2.66
5.43e-6  2.89 7.82e-7  3.00 7.81e-7  3.00 7.82e-7  3.00 3.8%9e-6  2.89
3 4494 - 1.55e-4 - 1.53e-4 - 1.58e-4 - 3.55e-4  —
4.08e-5 3.45 1.00e-5 3.95 9.90e-6  3.95 1.00e-5 3.98 2.92e-5 3.60
3.48e-6  3.55 6.33e-7  3.99 6.31e-7  3.97 6.33e-7  3.98 2.48e-6  3.56
2.52e-7  3.78 3.95e-8  4.00 3.95e-8  4.00 3.95e-8  4.00 1.81e-7  3.78
1.62e-8  3.96 2.47e-9  4.00 2.47e-9  4.00 2.47e-9  4.00 1.16e-8  3.96

TABLE 5. Setup for the next two problems.

Problem 3 Problem 4
Domain [0, 7] [0, 7]
(o, B) (0,-1) (1,-1)
F 0 w4 u? + u®
u(x,t) t - sin(x) t - sin(x)

We take h=2"" for n=3,4,5,6,7 in all three tests. The step size for time discretization is At=0.1 x h for
k=0,1, At=0.1 x h? for k=2,3. This is just to ensure that the temporal errors are negligible comparing with
the space error. We compute the orders of convergence of pp, qn, un, 7h, Sp at the final time T'=0.1.

Results. In the first two tests, we compute the orders of convergence for py,qn,un,Th, S, at the final time
T =0.1 for the linear equation in Problem 1 and the nonlinear equation in Problem 2. The results are listed in
the Tables 2 and 3 which clearly show optimal convergence. In the third test, when the conditions in the stability
Theorem 2.1 are violated, we compute the errors and orders for py, qn, un, Th, Sy at the final time T'=0.1 and
still observe optimal convergence rates. The results are listed in the Table 4.

4.2. Tests with Dirichlet boundary condition

Although our error analysis is for KdV equations with periodic boundary conditions, we would like to inves-
tigate the convergence rates of our HDG method for Dirichlet boundary conditions. In test Problems 3 and 4,
the stabilization functions are taken to be 7t = 7'532 =7t =1, Triq = — 1, 79 =|F'(uy)| and others zero. The step
size in time is again set to be At=0.1 x h for k=0, 1, and At=0.1 x h? for k=2, 3.

Test problems. The characteristics for the two problems are given in Table 5.
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TABLE 6. Error and convergence orders for problem 3.

€u Order ¢4 Order e, Order e, Order eg Order

9.56e-3 - 6.99e-3 - 2.16e-2 - 5.48e-2 - 9.03e-2 -

7.20e-3 0.41 4.38e-3 0.67 1.20e-2 0.85 3.17e-2 0.79 6.98e-2 0.37
4.63e-3 0.64 2.67e-3 0.71 6.27e-3 0.94 1.89e-2 0.74 4.95e-2 0.50
2.67e-3 0.80 1.51e-3 0.83 3.31e-3 0.92 1.11e-2 0.76 3.00e-2 0.72
1.44e-3 0.89 8.02e-4 0.91 1.73e-3 0.93 6.18e-3 0.85 1.65e-2 0.86
4.49e-4 - 7.58e-4 - 9.75e-4 - 1.25e-3 - 1.92e-3 -

1.36e-4 1.72 1.76e-4 2.11 2.39e-4 2.03 3.21e-4 1.97 3.72e-4 2.37
3.75e-5 1.86 4.24e-5 2.05 5.90e-5 2.02 8.12e-5 1.98 8.49e-5 2.13
9.82e-6 1.93 1.04e-5 2.02 1.46e-5 2.01 2.04e-5 1.99 2.07e-5 2.04
2.51e-6 1.97 2.59e-6 2.02 3.65e-6 2.01 5.12e-6 2.00 5.14e-6 2.01
1.01e-4 - 2.00e-4 - 2.43e-4 - 2.84e-4 - 3.52e-4 -

1.60e-5 2.66 2.20e-5 3.19 2.94e-5 3.04 3.81e-5 2.89 4.00e-5 3.14
2.24e-6 2.83 2.61e-6 3.08 3.61e-6 3.03 4.90e-6 2.96 5.01e-6 3.00
2.96e-7 2.92 3.19e-7 3.03 4.46e-7 3.01 6.19e-7 2.98 6.24e-7 3.00
3.81e-8 2.96 3.94e-8 3.01 5.55e-8 3.01 7.78e-8 2.99 7.80e-8 3.00
5.44e-6 - 8.81e-6 - 1.13e-5 - 1.41e-5 - 1.58e-5 -

4.06e-7 3.74 5.05e-7 4.12 6.89e-7 4.03 9.19e-7 3.94 9.43e-7 4.06
2.75e-8 3.88 3.05e-8 4.05 4.25e-8 4.02 5.84e-8 3.97 5.92e-8 3.99
1.79e-9 3.94 1.88e-9 4.02 2.64e-9 4.01 3.68e-9 3.99 3.70e-9 4.00
1.14e-10 3.97 1.17e-10 4.01 1.64e-10 4.01 2.31e-10  4.00 2.31e-10  4.00

TABLE 7. Error and convergence orders for problem 4.

€y Order ¢4 Order e, Order e, Order e Order

9.01e-3 - 7.66e-3 - 2.20e-2 - 5.503e-2  — 8.45e-2 -

6.29e-3 0.52 4.22e-3 0.86 1.22e-2 0.85 3.11e-2  0.83 5.83e-2 0.54
3.86e-3 0.70 2.47e-3 0.77 6.29e-3 0.96 1.67e-2  0.89 3.80e-2 0.62
2.19e-3 0.82 1.40e-3 0.82 3.19e-3 0.98 8.94e-3  0.90 2.22e-2 0.77
1.18e-3 0.89 7.53e-4 0.89 1.61e-3 0.98 4.70e-3  0.93 1.21e-2 0.88
3.50e-4 - 7.95e-4 - 9.73e-4 - 1.23e-3 - 2.50e-3 -

9.46e-5 1.89 1.87e-4 2.09 2.39e-4 2.03 3.20e-4 194 5.72e-4 2.13
2.48e-5 1.93 4.51e-5 2.05 5.90e-5 2.02 8.12e-5 1.98 1.40e-4 2.03
6.37e-6 1.96 1.11e-5 2.03 1.46e-5 2.01 2.04e-5 1.99 3.50e-5 2.00
1.61e-6 1.98 2.74e-6 2.01 3.65e-6 2.01 5.12e-6  2.00 8.75e-6 2.00
8.02e-5 - 2.09e-4 - 2.45e-4 - 2.93e-4  — 5.14e-4 -

1.12e-5 2.84 2.37e-5 3.14 2.95e-5 3.05 3.86e-5  2.92 6.43e-5 3.00
1.49e-6 291 2.82e-6 3.07 3.61e-6 3.03 4.92e-6  2.97 8.16e-6 2.98
1.92e-7 2.95 3.44e-7 3.04 4.46e-7 3.01 6.21e-7 299 1.02e-6 3.00
2.45e-8 2.98 4.25e-8 3.02 5.55e-8 3.01 7.79-8  2.99 1.28e-7 3.00
4.17e-6 - 9.20e-6 - 1.13e-5 - 1.43e-5 — 2.51e-5 -

2.79e-7 3.90 5.36e-7 4.10 6.90e-7 4.04 9.25e-7  3.95 1.59¢-6 3.98
1.81e-8 3.94 3.24e-8 4.05 4.25e-8 4.02 5.86e-8  3.98 1.01e-7 3.98
1.16e-9 3.97 2.00e-9 4.03 2.64e-9 4.01 3.69e-9  3.99 6.30e-9 4.00
7.30e-11  3.99 1.23e-10 4.01 1.64e-10 4.01 2.31e-9  4.00 3.94e-10 4.00
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Results. We show the convergence orders in Tables 6 and 7 for the errors in all the five variables for the linear
Problems 3 and the nonlinear Problem 4. Optimal convergence rates are achieved for both the linear and the
nonlinear cases for all the variables.

5. CONCLUDING REMARKS

In this paper, we introduce and analyze the first HDG method for fifth-order KdV type equations as well as
fifth-order stationary equations. Our analysis show that the HDG approximate solutions have optimal conver-
gence rates for linearized equations in the time-dependent case and superconvergence properties in the stationary
case. Numerical results indicate that the method also has optimal convergence rates for nonlinear KdV equa-
tions. Our future work is to develop HDG methods for multidimensional KdV type equations and systems that
involve third- or fifth-order derivatives.

APPENDIX A. PROOF OF LEMMA 3.2

First, we derive a suitable error equation. Toward that end, we note that the exact solutions also satisfy (2.2).
Subtracting (2.2) from its counterpart satisfied by the exact solution gives us

(eq,v) + (€4, vy) — (€y,v - n) =0,
(ep, 2) + (eqs 22) — (€g, 2 1) =0,
(er,w) + (ep, wy) — (€p, w - n) =0,
(es, @) + (er, b2) — (€r, - 1) =0,
(eu“w) (aep + fBes, 77[17) + <O‘€

We also have that
[[gpn]]zov [[an]]:(), [[@sn]]:O

If we define the projections of the numerical flux errors as

Eu=¢Cu, Eq=¢; E, =¢,,
ES=eb 1l Eu—ehmT + 10 (E —el)nT for w e {p,r, s},
g =, +71,,Eu—e,)n” + T‘:q(gq — aq_)n_ + T;p(é\p_ — E;)n_ for w € {r, s},

it is easy to show that

~

Ew=¢€,, forwe{uq,p,r s}

by using the definition of the projection IT. Realizing that e, = d,, +&,, and using the definition of the projection
11, we can rewrite the error equation above as

(e4,v) + (64, 0) + (eus v2) — (Euyv - 1) =0, (A.2a)
(ps 2) + (0p, 2) + (€q, 22) — (€, 2 - 1) =0, (A.2D)
(er,w) + (6, w) + (gp, ws) — (Ep,w - 1) =0, (A.2¢)
(€5, ®) + (05, 0) + (0, Pz) — (Ery & - ) =0, (A.2d)
(Eurs¥) + (Ou,, V) — (agp + Bes,a) + (afp + &5, Y - ) =0, (A.2¢)

and that
[Ep-n]=0, [& -n]=0, [& - -n]=0.
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To derive the energy identities, we will also need the time-derivatives of the equations (A.2a)—(A.2e).

(€qu> V) + (0g,, V) + (Euys Vz) — (Eu,, v - 1) =0, (A.3a)
(€ppr2) + (Op,, 2) + (€q,s 22) — (Equr 2 - 1) =0, (A.3Db)
(er, w) + (Or,, w) + (€p,, Wy) — (Ep,,w - 1) =0, (A.3¢)
(€51, ®) + (05,5 ) + (Ery, b2) — (Eryy & - 1) =0, (A.3d)
(Eurer V) + (Oupy» ) — (agp, + Pes,, ¥u) + (aEp, + PEs,, ¢ - n) =0. (A.3e)

We are now ready to prove the six energy identities in Lemma 3.2. The proofs are quite tedious, but very
similar in nature. They also use similar techniques such as integration by parts, and error equations (A.2) and
(A.3). For these reasons, we are simply listing the first steps of deriving these six energy identities. The rest for
proving each energy identity are simply algebraic manipulations.

Indeed, we take

h=e,, v=—(ag,+ fes), z=aeq+ P, ¢=Pcq, w=—P¢,
in (A.2a)—(A.2e), add them together to arrive at (3.3a), and
v=gq4in (A.3a), z=¢,, in (A.2b)
for deriving (3.3b), and
z=¢pin (A3b), w=¢eq in (A2¢), v= —¢,in (A3a), ¢= —¢e, in (A.2d)

for getting (3.3c), and

2e,) in (A.3D),

w=e¢, in (A3c), ¢=¢p in (A2d), z=—(es+ 3

t

Y= %eq in (A.2e), v=— %% in (A.3a)

for concluding (3.3d), and

p=csin (A3d), ¢=— %sn in (A.2e), w:%aut in (A.3c),

1
w= — %6” in (A.2¢c), wv= Egpt in (A.3a), z= — in (A.3Db)

1
B‘E‘Zt
to obtain (3.3e), and finally

Y=¢ey, in (A3e), v= —(agp, + fBes,) in (A.3a), z=aey + Be,, in (A.3D),

¢ =Peq in (A3d), w= — fep, in (A.3c)

for proving (3.3f) to conclude the proof of the six energy identities.
To finish proving this lemma, we only need to establish that 7'> 0 which is the purpose of the next lemma.

Lemma A.1. Let T be defined as in Lemma 3.2, and the stabilization functions are chosen so that the only
NONZero ones are

- _ .+t _ - _ .+ _
Ton=Ten =1, Tro=T70=—1

then for f=—1 we have T > 0.
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Proof. Let’s recall from Lemma 3.2 that T' contains all the boundary terms. For brevity, we define n, =2, — ¢,
for w € {u,q,p,r, s}, T can then be rewritten as

B
T = (n, —Bnstu + Brrng — 57712) + (1, Mg M) + <n, NpTat = NrMut)
1

+ (N, Tt — Nt — i?ﬂ) + (n, nsmee + L rettiot — —n2)
4 q 26 u ﬂ P Qﬂ q
B
+ (= BNstNut + Bnrengt — 577;2;t>
=T +TT,

where T~ contains those terms on 97, with n” =1 and T on 8‘3’2‘ for n* = —1. It suffices to simplify each of
them and show that they are nonnegative.

T~ =(1,m;) (=675,) + (Ln3) (B1.) + (1, np>< g)

(1,m2;) ( 35~ T > + (1,02 (_215 Hg%) (L) <_§>

(1, nuMut) ( Tow + TouTr ) + (1, mgMqt) ( Tog + ToqTr ) + (L, mpnpe) (7' + 7T, p)
(1, 1unq) (=575 + B70) + (L 10ump) (*579,,) (L. mpmq) (B77)

(Lomgtue) (1= 7 + 7og7r0) + (Lnutige) (=70, + 7077)

<1 npnqt> ( — Tyt TspTrq) + <1777q77pt> ( + quTrp)

<1 77u77pt> (T + TsuTrp) + <1a77p77ut> ( Trp + TspTru)

+ o+ 4+ + + + +

(L Tutpe) (ﬁ - ﬂ) L o) (—Brog + B7) + (Lomgetoe) (B7) -

Therefore, if we choose 75, =1, 7,,=—1, other 7,, be zero, and 3= —1, we can complete the square for 7"~

1 1 1
7(77pt — Mg — nut)2 + 5(77(1 + Uut)2 + 57712n>

_ 1
T =1, — 77qt)2 + 5(7719 + nqt)2 + B

We conclude that T~ >0. For TF, we have
T+_ 1 2 6 1 2 +2
_< 777u> ﬁTqu'_ 9 pu +< 777q> T +§ pq
)

+<17nit> <+1 ﬁT +§;§L2) <1777t (1 T +§zj¢_12)

25 " B
(L) (=78 = 7T = T8umh) + (Lngnar) (7 rq Thg ~ Tsq — TeqTra)
+ (L ang) (=BT + B + BryuTpg) + (1, nueng) (=1 — T Tpu — TeqTru)

+ (L ngenu) (T — Tt — 7 — b h)

1
+ <1777qt77ut> (BT;_] - ﬁT + 6 + ﬁ pu pq) .

Therefore, if we choose 7.t, =1, T"[I = —1, other 7.}, be zero, then for 3= —1, we see that

1 1
?Iit + *7720-

TY=(Ln,+n.+ 5
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APPENDIX B. PROOF oF LEMMA 3.3

We prove it by arguing that the distance between IT and the L2-projection is optimal. Indeed, for any
w € L%(I;), we denote its L2-projection onto P¥(I;) by (w)g. Then we have

5w =gw+ dw; where o i =w — (w)kv dy = (w)k - Hwa for w e {U,(Lp; T, S}v

and we only need to estimate d, as g, is of order k+ 1.

Obviously, d,, € P*(I;). From the definition of the projection IT, we have that (d,,,v) =0 for any v € P*=1(I;).
This means that

dw =Cy Lk (B.l)

where Ly is the scaled Legendre polynomial of degree k. Next, we rewrite the definition of the projection as

ds — TopGu — T;]dq S_pdp ( 9s — TouJu — Tsq9q — TS;gp) on x; ,
dr = Ty — Trgdg — Trpdp = ( ~ Tradu = Trq9a = Trpdp)  OD T,
dp + Tt du + Thdy = — (9» ugu ng) on z; |,
ds + TSLdu + Ts—qu = (g sugu + sng) on Ij_ 15
o+ T + Ty = = (90 + 70 + h00) on iy

Applying (B.1) and the fact that Ly(z; ) =1 and Lg(x] ;)= (—1)*, this linear system can be written as

Ac=b
where
1 0 —Top Toq Tsu
0 1 —Trp —Trq T/
A= 0 0 (—DF (=D (=D)kn
(=1)F 0 0 (=Dkrd (=1)krf,
0 (—1)k 0 (=DFr (=1)k,
and
Cg bl gs — Ts_ugu - Ts_ng + Ts_pgp
Cr . b2 Ir — Fugu ~ Trq9q T Trp9p
c= cp |, b= b3 = — +Tugu—|—7'ng
Cq b4 gS + Tsugu + T, ng
Cu bs Gr + TGu + Trg9q
Basic row operation of (A|E) leads to
1 0 Tep Teq Tou b1
0 1 Trp —Trg Tru bo
0 0 1 T;ZI 7';; (—1)Fbs
0 0 0 05 0 by
0 0 0 0y or bs

where 03 =175, + 7, — Ton T, ba= — b + (—1)*by — (—=1)*7 b3, and by = — by + (—1)¥bs — (—1)F7,bs. We
can then 1nv0ke the Cramer’s rule to solve for ¢ when the linear system is uniquely solvable, that is when

A:=030,, — 0300 # 0.



2302 Y. CHEN ET AL.

Under this condition, we have

 bal — 305,

Cq A ,
o — bs0; — bab,,

A )
cp= (—1)%bs — TI};cq - 7'p+ucu7

cr=bs + TrpCp + TrgCq T TruCus
Cs = b1 + Ty Cp + TogCq + ToyCu-

We conclude that ||c,|| < Ch*! thanks to the fact that ||g.| < Ch**! for any w € H**1(I;). This completes
the proof of Lemma 3.3.

Remark B.1. The choice of 7 in the error analysis is that the only nonzero stabilization functions are

Tou = Taw =1, Toy =74 =—1. For this case, we have 07 =0, 05 =2, 6 = —2. This means that A=4 # 0.

APPENDIX C. PROOF OF LEMMA 3.4

The structure and techniques for proving the accuracy of the scheme (2.7) are similar to [6]. For completeness
and brevity of this appendix, we are listing here all the results but only provide a sketch of each proof. The
main results are superconvergence of the projection of the error and that of the numerical fluxes, as stated in
the following two theorems.

Theorem C.1 (Error estimate for the linear steady-state fifth-order equation). Let w be the solution to the
steady-state equation (2.6) with F =0, a=0 and f= — 1, II be the projection defined by (3.1), and wy, be the
approzimate solution given by (2.7), the projection of the error e, satisfy

llewl < Cpht1tmin {k1} for w e {u,q,p,r, s}

Theorem C.2 (Superconvergence of the numerical traces). Under the assumption of Theorem C.1, the error
of the numerical traces e, (x;) satisfy

[€u(z:)| SCR** - forw € {u,q,p,1, 5}

The proof of C.2 is very similar to that for the third-order equation [6]. We thus omit it and prove Theorem C.1
before moving to fulfill the main charge of this Appendix — establishing the main Lemma 3.4.

C.1. Proof for Theorem C.1.

The proof adopts a duality argument, see also [6]. For that purpose, we first introduce the dual problem

Ul — ¥, =1, ![/(;—lI/p:—nr, (C.1)
WII)_WT:UZM !p:»_glsz_n(p ﬁg/;—‘,—*y![/ :Uu iIl 'Qv
,(0,t)=¥,(L,t) forw € {u,q,p,r,s},

where ¥’ denotes ¥, for any ¥. Then we define a projection IT* : [Hl (Th)] RN [W,’f] ® that is dual of projection
IT defined by (3.1): For (u,q,p,r,s) € [H' (‘J'h)]s, we find in [W,’ﬂ5 the element

(T u, IT*q, IT*p, T*r, I[T*s)
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whose restriction on element K satisfies the following condition

(6*Wu,v)1i :0, (5*@11,2)11. :0, (5*Qp7w)1i :0,

(5*WT, ¢)L = 0, (5*wsa 1/1)[1 = Oa

W, — 7,0¥n + 7,,0¥,n=0 at x;
O+ T 0¥n — T 0¥, =0 at x;
OV, — 1,09+ 7,0¥,n=0 at x;
S+ 1k oWn — 1 0Wun — 1.5 0¥,n =0 at o,
S — 1 oW + 73,0W,n + 7,f 0¥,n =0 at o,

for any (U’ Z, W, (ba ¢) € Pkfl(I'L)
We have a lemma on the regularity of the dual problem, and a lemma on the approximation properties of
the dual projection IT*.

Lemma C.3 (Regularity of the dual problem). For the dual problem (C.1), we have that
1@ull1 + (1@l + 1Zpll1 + [[@r [l + 5]l < Creglinll;

where [0l = lnull + lIngll + llmpll + llnell + llms -
Lemma C.4. For the dual projection IT*, we have that

||5*@w|| S ChHLDle, fO’/’ we {uvq,pv 7“,8}.

The proof of the second lemma is very similar to that of II, therefore we only prove the first lemma here. We
integrate the last equation of the dual problem (C.1) over the spatial domain §2. Thanks to periodicity, we have

YW, =1y, where@:= / wdz  for any w € L?(£2),
Q

which implies that ||&,||= |7~ 7./ < %||nu|| By Poincaré inequality and the first equation of (C.1), we have
1@ — W] < ClI || < (1| + [ ]| which means

C
1@ < (19 || =+ [l ]l + ;II%IL

Similarly, we have

1@ | < 19| + lln- ]l + Cllms|
1@l <122 ]| + llnp || + Clle |
1@ [| < s | + [lg | + Cllmy |

1
1%l < I (YIZull + [mull) + Cllngll-
We conclude that o
[Pl < ﬁll%\l +Clnll  for w € {u,q,p,r, s} (C.2)

Next, we multiply the five equations of (C.1) by (8%s, —5Y%,, f¥,, —B¥,, ¥,) respectively, integrate them on
(2, and add all five together to obtain

V|2 =ﬂ/ﬂ (Psns + Ve + Wpnp + Wong + Yuny) do

|Ble”!

18le
< (NI 120 2 + 12 12 + 1241 + 120 2) + .
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We then invoke (C.2) and let € be small enough to arrive at ||¥,| < C||n|| which implies, due to (C.2), that
N <Clnll for w € {u,q,p,r,s}.
Finally to conclude the proof of this lemma, we note from the first equation of (C.1) that
[Puly < ([l + lImsll < Clinll.

Similarly, [, ]1 <C|n|| for w € {q,p, T, s}.
With these two lemmas proven, we now go back to prove Theorem C.1. The first ingredient we need is the
error equation that is similar to those for the time-dependent case (A.2a)—(A.2e). For simplicity,we assume that

f=-1.
( ) (6q>v) (5u7'Ul) - <§u,v-n>:O
(E;m Z) (6177 Z) (5117 Zl) - <gq7 z: 'I”L> =0,
(
(

Eqy U )

er,w) + (6, w) + (ep, w’) — (Ep, w - n) =0, (C.3)
587¢) + (5s,¢) + (5T7¢l) - <a“7¢ ! n> :01
(7%71/)) + (’75u71/)) + (Eval) - <€va : n> =0.

The proof of theorem C.1 is through the classical duality argument. Indeed, we define
HEHZ 1= (Eus M) + (€q:Mg) + (€ps Mp) + (€7, 1) + (€5, 75)
Using the dual problem (C.1), we can rewrite it as ||¢[|> = O + O where

O = (eu, ) — (e T2) + (e, %) — (€0, ¥y) + (€5, %)
Orr= (Eu,’YWu) (Eqa ws) - (Epvwr) + (€T7¢p) - (Esaglq)
Invoking
(€ws W{,) = (ew; H*Q)q’)) + (Ew, 5*%) = (ew; HW;) + (ew, 0", - n)
by using integration by parts and the definition of IT*, we can further rewrite @; as @; =1; + I, with
I = (e, II*W)) — (4, IT*W)) + (&, H*JII’)) — (5T,H*u7;) + (es, IT*0))
In={ey,0"¥s - n) — (g4, 0" Ty - n) + (€, ™Y, - n) — (&,,07W, - n) + (€5,0™W,, - n).
We now apply the error equation (C.3) with v=II"V¥,, 2 ="V, w=II"W,, ¢ = II*W,, ¢ = [I*¥, to rewrite I
as
L= —(eq, II"Ws) + (ep, I"W,) — (e, II™Wp) + (g5, IT™Wy) — (veu, [T™W,)
— (0g, IT*Ws) + (0p, I*W,) — (6, II"W,) + (05, IT* W) — (70y, II*0,,)
+ (Eu, I"Fs -n) — (€, "W, - n) + (€, IT"P, - n) — (€, [T, - n) + (&, IV, - n).

Adding I, I, and Oy, keeping in mind that &, and ¥, are single-valued and periodic for w € {u,q,p,r, s},
and performing simple manipulations, we have

llel|* =61 + 62 + 65,
where
01 = (Yeu, 6" W) + (€4, 0" Ws) — (g, W) + (£, 6*W,) — (£4,07°0,),
Oy = — (0q, I"Ws) + (0p, I*Wy) — (6, LI™Wp) + (85, [T™Wy) — (y0u, IT"Wy),
O3= — (0"Ws, (Eu — €u) - 1) + (0", (Eg — &g) - 1) — (67, (Ep —&p) - 1)
+ <5*wq7 (é\T - E’l‘) : n> - <§*Wu7 (é\s - Es) . 7’L>
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We next estimate 6;’s one by one. We bound 6; using the approximation property of IT*.
1011 < Ch(llewll + lleqll + llepll + llerll + lles]) lInll-

We estimate fy by realizing that (0,, [1*W,)=(6,, —0*¥ + 6*~',). Here §*~'W, =¥, — (¥, )r_1 with
|65 1w, || < ChxieALEY ||| for w € {u,q,p, 7, s}. Due to this bound and the properties of the projections IT
and IT*, we have

|92| Schk+1+min{1,k}HnH.

Lastly, we realize that #3 =0 thanks to the definition of &, &, &, and IT*.
To conclude, we take n, =€, for w € {u,q,p,r, s} to obtain

]l < 161] + 18] < Chlle||? + CRFF L e
When  is small enough, we have that ||| < ChF+1+min{k1}

C.2. Proof of the Lemma 3.4.
We take t =0 and 1) =¢e,+(0) in (A.2¢) to obtain

(eut(0), £ut(0)) + (0ut(0), €4t (0)) — (B25(0), £t (0)) + (BE5(0), £ue(0) - n) =0

By Cauchy inequality, inverse inequality, and the trace inequality, we have
lewt ()17 < Cl16ut (0 lllewt (0) | + Ch™ s (0) [ lews (0)| + Ch™2[E4(0)llog llew: (0)

which means
lewt (0)[1* < C[l8ut (0)] + Ch™2[le5(0)[|* + Ch™|E5(0) o2, (C4)

The estimates in Theorems C.1 and C.2 imply that
les(0)|| < CRET2, ||E4(0) < CRPFHL.

Moreover, the properties of the projection IT states that ||§,.(0)|| < Ch**!. Plugging these three estimates into
(C.4) gives
et (0)[| < CRFHE,

which concludes the proof of the lemma.
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