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#### Abstract

Many shape-optimisation problems arising from practical applications feature geometric constraints. We are particularly interested in the situation that certain regions of a hold-all domain should always or never be part of the optimal shape. This can be used, for instance, to model design constraints or to include additional information into the optimisation process. In the context of descent methods, there are two fundamental ways to account for constraints by means of projections: one can project the descent direction before taking a step to stay feasible, or one can project the resulting point back to the feasible region after taking a step. The latter is usually called projected-gradient method and is more commonly used. For shape optimisation, both approaches create additional difficulties that are not present in the classical context of optimisation in vector spaces. In this paper, we analyse these issues. We are able to show that certain conditions ensure that both approaches behave in a very similar way, although one or the other can be better suited to special situations. Our theoretical results are confirmed by numerical experiments based on a Chan-Vese-like model for image segmentation.
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## 1. Introduction

Many applications for shape optimisation are based on a practical problem where the desired shape cannot be chosen entirely freely. In such situations, it may be necessary to impose geometric constraints on the admissible shapes. A problem with this characteristic has been tackled recently with the help of penalisation in [9]. In this paper, we want to discuss ways to enforce constraints directly, resulting in feasible gradient-descent methods. For this, let us consider forbidden regions, i.e., for some set $B$ that is a subset of the hold-all domain $D$, we require that $\Omega \cap B=\emptyset$ for all considered shapes $\Omega$. It is straight-forward to modify our results to constraints of the form $B \subset \Omega$ instead. See [8] for a practical problem that gives rise to both types of constraints in a natural way. Section 5 of [8] also briefly discusses methods to deal with the constraints, as does Section 2.13 of $[7]$. In this work, we want to expand this discussion and give more details, particularly about the underlying theoretical considerations.

The methods we discuss are based on gradient descents in the framework of a scalar speed method for shape optimisation. In order to handle the constraints and ensure feasibility of the descent iterates, we have to introduce

[^0]projections. As we will see in more detail later in Section 3, there are two basic possibilities for that: After taking an unconstrained step, one can project the resulting (possibly infeasible) shape back onto the admissible set, leading to a projected-gradient method. Alternatively, one can also adapt the descent direction before evolving the current shape in such a way that the whole shape evolution based on this direction stays feasible. The latter approach is similar to the method suggested in [16], and it fits quite naturally to the speed method that we use. In contrast to any existing work we are aware of, however, we focus particularly on the geometrical analysis of the shape evolutions resulting from the methods we discuss. Let us also mention that our projection methods are not the only possible strategies for dealing with constraints. It may, for instance, be possible to develop methods based on a generalisation of Lagrange multipliers or other concepts. Such approaches are out of scope for the current paper, but they could be interesting topics for further research. A good overview of the general theory for constrained optimisation is given in Chapter 12 of [15].

The paper is structured as follows: We give a brief introduction into the basic optimisation framework we use as well as some other background material from the literature in Section 2. Our gradient-descent method including the suggested ways for handling constraints is discussed in Section 3. We then define and analyse a method for projecting shapes (instead of speed fields) in Section 4 and give a theoretical analysis of the relation between projections of the iterates and the speed fields in Section 5. It turns out that both methods behave in the same way for infinitesimally small step lengths if the forbidden geometry is smooth. Finally, we analyse our methods also with numerical experiments in Section 6. Note that our code implementing the speed method as well as some aspects of the methods described here (including the shape projections) has been released as free software in the level-set package [11] for GNU Octave [4].

## 2. BACKGROUND

Before we can start to analyse our methods for handling geometric constraints, we first have to prepare the stage. In this section, we build up the necessary background for the later discussions by collecting various concepts and ideas from the literature. This is done only to the extent necessary for the remainder of this paper, and the reader is referred to the cited publications for more details. In particular, we introduce our framework for describing and evolving shapes in Section 2.1, and we briefly recall two well-known concepts for defining distances between shapes in Section 2.2. They will be used later to compare the geometries that result from different approaches for handling our geometric constraints.

### 2.1. Shape evolutions according to a speed field

Of course, a suitable description for shapes and changes to them is an integral component in any scheme for shape optimisation. We use the level-set method introduced by Osher and Sethian in [17] to describe an open domain $\Omega \subset \mathbb{R}^{n}$ and its boundary $\Gamma=\partial \Omega$. More important for our purposes, however, is the description of changes: A particular "direction" for evolving an initial shape $\Omega_{0}$ is encoded by means of a scalar speed field $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$. For a point $x \in \Gamma_{0}$ on the boundary, the value $F(x)$ gives the speed with which the boundary should move in normal direction. Positive speed corresponds to a growing domain, while negative values lead to local shrinking. This is illustrated in Figure 1. Following this line of thought, we can define evolved shapes $\Omega_{t}$ and $\Gamma_{t}$ for any time $t \geq 0$. Classically, this process is described by solving a level-set equation in the sense of viscosity solutions; let us refer to [5] for a thorough treatment.

In the present work, however, we will not do this. Instead, let us follow the framework described in Chapter 3 of [12] and in [13]. For this, we always assume that the speed field $F$ is Lipschitz continuous and has compact support. Consequently, it is also bounded. Let $|F| \leq \bar{F}$ be the case throughout $\mathbb{R}^{n}$. Furthermore, we will, without loss of generality, only consider non-negative speed fields below in this subsection. The cases of arbitrary signs can be reduced to this situation following Theorem 2 in [13]. For convenience, let us quickly recall the most


Figure 1. The scalar speed method in normal direction. In the shown situation, the signs relate as $F(a)<0<F(b)<F(c)$.
important foundations of the framework. The crucial ingredients are (shortest) paths and the $F$-induced distance to the initial geometry $\Omega_{0}$ :

Definition 2.1. Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{+}$be a speed field as described above. For $x, y \in \mathbb{R}^{n}$ and a continuous path $\xi \in \mathrm{W}^{1, \infty}\left([0,1], \mathbb{R}^{n}\right)$ with $\xi(0)=x$ and $\xi(1)=y$, we define its length as

$$
l(\xi)=\int_{0}^{1} \frac{\left|\xi^{\prime}(t)\right|}{F(\xi(t))} \mathrm{d} t
$$

The set of all such paths is denoted by $X_{\mathrm{ad}}(x, y)$. Furthermore, we define the $F$-induced distance by

$$
d(x, y)=\inf _{\xi \in X_{\mathrm{ad}}(x, y)} l(\xi)
$$

The distance to the initial domain $\Omega_{0}$ is then given by

$$
d_{0}(x)=\inf _{y \in \Gamma_{0} \cup \Omega_{0}} d(x, y)
$$

Note that the distance $d(x, y)$ may be infinite if all paths connecting $x$ and $y$ have to cross through the set $\Omega^{z}=\left\{x \in \mathbb{R}^{n} \mid F(x)=0\right\}$. Furthermore, a basic estimate using Lipschitz continuity of $F$ implies that $l(\xi)$ blows up whenever a path $\xi$ comes close to the boundary of $\Omega^{+}=\left\{x \in \mathbb{R}^{n} \mid F(x)>0\right\}$. See Lemma 5 in [13] for more details.

The distance $d_{0}$ can be related to a control problem, whose Hamilton-Jacobi-Bellman equation is precisely the classical level-set equation. In this way, it is possible to show (see Thm. 5 in [13]) that the following Hopf-Lax representation formulas can be used to characterise the evolving sets:

$$
\begin{aligned}
\Gamma_{t} \cup \Omega_{t} & =\left\{x \in \mathbb{R}^{n} \mid d_{0}(x) \leq t\right\} \\
\Omega_{t} & =\left\{x \in \mathbb{R}^{n} \mid d_{0}(x)<t\right\} \\
\Gamma_{t} & =\left\{x \in \mathbb{R}^{n} \mid d_{0}(x)=t\right\} \cup\left(\Gamma_{0} \cap \Omega^{z}\right) .
\end{aligned}
$$

They hold for all $t>0$. Let us emphasise, in particular, that the sets are stationary in time wherever $F=0$. Inside of $\Omega^{+}$, on the other hand, the set $\Omega_{t}$ grows monotonically with increasing $t$.

Finally, one can also use this framework for shape-sensitivity analysis: For a domain functional

$$
\begin{equation*}
J\left(\Omega_{t}\right)=\int_{\Omega_{t}} f\left(x, \Omega_{t}\right) \mathrm{d} x \tag{2.1}
\end{equation*}
$$

the shape derivative in direction $F$ is given by the boundary integral

$$
\begin{equation*}
J^{\prime}\left(\Omega_{t}\right)=d J\left(\Omega_{t} ; F\right)=\int_{\Gamma_{t}} F f d \sigma+\int_{\Omega_{t}} f^{\prime} \mathrm{d} x \tag{2.2}
\end{equation*}
$$

Here, $f^{\prime}$ is the shape derivative of the shape-dependent integrand $f$ in direction $F$. This formula can be shown rigorously at least in a weak sense; see Section 5.2 of [13]. Note that the shape derivative is supported on the boundary $\Gamma_{t}$, following the well-known Hadamard-Zolésio structure theorem (see Thm. 3.6 on p. 479 of [3]). Based on (2.2), we will develop a gradient-descent method for shape optimisation in Section 3.

### 2.2. Distance measures between shapes

Since we want to compare shapes resulting from different approaches later on, we have to introduce a notion of distance between geometries in the first place. Let us refer to [3] for more details, which defines a wealth of such distance measures and discusses their properties. For our purposes, we concentrate only on two particular concepts. The first is based on the symmetric set difference:

Definition 2.2. Let $A, B \subset \mathbb{R}^{n}$ be measurable. We define the symmetric set difference as

$$
A \Delta B=(A \backslash B) \cup(B \backslash A)
$$

and the distance in measure between $A$ and $B$ as the Lebesgue measure $\operatorname{vol}(A \Delta B)$ of this set.
The distance in measure corresponds to the $L^{1}$-distance between the characteristic functions of the sets, as discussed in Section 5.3 of [3]. It is straight-forward to define and will be quite simple to analyse. A more complicated but also very important classical concept is the Hausdorff distance, whose definition we also recall for convenience:

Definition 2.3. For $A, B \subset \mathbb{R}^{n}$, we define the one-sided distance as

$$
d_{H}(A \rightarrow B)=\sup _{x \in A} \operatorname{dist}(x, B)=\sup _{x \in A} \inf _{y \in B}|x-y|
$$

With it, the Hausdorff distance is the symmetrised expression

$$
d_{H}(A, B)=\max \left(d_{H}(A \rightarrow B), d_{H}(B \rightarrow A)\right)
$$

Note that the additional symmetrisation step is really necessary, since $d_{H}(A \rightarrow B) \neq d_{H}(B \rightarrow A)$ in general. See Section 6.2 .2 of [3] for more details about the Hausdorff distance. For open sets, it may be interesting to consider either the Hausdorff distance between the sets themselves or the distance between their boundaries - depending on whether the problem at hand is tied more closely to open domains or evolving fronts. In the following, however, we will only consider the distance $d_{H}(A, B)$ between the sets themselves.

## 3. STEEPEST DESCENT FOR SHAPE OPTIMISATION

Let us now turn our attention to the implementation of a simple gradient-descent method for a cost of the form (2.1). For this, we would like to use the (negative) derivative (2.2) to define a steepest-descent direction. Note, however, that the functional $d J(\Omega ; \cdot)$ is supported on the boundary $\Gamma$, while a speed field (corresponding to a direction) must be defined on the domain $D$. Thus, one needs a suitable method of extending the shape
derivative from the boundary onto the hold-all domain. For a general discussion of this topic, let us refer to Chapter 6 of [12] and Section 3 of [14]. In the context of this work, we always apply the following idea: Note that the shape derivative (2.2) can be interpreted as a continuous linear functional operating on the speed field $F$, at least if we assume that the shape derivative $f^{\prime}$ of the integrand is of the same form. Thus, if we choose some Hilbert space $\mathcal{H}$ for the speed fields, we can find the Riesz representative of the shape derivative and use it as speed field. See [1] for a general functional-analytic treatment of various spaces in this context, and [8] for a numerical comparison of a few selected spaces. For our purposes, the choice $\mathcal{H}=\mathrm{H}^{1}(D)$ seems to perform quite well in practice. Thus, for a given current shape, we first solve the variational problem

$$
\begin{equation*}
\int_{D}(G H+\beta\langle\nabla G, \nabla H\rangle) \mathrm{d} x=d J(\Omega ; H) \tag{3.1}
\end{equation*}
$$

which must be satisfied for all $H \in \mathcal{H}=\mathrm{H}^{1}(D)$. The solution $G \in \mathrm{H}^{1}(D)$ is the Riesz representative of the shape derivative, which we call shape gradient. The value $\beta>0$ in (3.1) is a parameter, which can be used to control the smoothing properties of the inverse Laplacian appearing in the solution of (3.1). In practice, it is often beneficial to choose $\beta \ll 1$. See, for instance, [10] for a numerical demonstration. Then, $-G$ is a valid speed field that is, in some sense, a steepest-descent direction. We can evolve the current domain $\Omega$ into this direction based on the method discussed above in Section 2.1. The evolution time $t$ can be chosen according to some line-search algorithm, for instance, the Armijo rule (see Sect. 3.1 of [15]). Putting all of these ideas together, we arrive at a basic gradient-descent algorithm for shape optimisation of (2.1).

Based on this foundation, we are now mainly interested in the question of how to incorporate geometric constraints into this method. In the face of constraints, there are, in general, two basic projection strategies to ensure that the gradient descent stays feasible: One can either modify the shape after each step to satisfy the constraints, or one can adapt the speed field before a step to ensure that it only leads to feasible evolved shapes. The former approach is usually called projected-gradient method (see, for instance, Algorithm 2.3 on p. 105 of [6]). In the context of shapes, however, there is no obvious way to "project" them to ensure feasibility (it is, nevertheless, possible to define a "reasonable" shape projection. This will be done in Sect. 4). Thus, it also makes sense to consider the second idea: Based on the speed method presented in Section 2.1, it is clear that requiring $F=0$ on a forbidden region $B$ for the speed field $F$ ensures that $B \cap \Omega_{t}$ is stationary throughout the time evolution. In other words, feasible initial shapes always lead to evolved shapes that also satisfy the constraints. A similar idea of projecting the speed field was already used in [16], although for different types of shape constraints and without any deeper analysis. In our case, we want to ensure that the speed field vanishes on the forbidden region. To do so, there are, again, two possible strategies we want to discuss: The most natural way is to project the speed field in the same Hilbert space $\mathcal{H}$ that is also used for the computation of the shape gradient with (3.1). This is done in [8], based, in particular, on Theorem 3 there. Projection in $\mathcal{H}$ ensures that the constraints are incorporated into the descent method in a consistent way. It also has the feature that the speed field gets drawn to zero continuously towards the forbidden region. While this leads to better regularity properties, it also has a potential drawback: Due to the blow up of path lengths near the boundary of $\Omega^{+}$discussed in Section 2.1, this enforces small movements of the boundary close to the forbidden region. In particular, the boundary will never fully reach $B$, leading to a kind of "interior-point method". Once the boundary gets close to $B$, it also takes a relatively long time to get away again. Thus, let us also consider cutting off the speed in a way that avoids these potential issues:

$$
F^{p}(x)=\left\{\begin{align*}
0 & \text { if } \quad x \in B \text { and } F(x)>0,  \tag{3.2}\\
F(x) & \text { else. }
\end{align*}\right.
$$

The speed field $F^{p}$ can be seen as projection in $\mathrm{L}^{2}$ instead of the Hilbert space $\mathcal{H}$ with higher regularity. The particular form of (3.2), however, also ensures that we force the speed to zero only when growing towards $B$. On the other hand, a negative speed is allowed inside of $B$. This ensures that the evolving boundary of $\Omega$ is able to get away again after touching $B$. This projection is implemented (for more general shape constraints) as ls_enforce_speed in [11].

Furthermore, one can also apply the following strategy: Instead of minimising $J(\Omega)$ with constraints, one can optimise the reduced cost $J^{p}(\Omega)=J(\pi(\Omega))$ without constraints. Here, $\pi(\Omega)$ is a suitable projection, such as the one introduced in Section 4 below. For a projection as simple as (4.1), it is actually easy to compute the shape derivative of $J^{p}$ and use it to implement an unconstrained descent method. In some sense, this method can be interpreted as a combination of the other projection methods: We project already the shape derivative before computing the speed field by solving (3.1), allow infeasible shapes for the evolution steps, and project the domains whenever we actually need to evaluate the cost. Similar to a speed projection in $\mathcal{H}$, this leads to a descent algorithm that is consistent with respect to the constraints.

To summarise, we have identified four methods for handling shape constraints in our descent method:

- Projection of the speed in $\mathcal{H}$, resulting in a continuous speed field;
- Projection of the speed in $\mathrm{L}^{2}$ according to (3.2), resulting in a discontinuous speed field $F^{p}$;
- Projection of the shape after evolving it; and
- Projection of the shape derivative in combination with possibly infeasible descent steps.

These methods are formulated more explicitly in Algorithm 1, Algorithm 2, Algorithm 3 and Algorithm 4. We will see in Section 5 and, in particular, Theorem 5.4, that the second and third strategy lead to very similar results under certain regularity assumptions on $B$. Section 6 compares all four methods to each other in numerical experiments. Let us, however, stress once again that only Algorithm 1 and Algorithm 4 are consistent with respect to the gradient descent. Only those ensure that we end up with a descent direction at every step of the algorithm. The other methods tamper with the speed field and geometry in a way that invalidates the directional derivative computed from (3.1), which may lead to problems with the line search and descent in general. This effect will be seen in the numerics, but we will also see that all methods have their justification in certain circumstances.

```
Algorithm 1. Descent step with projection of the speed field in \(\mathcal{H}\).
Require: \(\Omega_{0}\) is the current, feasible shape
Ensure: \(\Omega_{1}\) is the update shape and also feasible
    compute the shape derivative (linear functional) \(d J\left(\Omega_{0} ; \cdot\right)\)
    \(G \leftarrow\) solution of \((3.1)\) in the space \(\mathrm{H}^{1}(D) \cap \mathrm{H}_{0}^{1}\left(\mathbb{R}^{n} \backslash B\right) \quad \triangleright\) This ensures that \(G\) vanishes on \(\partial B\).
    \(F \leftarrow-G\), extend \(F=0\) on \(B \quad \triangleright F\) is the steepest-descent speed field.
    evolve \(\Omega_{0}\) in direction \(F\) to get \(\Omega_{1}\)
                                    \(\triangleright\) See Section 2.1.
```

```
Algorithm 2. Descent step with discontinuous projection of the speed field in \(\mathrm{L}^{2}\).
Require: \(\Omega_{0}\) is the current, feasible shape
Ensure: \(\Omega_{1}\) is the update shape and also feasible
    compute the shape derivative (linear functional) \(d J\left(\Omega_{0} ; \cdot\right)\)
    \(G \leftarrow\) solution of (3.1) in \(\mathrm{H}^{1}(D)\)
    \(F \leftarrow-G\) and \(F^{p}\) is defined according to (3.2) \(\triangleright F\) will be continuous, \(F^{p}\) in general not.
    evolve \(\Omega_{0}\) in direction \(F^{p}\) to get \(\Omega_{1}\)
```

Let us also point out that since speed fields $F^{p}$ obtained through (3.2) are not continuous, our formalism for shape evolutions described in Section 2.1 is not fully justified for them. There are, however, ways to extend the framework to support these cases, but this is beyond the scope of the current paper and not related to shape constraints. For the practical examples that we considered, this did not appear to be an issue.

```
Algorithm 3. Descent step with projection of the shape. This method corresponds to the classical projected-
gradient method.
Require: \(\Omega_{0}\) is the current, feasible shape
Ensure: \(\Omega_{1}\) is the update shape and also feasible
    compute the shape derivative (linear functional) \(d J\left(\Omega_{0} ; \cdot\right)\)
    \(G \leftarrow\) solution of (3.1) in \(\mathrm{H}^{1}(D)\)
    \(F \leftarrow-G\)
    evolve \(\Omega_{0}\) in direction \(F\) to get \(\Omega \quad \triangleright \Omega\) may be infeasible at this point.
    \(\Omega_{1} \leftarrow \pi(\Omega) \quad \triangleright\) See Section 4 below for \(\pi(\cdot)\).
```

```
Algorithm 4. Infeasible descent step with projection of the shape derivative.
Require: \(\Omega_{0}\) is the current, possibly infeasible shape
Ensure: \(\Omega_{1}\) is the update shape, \(\pi\left(\Omega_{1}\right)\) is feasible
    compute the shape derivative (linear functional) of \(J^{p}(\Omega)=J(\pi(\Omega))\) for \(\Omega=\Omega_{0}\)
    \(G \leftarrow\) solution of (3.1) in \(\mathrm{H}^{1}(D)\)
    \(F \leftarrow-G\)
    evolve \(\Omega_{0}\) in direction \(F\) to get \(\Omega_{1} \quad \triangleright\) Project the shape when evaluating \(J^{p}\) for a line search.
```


## 4. Shape projections

Assume now that $\Omega \subset D$ is some open domain, but that the constraint $\Omega \cap B=\emptyset$ is not fulfilled. The straight-forward way to fix this is, of course, to define the shape projection

$$
\begin{equation*}
\pi(\Omega)=\Omega \backslash B \tag{4.1}
\end{equation*}
$$

If we assume $B$ to be closed, then $\pi(\Omega)$ is again an open domain. However, the usual, more systematic approach to define projections (in general) is to consider a minimisation of the form

$$
\begin{equation*}
\min _{\Omega^{\prime}} d^{s}\left(\Omega, \Omega^{\prime}\right) \tag{4.2}
\end{equation*}
$$

where $d^{s}(\cdot, \cdot)$ is some kind of distance measure and $\Omega^{\prime}$ runs through all admissible shapes, i.e., all open sets $\Omega^{\prime} \subset D$ with $\Omega^{\prime} \cap B=\emptyset$. Let us consider (4.2) now with respect to both metrics for shapes introduced in Section 2.2. The distance in measure (recall Def. 2.2) is easy to do:

Lemma 4.1. The set $\pi(\Omega)$ from (4.1) is, up to changes of measure zero, the unique minimiser of (4.2) if $d^{s}(\cdot, \cdot)$ is the distance in measure. Consequently, it is also the unique minimiser among open sets.

Proof. Let $\Omega^{\prime}$ be feasible, i.e., $\Omega^{\prime} \cap B=\emptyset$. Then necessarily

$$
\Omega \cap B \subset \Omega \backslash \Omega^{\prime} \subset \Omega \Delta \Omega^{\prime}
$$

so that also

$$
\operatorname{vol}\left(\Omega \Delta \Omega^{\prime}\right) \geq \operatorname{vol}(\Omega \cap B)=\operatorname{vol}(\Omega \Delta \pi(\Omega))
$$

Hence, $\pi(\Omega)$ is indeed a minimiser of (4.2).
To show uniqueness, assume now that $\Omega^{\prime}$ is also a minimiser of (4.2), which means

$$
\begin{equation*}
\operatorname{vol}\left(\Omega \Delta \Omega^{\prime}\right)=\operatorname{vol}(\Omega \cap B)=\operatorname{vol}(\Omega \Delta \pi(\Omega)) \tag{4.3}
\end{equation*}
$$

Note that the disjoint decomposition

$$
\Omega \Delta \Omega^{\prime}=(\Omega \cap B) \cup\left(\Omega^{\prime} \backslash \Omega\right) \cup\left(\Omega \backslash\left(\Omega^{\prime} \cup B\right)\right)
$$



Figure 2. Shape projection according to (4.2) with $d^{s}(\cdot, \cdot)$ chosen as the Hausdorff distance. The dark strip is the forbidden region $B$, the light grey area the projected shape $\pi(\Omega)$ of (4.1). The red line indicates $d_{H}(\Omega \rightarrow \pi(\Omega))$.
holds. Taking the measure and observing (4.3) implies

$$
\operatorname{vol}\left(\Omega^{\prime} \backslash \Omega\right)=\operatorname{vol}\left(\Omega \backslash\left(\Omega^{\prime} \cup B\right)\right)=0
$$

Since by (4.1) also

$$
\operatorname{vol}\left(\Omega^{\prime} \Delta \pi(\Omega)\right)=\operatorname{vol}\left(\Omega^{\prime} \backslash(\Omega \backslash B)\right)+\operatorname{vol}\left((\Omega \backslash B) \backslash \Omega^{\prime}\right)=\operatorname{vol}\left(\Omega^{\prime} \backslash \Omega\right)+\operatorname{vol}\left(\Omega \backslash\left(\Omega^{\prime} \cup B\right)\right)
$$

holds, this implies $\operatorname{vol}\left(\Omega^{\prime} \Delta \pi(\Omega)\right)=0$ and thus we get uniqueness up to changes of measure zero.
Let us now consider the Hausdorff distance (see Def. 2.3) in (4.2) instead. This makes things more complicated. First, we can immediately observe that uniqueness does not hold in general for a minimiser of (4.2) with respect to the Hausdorff distance. It is possible to add arbitrary disturbances to any minimiser, as long as they are smaller in amplitude than the Hausdorff distance to $\Omega$. This is illustrated with the blue parts in Figure 2 a . Second, the minimiser of (4.2) may not be a subset of $\Omega$. Adding the blue part in Figure 2 b actually reduces the Hausdorff distance with respect to using $\pi(\Omega)$ alone (the light grey area). However, it makes, of course, sense to require that the projected shape should be a subset of $\Omega$ if we only want to forbid certain regions. Thus, let us make the following assumption:

Assumption 4.2. Let $B$ be bounded. Since $\partial B$ is compact, for arbitrary $x \in \Omega \cap B$ there exists $y_{x} \in \partial B$ as minimiser of the distance, i.e., such that

$$
\begin{equation*}
\left|x-y_{x}\right|=\operatorname{dist}(x, \partial B)=\inf _{y \in \partial B}|x-y| \tag{4.4}
\end{equation*}
$$

We assume that $y_{x} \in \Omega$ for all $x \in \Omega \cap B$.
This assumption excludes a situation like Figure 2 b . On the other hand, it is usually satisfied if $\Omega$ is produced from some feasible initial shape $\Omega_{0}$ by slightly moving its boundary. It allows us to show that $\pi(\Omega)$ is also a minimiser of (4.2) for the Hausdorff distance:

Lemma 4.3. Let Assumption 4.2 hold or restrict the considered $\Omega^{\prime}$ in (4.2) to subsets of $\Omega$. Assume that $\Omega \backslash B$ is not empty. Then $\pi(\Omega)$ is a minimiser of (4.2) with respect to the Hausdorff distance $d_{H}(\cdot, \cdot)$.

Proof. If $\Omega \cap B=\emptyset$ already, then $\pi(\Omega)=\Omega$ and $d_{H}(\Omega, \pi(\Omega))=0$. In this case, the result is clear. Thus assume $\Omega \cap B \neq \emptyset$. Since $\pi(\Omega) \subset \Omega$, we know that $d_{H}(\pi(\Omega) \rightarrow \Omega)=0$. On the other hand,

$$
d_{H}(\Omega, \pi(\Omega))=d_{H}(\Omega \rightarrow \pi(\Omega))=\sup _{x \in \Omega} \inf _{y \in \Omega \backslash B}|x-y|=\sup _{x \in \Omega \cap B} \inf _{y \in \Omega \backslash B}|x-y|
$$

Now assume that $\Omega^{\prime}$ is admissible in (4.2), i.e., $\Omega^{\prime} \cap B=\emptyset$. Again, we get

$$
d_{H}\left(\Omega, \Omega^{\prime}\right) \geq d_{H}\left(\Omega \rightarrow \Omega^{\prime}\right)=\sup _{x \in \Omega} \inf _{y \in \Omega^{\prime}}|x-y| \geq \sup _{x \in \Omega \cap B} \inf _{y \in \Omega^{\prime}}|x-y| .
$$

If now $\Omega^{\prime} \subset \Omega$, then also $\Omega^{\prime} \subset \Omega \backslash B$. Thus

$$
d_{H}\left(\Omega, \Omega^{\prime}\right) \geq \sup _{x \in \Omega \cap B} \inf _{y \in \Omega^{\prime}}|x-y| \geq \sup _{x \in \Omega \cap B} \inf _{y \in \Omega \backslash B}|x-y|=d_{H}(\Omega, \pi(\Omega))
$$

This finishes the proof for this case. So let Assumption 4.2 hold and note that

$$
\sup _{x \in \Omega \cap B} \inf _{y \in \Omega^{\prime}}|x-y| \geq \sup _{x \in \Omega \cap B} \min _{y \in \partial B}|x-y|
$$

must be true since $\Omega^{\prime} \subset \mathbb{R}^{n} \backslash B$. Let $x \in \Omega \cap B$ be arbitrary. By the assumption, there exists $y_{x} \in \partial B$ such that (4.4) holds. Since $y_{x} \in \Omega$ and $\Omega$ is open, there exists a sequence $\left(y_{k}\right)_{k \in \mathbb{N}} \subset \Omega \backslash B$ converging to $y_{x}$ as $k \rightarrow \infty$. This sequence also realises the minimum in the limit since the Euclidean distance is continuous. Hence

$$
\min _{y \in \partial B}|x-y|=\left|x-y_{x}\right|=\lim _{k \rightarrow \infty}\left|x-y_{k}\right| \geq \inf _{y \in \Omega \backslash B}|x-y| .
$$

This inequality remains intact if we take the supremum over all $x \in \Omega \cap B$, yielding the desired

$$
d_{H}\left(\Omega, \Omega^{\prime}\right) \geq \sup _{x \in \Omega \cap B} \min _{y \in \partial B}|x-y| \geq \sup _{x \in \Omega \cap B} \inf _{y \in \Omega \backslash B}|x-y|=d_{H}(\Omega, \pi(\Omega))
$$

Initially, we defined the projection (4.1) mainly based on intuition. With Lemmas 4.1 and 4.3, we are now able to justify it based on the abstract shape projection (4.2):

Corollary 4.4. Let Assumption 4.2 hold and let $\Omega \backslash B \neq \emptyset$. Then the shape projection $\pi(\Omega)$ from (4.1) is the unique open set that minimises (4.2) for the distance in measure. It is, at the same time, a minimiser for the Hausdorff distance.

## 5. The Relation between shape and speed projections

Following up on Section 4, let us now compare the result of a shape projection with (4.1) to a projection of the speed field in $L^{2}$ according to (3.2). Both methods are in contrast to a speed projection in $\mathcal{H}$, since they allow the constraint to become fully active. As before, let us assume $F \geq 0$ here. This assumption is necessary for our analysis below, but it is also not a strong restriction with respect to the situation that is relevant in practice: Typically, one evolves a given current shape with a fixed speed field only for a relatively short time, namely for a single gradient-descent step. Thus, locally around the interesting points where the active set of the shape constraints changes, the speed field is either positive or negative. The former case is covered by our assumption of $F \geq 0$ and our analysis, and the latter case is (for a forbidden region) equivalent to just ignoring the shape constraints at all.

Let us further denote the evolved shape according to the projected speed $F^{p}$ by $\Omega_{t}^{p}$, where $t \geq 0$ is, as usual, the propagation time. Since $F^{p} \leq F$, it follows from the Hopf-Lax formula introduced in Section 2.1 that the inclusion $\Omega_{t}^{p} \subset \Omega_{t}$ holds. Noting that $\pi\left(\Omega_{t}\right)$ is the largest admissible subset of $\Omega_{t}$, we can also conclude $\Omega_{t}^{p} \subset \pi\left(\Omega_{t}\right)$. This inclusion is, in general, strict: With a projected speed, the forbidden region creates a kind of "shadow" for the shape evolution. This effect is not present if the shape is allowed to propagate unhindered at first and only projected later according to (4.1). See Figure 3 for an illustration.

The worst-case situation for this shadowing effect is a sharp corner, as shown in Figure 4. The Hausdorff distance between $\Omega_{t}^{p}$ and $\pi\left(\Omega_{t}\right)$ for this situation is indicated with the red line in Figure 4b. A basic geometric
(s)
(a) $\Omega_{t}^{p}$ corresponding to a speed projection in $L^{2}$.
(s)
(b) Projected shape $\pi\left(\Omega_{t}\right)$.

Figure 3. Comparison of the evolved domains $\Omega_{t}^{p}$ and $\pi\left(\Omega_{t}\right)$ (in black). The initial geometry is the front shown in blue, which evolves with $F=1$ around a circular forbidden region.
argument quickly reveals that it is proportional to the evolution time $t$. If we exclude this case, however, and assume that the boundary of $B$ is smooth, it turns out that both approaches yield approximately the same shapes for small step sizes, meaning that $d_{H}\left(\Omega_{t}^{p}, \pi\left(\Omega_{t}\right)\right)=o(t)$ for $t \rightarrow 0^{+}$. This will be our main result of the current section, formulated and shown below in Theorem 5.4. The kind of smoothness required is a well-known geometric condition, which we recall briefly for convenience (see also, for instance, Def. 3.1 on p. 68 of [3]):

Definition 5.1. Let $\Omega \subset \mathbb{R}^{n}$ be open. Assume that for every point $p \in \partial \Omega$ there exist $r>0$ and a bijection $h: Q \rightarrow B_{r}(p)$ such that both $h$ and $h^{-1}$ are in $\mathrm{C}^{1}$. Furthermore, we require that

$$
h\left(Q_{0}\right)=\partial \Omega \cap B_{r}(p) \text { and } h\left(Q_{-}\right)=\Omega \cap B_{r}(p) .
$$



Figure 4. The shadowing effect for a corner. The forbidden region is black, the evolved shape $\Omega_{t}^{p}$ is dark, and the additional set part of $\pi\left(\Omega_{t}\right)$ is light grey. The red line indicates the Hausdorff distance between the two evolved sets. (color online).


Figure 5. Sketch of the transformation $h$ from Definition 5.1 mapping the reference domain $Q$ (left) to a neighbourhood of the boundary of $B$ (right). We also show a possible path connecting $x$ and $y$ without going through $B$.

Here, $Q=B_{1}(0)$ is the open unit ball and

$$
Q_{0}=\left\{x \in Q \mid x_{n}=0\right\}, Q_{-}=\left\{x \in Q \mid x_{n}<0\right\} .
$$

If this is the case, then $\Omega$ is said to be a $\mathrm{C}^{1}$-domain.
The main ingredient for the estimation of $d_{H}\left(\Omega_{t}^{p}, \pi\left(\Omega_{t}\right)\right)$ is the ability to construct paths between points $x, y \notin B$ that do not cross the forbidden region $B$ and are not too long. This can be achieved with a $\mathrm{C}^{1}$-domain as illustrated in Figure 5: If we "zoom in" far enough towards a piece of the boundary, it becomes almost flat due to the required smoothness. This makes it easy to construct a path $\xi \in X_{\mathrm{ad}}(x, y)$ that avoids $B$ entirely. This idea can be formalised, which yields the main technical construction for the proof of Theorem 5.4:

Lemma 5.2. Let $B$ be compact and such that the interior $B^{\circ}$ is $a \mathrm{C}^{1}$-domain. Then for every $\epsilon>0$ there exists a neighbourhood $U$ of $\partial B$ and a $\delta>0$ such that for every $x, y \in U$ with $|x-y|<\delta$ there is a path $\xi \in X_{\mathrm{ad}}(x, y)$ with

$$
|\xi| \leq(1+\epsilon)|x-y| .
$$

If $x, y \notin B$, then also $\xi$ is entirely outside of $B$. Here, $|\xi|$ denotes the arc length (not based on a speed field as in Definition 2.1 or alternatively based on the speed $F=1$ ) of the path $\xi$.

Proof. Let us start with a standard compactness argument applied to $\partial B$ : For every $x \in \partial B$, let $r_{x}$ denote the radius of the neighbourhood $B_{r}(x)$ given by Definition 5.1. Then we can choose a finite subset $Z \subset \partial B$ such that

$$
\partial B \subset \bigcup_{z \in Z} B_{r_{z} / 3}(z)=U
$$

Choose $\delta_{1}=\min _{z \in Z} r_{z} / 3$. Now let $x, y \in U$ and $|x-y|<\delta_{1}$. Then there is some $z \in Z$ with $x \in B_{r_{z} / 3}(z)$. Since $|z-y| \leq|z-x|+|x-y|<2 / 3 \cdot r_{z}$, it follows that $x, y \in B_{2 / 3 r_{z}}(z)$. Also note the following: If we denote the bijection of Definition 5.1 for each $x \in \partial B$ by $h_{x}$, then all functions $h_{z}, h_{z}{ }^{-1}, D h_{z}$ and $D h_{z}{ }^{-1}$ are uniformly bounded and uniformly continuous on their respective domains for $z \in Z$. We can, furthermore, find bounds that are actually independent of $z$.

Consider now some fixed $z \in Z$ and $x, y \in B_{r_{z}}(z)$. Let us write $h=h_{z}$ for the bijection on $B_{r_{z}}(z)$. We define the path $\xi \in X_{\mathrm{ad}}(x, y)$ by

$$
\xi(t)=\left(h \circ S_{x^{\prime} y^{\prime}}\right)(t)=h\left(x^{\prime}+t\left(y^{\prime}-x^{\prime}\right)\right)=h\left(h^{-1}(x)+t\left(h^{-1}(y)-h^{-1}(x)\right)\right)
$$

i.e., we use a straight line in the transformed picture (on $Q$ ), as shown also in Figure 5. Obviously, if $x, y \notin B$, then also $\xi$ will never be inside $B$. The fundamental theorem of calculus states that

$$
y^{\prime}-x^{\prime}=h^{-1}(y)-h^{-1}(x)=\int_{0}^{1} D h^{-1}(x+s(y-x)) \mathrm{d} s
$$

(note that $B_{r_{z}}(z)$ is convex, so that all intermediate values are in the domain of $h^{-1}$ ). This implies also the following estimate for the derivative of $\xi$ :

$$
\begin{aligned}
\left|\xi^{\prime}(t)\right| & =\left|D h\left(x^{\prime}+t\left(y^{\prime}-x^{\prime}\right)\right)\left(y^{\prime}-x^{\prime}\right)\right|=\left|\int_{0}^{1} D h\left(x^{\prime}+t\left(y^{\prime}-x^{\prime}\right)\right) D h^{-1}(x+s(y-x))(y-x) \mathrm{d} s\right| \\
& \leq|y-x| \int_{0}^{1}\left\|D h\left(x^{\prime}+t\left(y^{\prime}-x^{\prime}\right)\right) D h^{-1}(x+s(y-x))\right\| \mathrm{d} s \\
& =|y-x| \int_{0}^{1}\left\|1+D h\left(x^{\prime}+t\left(y^{\prime}-x^{\prime}\right)\right)\left(D h^{-1}(x+s(y-x))-D h^{-1}\left(h\left(x^{\prime}+t\left(y^{\prime}-x^{\prime}\right)\right)\right)\right)\right\| \mathrm{d} s
\end{aligned}
$$

Here we have used the well-known relation between the derivatives of a function and its inverse,

$$
\left(D h\left(x^{\prime}+t\left(y^{\prime}-x^{\prime}\right)\right)\right)^{-1}=D h^{-1}\left(h\left(x^{\prime}+t\left(y^{\prime}-x^{\prime}\right)\right)\right)
$$

Further estimation yields

$$
\begin{equation*}
\left|\xi^{\prime}(t)\right| \leq|y-x|\left(1+\|D h\|_{\infty} \int_{0}^{1}\left\|D h^{-1}(x+s(y-x))-D h^{-1}\left(h\left(x^{\prime}+t\left(y^{\prime}-x^{\prime}\right)\right)\right)\right\| \mathrm{d} s\right) \tag{5.1}
\end{equation*}
$$

Also note that $|\xi|$ can be bounded by the same quantity, since $|\xi|=\int_{0}^{1}\left|\xi^{\prime}(t)\right| \mathrm{d} t$ by definition.
Thus, it remains to find a uniform bound for the norms in the right-hand side of (5.1). The term $\left\|D h_{z}\right\|_{\infty}$ can be bounded uniformly in $z$ by compactness as discussed above. Furthermore, note that for every $\delta^{\prime}>0$ there is $\delta_{2}>0$ such that $|x-y|<\delta_{2}$ implies

$$
\left|x+s(y-x)-h_{z}\left(x^{\prime}+t\left(y^{\prime}-x^{\prime}\right)\right)\right|<\delta^{\prime}
$$

for all $t, s \in[0,1], z \in Z$ and $x, y \in B_{r_{z}}(z)$. To see this, note $h_{z}\left(x^{\prime}\right)=x$ and that $h_{z}$ and $h_{z}{ }^{-1}$ are uniformly continuous. Thus, uniform continuity of $D h_{z}^{-1}$ implies that we can have

$$
\left\|D h_{z}\right\|_{\infty} \int_{0}^{1}\left\|D h_{z}^{-1}(x+s(y-x))-D h_{z}^{-1}\left(h_{z}\left(x^{\prime}+t\left(y^{\prime}-x^{\prime}\right)\right)\right)\right\| \mathrm{d} s \leq \epsilon
$$

if only $|x-y|<\delta=\min \left(\delta_{1}, \delta_{2}\right)$. This finishes the proof.
We can even get rid of the neighbourhood $U$ in Lemma 5.2 with a simple further construction:

Lemma 5.3. Lemma 5.2 holds also for all $x, y \in \mathbb{R}^{n}$ with $|x-y|<\delta$, dropping the condition $x, y \in U$.
Proof. Choose $\delta$ for $\epsilon$ according to Lemma 5.2 and let $x, y \in \mathbb{R}^{n}$ be given with $|x-y|<\delta$. We consider the straight line $S_{x y}$. If it does not intersect $B$, then we can simply use $\xi=S_{x y}$ with $|\xi|=|x-y|$. So assume that $x, y \notin B$ but that $S_{x y}$ intersects $B$ at some point. Then there exist times $0 \leq t_{1}<t_{2} \leq 1$ such that $x_{1}, x_{2} \in U \backslash B$, where we have introduced the notation $x_{1}=S_{x y}\left(t_{1}\right)$ and $x_{2}=S_{x y}\left(t_{2}\right)$. We can, in addition, choose $t_{1}$ and $t_{2}$ such that $S_{x y}$ does neither intersect $B$ on $\left[0, t_{1}\right]$ nor on $\left[t_{2}, 1\right]$. Apply now Lemma 5.2 to get a path $\xi \in X_{\mathrm{ad}}\left(x_{1}, x_{2}\right)$ that connects the two points without intersecting $B$. It is clear that this is possible since we have $\left|x_{1}-x_{2}\right| \leq|x-y|<\delta$. Then set $\xi_{c}$ to be the concatenation of $S_{x y}$ on $\left[0, t_{1}\right], \xi$ and $S_{x y}$ on $\left[t_{2}, 1\right]$. This yields

$$
\left|\xi_{c}\right|=\left|x_{1}-x\right|+|\xi|+\left|y-x_{2}\right| \leq\left|x_{1}-x\right|+(1+\epsilon)\left|x_{2}-x_{1}\right|+\left|y-x_{2}\right| \leq(1+\epsilon)|y-x|,
$$

where we have used that the points $x, x_{1}, x_{2}$ and $y$ are collinear.
Based on Lemma 5.3, we can now show the main estimate of $d_{H}\left(\Omega_{t}^{p}, \pi\left(\Omega_{t}\right)\right)$. For this, it mostly remains to handle the speed field $F$. Due to Lipschitz continuity, this is not a big problem.

Theorem 5.4. Let $\Omega_{0}$ be bounded and assume that $B$ is compact and such that $B^{\circ}$ is a $\mathrm{C}^{1}$-domain. Let $F$ be Lipschitz continuous, $F \geq 0$ and $\inf _{x \in B} F(x)>0$. Then $d_{H}\left(\Omega_{t}^{p}, \pi\left(\Omega_{t}\right)\right)=o(t)$ as $t \rightarrow 0^{+}$.

Proof. Note that our assumptions imply that there exists an open neighbourhood $U \supset B$ and $\underline{F}>0$ such that $F \geq \underline{F}$ on $U$. Furthermore, since $\Omega_{0}$ is bounded and $F$ continuous, we may assume, without loss of generality, that $F \leq \bar{F}$. Since $\Omega_{t}^{p} \subset \pi\left(\Omega_{t}\right)$, we only have to consider $d_{H}\left(\pi\left(\Omega_{t}\right) \rightarrow \Omega_{t}^{p}\right)$. Let $t>0$ be small and $y \in \pi\left(\Omega_{t}\right) \backslash \Omega_{t}^{p}$. Since $y \in \Omega_{t}$, there exist $x \in \Omega_{0}$ and $\xi_{0} \in X_{\text {ad }}(x, y)$ with $l\left(\xi_{0}\right)<t$. Note that $|x-y| \leq \bar{F} \cdot l\left(\xi_{0}\right)<\bar{F} t$ by Definition 2.1, so that $|x-y|$ gets arbitrarily small in the limit $t \rightarrow 0^{+}$. Because $y \notin \Omega_{t}^{p}$, we can conclude that the path $\xi_{0}$ must intersect $B$. By making $t$ and thus $|x-y|$ small enough, we can assume that $x, y \in U$.

For any given $\epsilon>0$, we can now apply Lemma 5.3 to get a corresponding $\delta$. Assume that $t$ is chosen small enough to yield $|x-y|<\delta$. By reducing $\delta$ further, we can also guarantee $(1+\epsilon) L|x-y|<\underline{F}$, where $L$ denotes the Lipschitz constant of $F$. For our $x$ and $y$, Lemma 5.3 gives a path $\xi \in X_{\text {ad }}(x, y)$ with $|\xi| \leq(1+\epsilon)|x-y|$ and such that $\xi(\tau) \notin B$ for all $\tau \in[0,1]$. Using Lipschitz continuity of $F$, one can derive the following estimates (see Lem. 9 in [13] for the details):

$$
l(\xi) \leq \frac{1}{L} \log \left(\frac{F(y)}{F(y)-(1+\epsilon) L|x-y|}\right), \quad t>d(x, y) \geq \frac{1}{L} \log \left(\frac{F(y)+L|x-y|}{F(y)}\right)
$$

Setting $\tilde{d}=l(\xi)-t$ and $\lambda=L|x-y| / F(y)$, these estimates imply further

$$
\mathrm{e}^{L \tilde{d}}-1 \leq \frac{F(y)}{F(y)-(1+\epsilon) L|x-y|} \cdot \frac{F(y)}{F(y)+L|x-y|}-1=\frac{\epsilon \lambda+(1+\epsilon) \lambda^{2}}{1-\epsilon \lambda-(1+\epsilon) \lambda^{2}} .
$$

Because $y \notin \Omega_{t}^{p}$, we know that $l(\xi) \geq t$ must hold. Hence, the intermediate-value theorem implies that there exists some $\tau \in(0,1]$ such that $\xi$ split into $\xi_{1}$ on $[0, \tau]$ and $\xi_{2}$ on $[\tau, 1]$ implies $l\left(\xi_{1}\right)=t$. Set $\tilde{x}=\xi_{1}(1)=\xi_{2}(0)=$ $\xi(\tau)$. It is clear that $\tilde{x} \in \overline{\Omega_{t}^{p}}$ since $l\left(\xi_{1}\right)=t$. Because $x$ is in the interior of the open set $\Omega_{0}$, we actually also get $\tilde{x} \in \Omega_{t}^{p}$. Since $\xi_{2} \in X_{\mathrm{ad}}(\tilde{x}, y)$ and $l\left(\xi_{2}\right)=l(\xi)-t=\tilde{d}$, another estimate based on Lipschitz continuity of $F$ and Lemma 9 in [13] yields

$$
\begin{equation*}
|\tilde{x}-y| \leq \frac{F(y)}{L}\left(\mathrm{e}^{L \tilde{d}}-1\right) \leq \frac{F(y)}{L} \cdot \frac{\epsilon \lambda+(1+\epsilon) \lambda^{2}}{1-\epsilon \lambda-(1+\epsilon) \lambda^{2}} \tag{5.2}
\end{equation*}
$$

By a similar argument, we can also derive

$$
|x-y| \leq \frac{F(y)}{L}\left(\mathrm{e}^{L t}-1\right) \Leftrightarrow \lambda \leq \mathrm{e}^{L t}-1 .
$$



Figure 6. Sketch of a possible situation where $\Omega_{t}^{p}$ and $\pi\left(\Omega_{t}\right)$ do not match qualitatively in their time evolution. The dark grey area is the forbidden region $B$. We choose $F=0$ on the horizontal line and $F>0$ everywhere else.

Note that the right-hand side of (5.2) is increasing in $\lambda$ if $|x-y|$ and thus $\lambda$ are small enough. Thus, we can combine everything and use a series expansion to finally find

$$
|\tilde{x}-y| \leq \frac{F(y)}{L}\left(L \epsilon t+O\left(t^{2}\right)\right) \leq \bar{F} \epsilon \cdot t+O\left(t^{2}\right)
$$

Taking the supremum over $y$ in this inequality yields an estimate for $d_{H}\left(\pi\left(\Omega_{t}\right) \rightarrow \Omega_{t}^{p}\right)$. Since $\epsilon$ can be chosen arbitrarily small for the limit $t \rightarrow 0^{+}$, this implies the claim.

We require that $\inf _{x \in B} F(x)$ must be strictly positive to avoid a situation like Figure 6 . If a line with $F=0$ touches $B$, then we may get a qualitative difference between the time evolution of $\Omega_{t}^{p}$ and that of $\pi\left(\Omega_{t}\right)$ : In the shown situation, $\Omega_{t}^{p}=\Omega_{0}$ for all $t \geq 0$ since there is no possibility for the initial region to grow anywhere with speed $F^{p}$. On the other hand, $\Omega_{t}$ will grow inside $B$ and, at some point, also reach the upper area outside of $B$. When this happens, $\pi\left(\Omega_{t}\right)$ contains parts of the quarter plane in the north west. Let us briefly analyse this effect also more explicitly. For this, choose the speed field as

$$
F(x, y)=\left\{\begin{aligned}
|y| & \text { if } \quad x \leq 0 \\
\sqrt{x^{2}+y^{2}} & \text { if } \quad x \geq 0
\end{aligned}\right.
$$

The forbidden region is the half-plane $B=\left\{(x, y) \in \mathbb{R}^{2} \mid x \geq 0\right\}$. This matches the schematic illustration of Figure 6. For $\Omega_{0}$ to reach the north-west region, we have to consider paths like $\xi \in X_{\mathrm{ad}}(p, q)$ shown in the sketch. Note that $F$ is constant along such a path, so that

$$
l(\xi)=\frac{\pi r}{F}=\pi
$$

where $r$ is the radius of the circular arc. In particular, the path length is independent of $r$. This implies that it is not possible to reach the north west after arbitrarily small times, even tough $p$ and $q$ can be as close together as we wish. Hence, the statement of Theorem 5.4 is actually still true for this situation (since we take the limit $\left.t \rightarrow 0^{+}\right)$. We believe that it is possible to exploit Lipschitz continuity of $F$ to show that this must always be the case and that Theorem 5.4 holds generally without the strict positivity requirement.

## 6. NumERICAL EXPERIMENTS

To conclude our discussion, let us consider some numerical results. We have implemented all strategies for handling shape constraints discussed above, as per Algorithm 1, Algorithm 2, Algorithm 3 and Algorithm 4.


Figure 7. Our goal of the example optimisation problem considered for the numerical experiments in Section 6 is to find a shape matching one segment of a given grey-scale image. Here, we have not yet applied any constraints so far.

They are applied for the minimisation of the cost

$$
\begin{equation*}
J(\Omega)=\int_{\Omega}(u(x)-\bar{u})^{2} \mathrm{~d} x-2 \gamma \cdot \sigma \cdot \operatorname{vol}(\Omega) \tag{6.1}
\end{equation*}
$$

with various kinds of forbidden regions. We use $D \subset \mathbb{R}^{2}$ as hold-all domain, and assume that a grey-scale image $u: D \rightarrow I \subset \mathbb{R}$ is given. The quantities $\bar{u}$ and $\sigma$,

$$
\bar{u}=\frac{1}{\operatorname{vol}(\Omega)} \int_{\Omega} u(x) \mathrm{d} x, \quad \sigma^{2}=\frac{1}{\operatorname{vol}(\Omega)} \int_{\Omega}(u(x)-\bar{u})^{2} \mathrm{~d} x,
$$

are the mean intensity and standard deviation of the image $u$ over $\Omega$, respectively, and $\gamma>0$ is a constant parameter.

Finding an optimal shape $\Omega$ for (6.1) can be interpreted as image segmentation based on the Chan-Vese model [2]. This is illustrated in Figure 7. For a more thorough interpretation and discussion of this particular segmentation model, let us refer to [14] and Chapter 6 of [12]. Note that we are neither aware of any other work about image segmentation with geometric constraints nor of an actual application of such a problem. It is, however, a very instructive model problem for an analysis of the behaviour of the descent methods. Furthermore, we believe that geometric constraints in a segmentation model could be used to incorporate "outside information" into the segmentation process. This additional information could either be provided by a human operator in a semi-automatic method or it could come from a second channel of measurement data.

All computations are done with $2 \%$ of Gaussian noise added and for $\beta=10^{-2}$. (Recall the parameter $\beta$ from (3.1), which is used to reduce smoothing effects of the inverse Laplacian when solving the variational problem.) We perform the descent run for 50 different random configurations in each problem setting to make the qualitative result more representative. The cost evolutions are averaged over all runs, for which we employ the geometric mean since it fits better to the logarithmic scaling of the $y$-axis. We chose a small minimum

(a) The basic configuration in this example.

(b) Average evolution of the cost during the iteration for all methods.

Figure 8. Comparison of the suggested methods for handling constraints. These are projection of the speed in $\mathrm{H}^{1}$, in $\mathrm{L}^{2}$ with (3.2), projection of the shape with (4.1), and infeasible steps with projection of the shape derivative.
step length of $t_{\min }=10^{-6}$ to ensure that no effects of the constraints (which are our main object of interest) are obscured by artefacts introduced by enforced longer steps. Since we do not know the true optimal cost, we use the smallest achieved value for a particular configuration (over all iteration steps and with all methods) as base value. Note that the numerical examples exhibit both positive and negative speeds in the movement of the boundary (as illustrated in Fig. 11b). This shows that the condition $F \geq 0$, which we assumed for some of our theoretical results above, can be lifted in practice.

Figures 8-10 show the results for three different configurations of the forbidden region. For each case, the top plot shows the basic situation (initial geometry $\Omega_{0}$, forbidden region $B$ and the approximate final solution). The bottom plot compares the averaged decrease of the cost value for the four methods we consider. The first situation in Figure 8 has the "easiest" constraint. The region $B$ in this case is, in particular, smooth. Consequently, Theorem 5.4 tells us that the results of using the speed projection in $\mathrm{L}^{2}$ and projecting the


Figure 9. Continuation of Figure 8 for a different configuration of the forbidden region.
shape should be very similar. This statement is, indeed, confirmed by Figure 8b: The blue and red dots match quite well. The green dots, corresponding to a speed projection in $\mathrm{H}^{1}$ instead, show a different behaviour: The decrease is more slowly here in the beginning, which can be explained by the fact that the speed field gets drawn to zero where the constraint is almost active and thus the whole descent is done in a more cautious fashion. This, however, also leads to a (slightly) better minimal cost in the end. In Figure 9, the forbidden region is a triangle with sharp corners. This set $B$ does not fulfil the requirements of Theorem 5.4, and we can see that also the corresponding cost descents in Figure 9b are not as similar as before. The blue and red dots clearly diverge from each other around iteration eight, which is when the growing domain starts to wrap around the corners of the triangle. This is in nice correspondence to our theory discussed in Section 5. The green curve shows the same behaviour as before, but much more pronounced this time. The decrease is more slowly at the beginning, but the descent is more robust and leads to a much better result.

For both of these examples, infeasible steps with a projection of the shape derivative (black dots, Algorithm 4) show the opposite behaviour to the speed projection in $\mathrm{H}^{1}$ marked in green: The constraints restrict the descent


Figure 10. Continuation of Figure 8 with a forbidden region that consists of multiple, randomly placed triangles. Each run has not only different noise, but also a different arrangement of the triangles.
much less, so that it is faster initially. The results, on the other hand, are worse and less robust, because the constraints are taken much less into account (while the constraints are used to compute the descent speed field and to find a feasible shape in the end, the individual shapes during the descent (before projection) are allowed to be infeasible). Note particularly that the optimal shape in Figure 9a contains a hole in the domain around the forbidden triangle. This hole is not generated by descent with infeasible steps, where the descent converges to the local minimum without hole instead. For the feasible methods, the forbidden region forces the resulting domain to the correct topology. While this is, of course, a particular property of the problem we consider here, it still shows that infeasible steps are not suitable for all situations and may lead to less robust descent than a speed projection in $\mathrm{H}^{1}$.

With the setting of Figure 10, finally, the effect of non-smooth forbidden regions seen in Figure 9 can be interpreted even better: Here, the forbidden region is more complex and difficult than before. Figure 11 shows


Figure 11. Typical speed fields during the descent for the problem from Figure 10.
typical speed fields as they occur in the descent with shape projection (Fig. 11a) and the speed projected in $\mathrm{H}^{1}$ (Fig. 11b). In the former case, we get very large speed values around the parts of $B$ that are already surrounded by the growing domain. This is the case since it would be good for decreasing the cost to include them in $\Omega$, and the speed field does not know anything about the constraints that forbid this. With a projection in $\mathrm{H}^{1}$, on the other hand, the speed field does include information about the constraints. Consequently, the speed is small (and continuous) around those regions. Note that our descent algorithm computes the directional shape derivative according to (3.1) and uses it for the Armijo rule as the expected cost decrease. This, however, only works when the constraints are correctly accounted for in the shape gradient. Consequently, the Armijo rule expects a much larger cost decrease than we can actually achieve for the situation of Figure 11a. This leads to the effect that only the minimal step length is accepted from this iteration onward, and the final shape looks almost the same as the black shape indicated in Figure 11a. This is clearly suboptimal. With the speed projection in $\mathrm{H}^{1}$, on the other hand, the shape from Figure 11b continues to evolve and results in the correct geometry shown also
in Figure 10a. One can confirm this interpretation by lowering the relaxation parameter used in the Armijo rule sharply. This improves the performance of the shape-projection method in relation to speed projection in $\mathrm{H}^{1}$ considerably, and avoids a stuck situation as in Figure 11a. Infeasible steps with a projection of the shape derivative do not suffer from this problem, either, since Algorithm 4 constructs the speed field in a way that is consistent to the computed shape derivative. As before, however, the final result is not as good as for a speed projection in $\mathrm{H}^{1}$.

All in all, our numerical results show that all four methods proposed in Section 3 have both their own unique benefits and drawbacks. Projecting the speed field consistently in the original Hilbert space $\mathrm{H}^{1}$ shows the slowest descent, but leads to the most robust method with the best final results. Infeasible steps with a projection of the shape derivative can speed up the descent, but may (depending on the situation) take the constraints too little into account. The other two methods (shape projection and projection of the speed in $\mathrm{L}^{2}$ ) behave similarly, as we expect from Theorem 5.4. They also lead to faster descent, but they introduce inconsistencies between the computed shape derivative and the descent step. This can lead to a stuck descent or other issues for certain configurations of the constraints.
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