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STABILIZATION OF TIMOSHENKO BEAM BY MEANS OF POINTWISE
CONTROLS ∗

Gen-Qi Xu1 and Siu Pang Yung2

Abstract. We intend to conduct a fairly complete study on Timoshenko beams with pointwise
feedback controls and seek to obtain information about the eigenvalues, eigenfunctions, Riesz-Basis-
Property, spectrum-determined-growth-condition, energy decay rate and various stabilities for the
beams. One major difficulty of the present problem is the non-simplicity of the eigenvalues. In fact,
we shall indicate in this paper situations where the multiplicity of the eigenvalues is at least two. We
build all the above-mentioned results from an effective asymptotic analysis on both the eigenvalues and
the eigenfunctions, and conclude with the Riesz-Basis-Property and the spectrum-determined-growth-
condition. Finally, these results are used to examine the stability effects on the system by the location
of the pointwise control relative to the length of the whole beam.
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1. Introduction

The pointwise feedback control stabilization for Euler–Bernoulli beams, or equivalently stabilization of serially
connected beams with dissipative joints, has been widely studied and many results have been obtained (see,
for example [1–7] and the references therein). As for Timoshenko beams, the most complete physical model for
thick beams, relatively few results are on pointwise feedback controls when comparing with the corresponding
boundary feedback control problems [8–16]. This may be due to the complicated changes of the eigenfrequencies
arisen from the present of the pointwise feedback control. It is the aim of this paper to carry out a thorough
study for this problem and we have obtained asymptotic information for the eigenvalues, the eigenfunctions,
the Riesz-Basis-Property, the spectrum-determined-growth-condition and their consequences on stabilities. Our
approach is simple but effective. A major step is to conduct a complete asymptotic analysis on the eigenvalues
and the eigenfunctions. These then form a very efficient building block for us to deduce all the required results.
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The Timoshenko beam problem with pointwise control that we shall consider is:
ρẅ(x, t) − κ(w′′(x, t)− ϕ′(x, t)) + u1(t)δξ = 0, 0 < x < `,
Iρϕ̈(x, t) − EIϕ′′(x, t)− κ(w′(x, t)− ϕ(x, t)) + u2(t)δξ = 0, 0 < x < `,
w(0, t) = 0, ϕ(0, t) = 0,
κ(w′(`, t)− ϕ(`, t)) = 0, EIϕ′(`, t) = 0,

(1.1)

where w(x, t) is the deflection of the beam from its equilibrium and ϕ(x, t) is the rotation angle of a filament
of the beam at x. Here and henceforth the dot and the prime denote derivatives with respect to time and
space variables respectively. Also, Iρ, ρ, EI, κ, `, u1 and u2 are respectively the mass moment of inertia, mass
density, rigidity coefficient, shear modulus of elasticity, length of the beam, external force and external moment.
We use δξ to denote a Dirac mass concentrated at the point ξ ∈ (0, `) and consider the following velocity and
angular velocity feedback control at point ξ: {

u1(t) = αẇ(ξ, t),
u2(t) = βϕ̇(ξ, t), (1.2)

where α and β are some positive feedback gain constants that can be tuned.
It is the closed loop system (1.1) and (1.2) that we will conduct our research on. The content of this paper is

organized as follows. First, we exhibit some elementary properties of the operator A determined by the closed
loop system in Section 2, and then in Section 3, we perform a detail asymptotic analysis for its eigenvalues
and eigenfunctions. In Section 4, we apply these asymptotic results to deduce the Riesz basis property for the
generalized eigenfunctions of A. Finally in Section 5, we examine various stabilities of the beams.

2. Basic properties for the operator A of the closed loop system

In this section, we shall establish some basic properties for the closed loop system (1.1, 1.2). To begin, we
choose the state space H to be:

H := V 1
0 × L2(0, `)× V 1

0 × L2(0, `),

where V k
0 := {ϕ ∈ Hk(0, `)

∣∣ ϕ(0) = 0}, k = 1, 2, with Hk(0, `) being the usual Sobolev space of order k. For
Y1 := [w1, z1, ϕ1, ψ1]T and Y2 := [w2, z2, ϕ2, ψ2]T ∈ H, in here the superscript T denotes the transposition, the
inner product of H is defined as

〈Y1, Y2〉 :=
∫ `

0

κ(w′1(x)− ϕ1(x))(w′2(x) − ϕ2(x))dx+
∫ `

0

ρz1(x)z2(x)dx

+
∫ `

0

EIϕ′1(x)ϕ′2(x)dx+
∫ `

0

Iρψ1(x)ψ2(x)dx

and the corresponding norm is denoted by ‖ · ‖. If we define operator A in H by

A


w
z
ϕ
ψ

 :=


z

κ

ρ
(w′′ − ϕ′)

ψ
EI

Iρ
ϕ′′ +

κ

Iρ
(w′ − ϕ)
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with domain

D(A) :=

{
Y = [w, z, ϕ, ψ]T ∈ H

∣∣∣∣∣ w,ϕ ∈ V 2
0 (0, ξ) ∪H2(ξ, `), z, ψ ∈ V 1

0 (0, `)

κ(w′(ξ+)− w′(ξ−)) = αz(ξ), EI(ϕ′(ξ+)− ϕ′(ξ−)) = βψ(ξ),
κ(w′(`)− ϕ(`)) = 0, EIϕ′(`) = 0

}
,

then the closed loop system (1.1, 1.2) can be written as an evolutionary equation in H:

d
dt
Y (t) = AY (t), ∀t > 0, (2.1)

where
Y (t) := [w(·, t), ẇ(·, t), ϕ(·, t), ϕ̇(·, t)]T .

If (w(t, x), ϕ(x, t)) is a solution pair for (1.1, 1.2), then the energy of the closed loop system is given by

E(t) :=
1
2
‖Y (t)‖2 =

1
2

∫ `

0

(
κ|w′(x, t) − ϕ(x, t)|2 + ρ|ẇ(x, t)|2 + EI|ϕ′(x, t)|2 + Iρ|ϕ̇(x, t)|2

)
dx.

Theorem 2.1. The operator A is dissipative with compact resolvents and generates a C0 semigroup of contrac-
tions. As a result, the energy of the system (1.1, 1.2) is non-increasing in time.

Proof. To show that A has compact resolvents, it suffices to show that 0 ∈ ρ(A) because for then A−1 will be
compact due to the Sobolev Embedding theorem and so are the resolvents of A. So for F := [f1, f2, g1, g2]T ∈ H,
we need to find a unique Y := [w, z, ϕ, ψ]T ∈ D(A) such that AY = F , i.e.,

z = f1
κ

ρ
(w′′ − ϕ′) = f2

ψ = g1
EI

Iρ
ϕ′′ +

κ

Iρ
(w′ − ϕ) = g2

with conditions w(0) = 0, ϕ(0) = 0, w(ξ+) = w(ξ−), ϕ(ξ+) = ϕ(ξ−),
κ(w′(ξ+)− w′(ξ−)) = αz(ξ), EI(ϕ′(ξ+)− ϕ′(ξ−)) = βψ(ξ),
κ(w′(`)− ϕ(`)) = 0, EIϕ′(`) = 0.

Solving these equations, we obtain

ϕ(x) = − 1
EI

[
Iρ

∫ `

0

k(x, s)g2(s)ds+ ρ

∫ `

0

k(x, s)ds
∫ `

s

f2(t)dt

+βg1(ξ)k(ξ, x) + αf1(ξ)η(x)

]
,

w(x) =
∫ x

0

ϕ(s)ds− ρ

κ

∫ `

0

k(x, s)f2(s)ds− α

κ
f1(ξ)k(ξ, x),

where

k(x, s) =
{
s, 0 ≤ s ≤ x,
x, x ≤ s ≤ `,
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η(x) =


`ξ − 1

2
ξ2, ξ ≤ x ≤ `,

`x− 1
2
x2, 0 ≤ x ≤ ξ.

Since the Y = [w, f1, ϕ, g1]T given above belongs to D(A) and Y = A−1F , so by the Sobolev Embedding
theorem, A−1 is compact and so is the resolvent of A.

Next, for any Y := [w, z, ϕ, ψ]T ∈ D(A), we have

Re〈AY, Y 〉 = −α|z(ξ)|2 − β|ψ(ξ)|2 ≤ 0

from a direct calculation. So A is dissipative and generates a C0 semigroup of contractions by Lumer–Phillips
theorem (see [17]) and the last assertion follows accordingly. �

Theorem 2.1 tells us that the spectrum of A are all eigenvalues and so our next task is to determine the
eigenvalues of A. Let λ ∈ C ( C denotes the complex plane) be an eigenvalue of A, and let Y = [w, z, ϕ, ψ]T ∈
D(A) be an associated eigenfunction. Then we have

z(x) = λw(x), ψ(x) = λϕ(x),

and the function pair (w(x), ϕ(x)) satisfying the following equations{
ρλ2w(x) − κ(w′′(x) − ϕ′(x)) = 0, 0 < x < `,
Iρλ

2ϕ(x) − EIϕ′′(x)− κ(w′(x) − ϕ(x)) = 0, 0 < x < `,
(2.2)

with conditions 
w(0) = 0, ϕ(0) = 0, w(ξ+) = w(ξ−), ϕ(ξ+) = ϕ(ξ−),
κ(w′(ξ+)− w′(ξ−)) = αλw(ξ), EI(ϕ′(ξ+)− ϕ′(ξ−)) = βλϕ(ξ),
κ(w′(`)− ϕ(`)) = 0, EIϕ′(`) = 0.

(2.3)

Let (wj(λ, x), ϕj(λ, x)), j = 1, 2, 3, 4, be the fundamental solutions for (2.2) satisfying

(w1(λ, 0), ϕ1(λ, 0)) = (1, 0), (w2(λ, 0), ϕ2(λ, 0)) = (0, 1),

(w′3(λ, 0), ϕ′3(λ, 0)) = (1, 0), (w′4(λ, x), ϕ
′
4(λ, 0)) = (0, 1).

Then any solution of (2.2) can be expressed as{
w(λ, x) = w(0)w1(λ, x) + ϕ(0)w2(λ, x) + w′(0)w3(λ, x) + ϕ′(0)w4(λ, x),
ϕ(λ, x) = w(0)ϕ1(λ, x) + ϕ(0)ϕ2(λ, x) + w′(0)ϕ3(λ, x) + ϕ′(0)ϕ4(λ, x),

(2.4)

with w(λ, 0) = w(0), ϕ(λ, 0) = ϕ(0), w′(λ, 0) = w′(0), ϕ′(λ, 0) = ϕ′(0). Employing (2.3), we see that when
0 ≤ x ≤ ξ,

w(λ, x) = w′(0)w3(λ, x) + ϕ′(0)w4(λ, x),

ϕ(λ, x) = w′(0)ϕ3(λ, x) + ϕ′(0)ϕ4(λ, x),

when ξ ≤ x ≤ `,

w(λ, x) =
[
w′(0)w3(λ, ξ) + ϕ′(0)w4(λ, ξ)

]
w1(λ, x − ξ) +

[
w′(0)ϕ3(λ, ξ) + ϕ′(0)ϕ4(λ, ξ)

]
w2(λ, x − ξ)

+
[
w′(0)

(
w′3(λ, ξ) +

α

κ
λw3(λ, ξ)

)
+ ϕ′(0)

(
w′4(λ, ξ) +

α

κ
λw4(λ, ξ)

)]
w3(λ, x− ξ)

+
[
w′(0)

(
ϕ′3(λ, ξ) +

β

EI
λϕ3(λ, ξ)

)
+ ϕ′(0)

(
ϕ′4(λ, ξ) +

β

EI
λϕ4(λ, ξ)

)]
w4(λ, x − ξ),
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ϕ(λ, x) =
[
w′(0)w3(λ, ξ) + ϕ′(0)w4(λ, ξ)

]
ϕ1(λ, x − ξ) +

[
w′(0)ϕ3(λ, ξ) + ϕ′(0)ϕ4(λ, ξ)

]
ϕ2(λ, x − ξ)

+
[
w′(0)

(
w′3(λ, ξ) +

α

κ
λw3(λ, ξ)

)
+ ϕ′(0)

(
w′4(λ, ξ) +

α

κ
λw4(λ, ξ)

)]
ϕ3(λ, x − ξ)

+
[
w′(0)(ϕ′3(λ, ξ) +

β

EI
λϕ3(λ, ξ)) + ϕ′(0)

(
ϕ′4(λ, ξ) +

β

EI
λϕ4(λ, ξ)

)]
ϕ4(λ, x− ξ),

where (w′(0), ϕ′(0)) is a pair of non-zero solutions of the following linear equations:

{
w′(0)A11(λ) + ϕ′(0)A12(λ) = 0,
w′(0)A21(λ) + ϕ′(0)A22(λ) = 0, (2.5)

with

A11(λ) := w3(λ, ξ)[w′1(λ, `− ξ)− ϕ1(λ, `− ξ)] + ϕ3(λ, ξ)[w′2(λ, `− ξ)− ϕ2(λ, `− ξ)]

+[w′3(λ, ξ) +
α

κ
λw3(λ, ξ)][w′3(λ, `− ξ)− ϕ3(λ, `− ξ)]

+[ϕ′3(λ, ξ) +
β

EI
λϕ3(λ, ξ)][w′4(λ, `− ξ)− ϕ4(λ, `− ξ)],

A12(λ) := w4(λ, ξ)[w′1(λ, `− ξ)− ϕ1(λ, `− ξ)] + ϕ4(λ, ξ)[w′2(λ, `− ξ)− ϕ2(λ, `− ξ)]

+[w′4(λ, ξ) +
α

κ
λw4(λ, ξ)][w′3(λ, `− ξ)− ϕ3(λ, `− ξ)]

+[ϕ′4(λ, ξ) +
β

EI
λϕ4(λ, ξ)][w′4(λ, `− ξ)− ϕ4(λ, `− ξ)],

A21(λ) := w3(λ, ξ)ϕ′1(λ, `− ξ) + ϕ3(λ, ξ)ϕ′2(λ, `− ξ) + [w′3(λ, ξ) +
α

κ
λw3(λ, ξ)]ϕ′3(λ, `− ξ)

+[ϕ′3(λ, ξ) +
β

EI
λϕ3(λ, ξ)]ϕ′4(λ, `− ξ),

A22(λ) := w4(λ, ξ)ϕ′1(λ, `− ξ) + ϕ4(λ, ξ)]ϕ′2(λ, `− ξ) + [w′4(λ, ξ) +
α

κ
λw4(λ, ξ)]ϕ′3(λ, `− ξ)

+[ϕ′4(λ, ξ) +
β

EI
λϕ4(λ, ξ)]ϕ′4(λ, `− ξ).

(2.6)

So all the eigenvalues can be found by finding the zeros of the characteristic determinant Γ(λ),

Γ(λ)=

∣∣∣∣∣A11(λ) A12(λ)
A21(λ) A22(λ)

∣∣∣∣∣, (2.7)

of the coefficient matrix in (2.5). Altogether we have the following result.
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Theorem 2.2.
1) Let λ ∈ C. Then λ ∈ σ(A) if and only if Γ(λ) = 0. In this case, an eigenfunction corresponding to λ is
given by

Y = [w(λ, x), λw(λ, x), ϕ(λ, x), λϕ(λ, x)]T ,
where w(λ, x) and ϕ(λ, x) are determined in (2.4). Furthermore, if λ is an eigenvalue for A, then the corre-
sponding eigensubspace is of dimension at most two.

2) The spectrum σ(A) of A distribute symmetrically with respect to the real axis.

Proof. The first assertion is just a summary of the previous discussion. To prove the second assertion, we use
the fact that for any Y ∈ D(A), its conjugate satisfies Y ∈ D(A) and AY = AY . So the second assertion
holds. �

3. Asymptotic analysis of the eigenvalues and eigenfunctions of A
Theorem 2.2 gives us a characterization of all the eigenvalues in terms of the zeros of Γ(λ) in (2.7).
We now conduct an asymptotic analysis on Γ(λ) to deduce the corresponding asymptotic behaviour for the

eigenvalues. We begin with expanding the eigenfunctions asymptotically, and always assume that

ρ1 6= ρ2 and denoted ρ2
1 :=

ρ

κ
, ρ2

2 :=
Iρ
EI
· (3.1)

Assume that λ ∈ C with |Imλ| being large enough and −M ≤ Reλ ≤ 0, in which M is another large positive
constant. Then, by expanding asymptotically in λ, we obtain the following asymptotic expressions:

w1(λ, x) = cosh ρ1λx+O(λ−2),

ϕ1(λ, x) =
−ρ

EI(ρ2
1 − ρ2

2)

( sinh ρ1λx

ρ1λ
− sin ρ2λx

ρ2λ

)
+O(λ−3),

w2(λ, x) =
ρ2
2

(ρ2
1 − ρ2

2)

(sinh ρ1λx

ρ1λ
− sin ρ2λx

ρ2λ

)
+O(λ−3),

ϕ2(λ, x) = cosh ρ2λx+O(λ−2),

w3(λ, x) =
sinh ρ1λx

ρ1λ
+O(λ−3),

ϕ3(λ, x) = O(λ−2),
w4(λ, x) = O(λ−2),

ϕ4(λ, x) =
sinh ρ2λx

ρ2λ
+O(λ−3),

w′1(λ, x) = ρ1λ sinh ρ1λx+O(λ−1),

ϕ′1(λ, x) =
−ρ

EI(ρ2
1 − ρ2

2)
(cosh ρ1λx− cosh ρ2λx) +O(λ−2),

w′2(λ, x) =
ρ2
2

(ρ2
1 − ρ2

2)
(cosh ρ1λx − cosh ρ2λx) +O(λ−2),

ϕ′2(λ, x) = ρ2λ sinh ρ2λx+O(λ−1),
w′3(λ, x) = cosh ρ1λx+O(λ−2)),
ϕ′3(λ, x) = O(λ−1),
w′4(λ, x) = O(λ−1),
ϕ′4(λ, x) = cosh ρ2λx+O(λ−2).

(3.2)

Substituting these expressions into Γ(λ) in (2.7), we have:

Γ(λ) = G(λ) +O(λ−1), (3.3)
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where the leading term

G(λ) :=
[
cosh ρ1λ`+

α

2κρ1
sinh ρ1λ` − α

2κρ1
sinh ρ1λ(`− 2ξ)

][
cosh ρ2λ`

+
β

EIρ2
sinh ρ2λ`− β

2EIρ2
sinh ρ2λ(`− 2ξ)

]
.

(3.4)

From expression (3.4), we know that G(λ) is analytic in C and deduce automatically the following remarks.

Remark. (i) When ξ = 1
2`, then G(λ) have no zeros in |Reλ| > M for some large enough positive constant M .

It is because when ξ = 1
2`, G(λ) has a very simple expression:

G(λ) =
[
cosh ρ1λ` +

α

2κρ1
sinh ρ1λ`

] [
cosh ρ2λ`+

β

EIρ2
sinh ρ2λ`

]
,

and so G(λ) has no zeros in |Reλ| > M for some large enough positive constant M .

(ii) When ξ 6= 1
2` but (1− α

2κρ1
) = 0 and (1− β

2EIρ2
) 6= 0, we have

G(λ)eρ1λ|`−2ξ|+ρ2λ` → 1
4
sign(`− 2ξ)

(
1− β

2EIρ2

)
as Reλ→ −∞.

(iii) When (1− α
2κρ1

) 6= 0 and (1− β
2EIρ2

) 6= 0, we have

G(λ)e(ρ1+ρ2)λ` → 1
4

(
1− α

2κρ1

)(
1− β

2EIρ2

)
as Reλ→ −∞.

(iv) As a conclusion of (i–iii), we see that, whenever ξ ∈ (0, `), the zeros of G(λ) are located asymptotically in
a vertical strip of the complex plane C centered at the imaginary axis.

We use these remarks and (3.3, 3.4) to deduce some asymptotic behaviour for the eigenvalues of A.

Theorem 3.1. With (3.1) and assume that (1 − α
2κρ1

) 6= 0 and (1 − β
2EIρ2

) 6= 0. For n ∈ Z, let ζ(1)
n and ζ(2)

n

be the roots of respectively the first and the second equation in
cosh ρ1λ` +

α

2κρ1
sinh ρ1λ`− α

2κρ1
sinh ρ1λ(`− 2ξ) = 0,

cosh ρ2λ` +
β

2EIρ2
sinh ρ2λ` − β

2EIρ2
sinh ρ2λ(`− 2ξ) = 0.

(3.5)

Let

λ(1)
n := ζ(1)

n + η(1)
n and λ(2)

n := ζ(2)
n + η(2)

n

be the eigenvalues of A. Then the following assertions are true:

1) when |λ| large enough then −M ≤ Reλ ≤M and the degree of the zero λ(j)
n of Γ(λ) is the same as that

of the zero ζ(j)
n of G(λ);

2) the eigenvalues λ(j)
n ∈ σ(A), with sufficiently large modulus, satisfy λ(j)

n − ζ
(j)
n = O( 1

ζ
(j)
n

) for j = 1, 2.
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Proof. The first assertion is just a restatement of the above remarks. For λ(j)
n := ζ

(j)
n + η

(j)
n (j = 1, 2) to be

eigenvalues of A, we must have Γ(λ(j)
n ) = 0. Thus, for −M ≤ Reλ(j)

n ≤M with |Imλ(j)
n | large enough, we have

G(λ(j)
n ) = O

(
1

λ
(j)
n

)
,

and so by Rouché theorem, η(j)
n = O(1/ζ(j)

n ) for j = 1, 2 and this proves the remaining assertions. �

We now ready to estimate the asymptotic behaviour of the eigenfunctions that corresponding to the eigen-
values λ(1)

n and λ(2)
n . For this, we considerw′(0) = A22

(
λ

(1)
n

)
and ϕ′(0) = −A21

(
λ

(1)
n

)
,

w′(0) = A12

(
λ

(2)
n

)
and ϕ′(0) = −A11

(
λ

(2)
n

)
,

(3.6)

respectively, where Akj(λ) are given by (2.5, 2.6). Using the estimates in (3.1) and (3.2), we find that

A21(λ) = O
(
λ−1

)
, A12(λ) = O

(
λ−1

)
,

A22(λ) = cosh ρ2`λ+
β

2EIρ2
sinh ρ2`λ− β

2EIρ2
sinh ρ2λ(`− 2ξ) +O

(
λ−1

)
,

A11(λ) = cosh ρ1`λ+
α

2κρ1
sinh ρ1`λ− α

2Kρ1
sinh ρ2λ(`− 2ξ) +O

(
λ−1

)
.

Let the leading terms be

Â22(λ) := cosh ρ2`λ+
β

2EIρ2
sinh ρ2`λ− β

2EIρ2
sinh ρ2λ(`− 2ξ),

Â11(λ) := cosh ρ1`λ+
α

2κρ1
sinh ρ1`λ− α

2κρ1
sinh ρ2λ(`− 2ξ)

and use the estimates (3.2) in some straight-forward but tedious calculations, we obtain the asymptotic expres-
sions for the eigenfunctions of A:

Y
(
λ(1)

n

)
= Â22

(
λ(1)

n

)
Ψ
(
λ(1)

n

)
+ Z1

(
λ(1)

n

)
with ||Z1(λ)|| = O(λ−1),

Ψ(λ) :=



sinh ρ1λx

ρ1λ
sinh ρ1λx

ρ1

0

0

+ χ[ξ,`]



α

κρ1

sinh ρ1λξ sinh ρ1λ(x− ξ)
ρ1λ

α

κρ1

sinh ρ1λξ sinh ρ1λ(x− ξ)
ρ1

0

0

 , (3.7)

and

Y
(
λ(2)

n

)
= Â11

(
λ(2)

n

)
Φ
(
λ(2)

n

)
+ Z2

(
λ(2)

n

)
,
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with ||Z2(λ)|| = O(λ−1),

Φ(λ) :=



0

0

sinh ρ2λx

ρ2λ
sinh ρ2λx

ρ2


+ χ[ξ,`]



0

0

β

EIρ2

sinh ρ2λξ sinh ρ2λ(x − ξ)
ρ2λ

β

EIρ2

sinh ρ2λξ sinh ρ2λ(x − ξ)
ρ2


. (3.8)

Thus, we can prove the following result.

Theorem 3.2. With (3.1) and assume that (1 − α
2κρ1

) 6= 0 and (1 − β
2EIρ2

) 6= 0. Let Ψ(λ),Φ(λ) be defined as

in (3.7)–(3.8). Let the zeros ζ(j)
n , λ

(j)
n , j = 1, 2, be given as in Theorem 3.1. Then the following assertions are

true:
1) an eigenfunction corresponding to λ(1)

n is given by

Ŷ
(
λ(1)

n

)
:= Ψ

(
ζ(1)
n

)
+ Ẑ1

(
λ(1)

n

)
, (3.9)

with ||Ẑ1(λ)|| = O(λ−1), and an eigenfunction corresponding to λ(2)
n is given by

Ŷ
(
λ(2)

n

)
:= Φ

(
ζ(2)
n

)
+ Ẑ2

(
λ(2)

n

)
, (3.10)

with ||Ẑ2(λ)|| = O(λ−1);
2) for each j = 1, 2, the eigenvalues satisfies∑

n∈Z

∣∣∣λ(j)
n

∣∣∣−2

<∞.

Proof. From the expressions of Â11 and Â22, we first have

inf
n∈Z

∣∣∣Â11

(
λ(1)

n

)∣∣∣ > 0 and inf
n∈Z

∣∣∣Â22

(
λ(2)

n

)∣∣∣ > 0.

If we take

Ŷ
(
λ(1)

n

)
:=

Y
(
λ

(1)
n

)
Â22

(
λ

(1)
n

) , Ŷ
(
λ(2)

n

)
:=

Y
(
λ

(2)
n

)
Â11

(
λ

(2)
n

)
and

Ẑ1

(
λ(1)

n

)
:= Ψ

(
λ(1)

n

)
−Ψ

(
ζ(1)
n

)
+

Z1

(
λ

(1)
n

)
Â22

(
λ

(1)
n

) ,
Ẑ2

(
λ(2)

n

)
:= Φ

(
λ(2)

n

)
− Φ

(
ζ(2)
n

)
+

Z2

(
λ

(2)
n

)
Â11

(
λ

(2)
n

) ,
then

Ŷ
(
λ(1)

n

)
= Ψ

(
ζ(1)
n

)
+ Ẑ1

(
λ(1)

n

)
,

Ŷ
(
λ(2)

n

)
= Φ

(
ζ(2)
n

)
+ Ẑ2

(
λ(2)

n

)
.
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Also,∥∥∥Ψ(λ(1)
n

)
−Ψ

(
ζ(1)
n

)∥∥∥2

=
∫ `

0

κ

[
cosh ρ1λ

(1)
n x− cosh ρ1ζ

(1)
n x+ χ[ξ,`]

α

κρ1

(
sinh ρ1λ

(1)
n ξ cosh ρ1λ

(1)
n (x− ξ)

− sinh ρ1ζ
(1)
n ξ cosh ρ1ζ

(1)
n (x− ξ)

)]2
dx

+
∫ `

0

ρ

ρ2
1

[
sinh ρ1λ

(1)
n x− sinh ρ1ζ

(1)
n x+ χ[ξ,`]

α

κρ1

(
sinh ρ1λ

(1)
n ξ sinh ρ1λ

(1)
n (x− ξ)

− sinh ρ1ζ
(1)
n ξ sinh ρ1ζ

(1)
n (x− ξ)

)]2
dx

= O

(∣∣∣λ(1)
n − ζ(1)

n )
∣∣∣2)

and∥∥∥Φ(λ(2)
n

)
− Φ

(
ζ(2)
n

)∥∥∥2

=
∫ `

0

κ

[(
sinh ρ2λ

(2)
n x

ρ2λ
(2)
n

− sinh ρ1ζ
(2)
n x

ρ2ζ
(2)
n

)
+ χ[ξ,`]

β

EIρ2

(
sinh ρ2λ

(2)
n ξ sinh ρ2λ

(2)
n (x− ξ)

ρ2λ
(2)
n

− sinh ρ2ζ
(2)
n ξ cosh ρ2ζ

(2)
n (x− ξ)

ρ2ζ
(2)
n

)]2
dx

+
∫ `

0

EI

[
cosh ρ2λ

(2)
n x− cosh ρ2ζ

(2)
n x+ χ[ξ,`]

β

EIρ2

(
sinh ρ2λ

(2)
n ξ cosh ρ2λ

(2)
n (x− ξ)

− sinh ρ2ζ
(2)
n ξ cosh ρ2ζ

(1)
n (x− ξ)

)]2
dx

+
∫ `

0

Iρ
ρ2
2

[
sinh ρ2λ

(1)
n x− sinh ρ1ζ

(2)
n x+ χ[ξ,`]

β

EIρ2

(
sinh ρ1λ

(2)
n ξ sinh ρ1λ

(2)
n (x− ξ)

− sinh ρ1ζ
(2)
n ξ sinh ρ1ζ

(2)
n (x − ξ)

)]2
dx

= O

(∣∣∣λ(2)
n − ζ(2)

n )
∣∣∣2) ,

so ∥∥∥Ψ(λ(1)
n

)
−Ψ

(
ζ(1)
n

)∥∥∥ = O
(
1/λ(1)

n

)
,
∥∥∥Φ(λ(2)

n

)
− Φ

(
ζ(2)
n

)∥∥∥ = O
(
1/λ(2)

n )
)
,

and therefore 1) is true because ||Ẑ1(λ
(1)
n )|| = O(1/λ(1)

n ), ||Ẑ2(λ
(2)
n )|| = O(1/λ(2)

n ).
For 2), since Γ(λ) is an entire function of finite exponential type, so the assertion follows from the standard

result of entire function of finite exponential type (cf. [18]). �
We are now in a position to discuss the zeros of G(λ) in (3.4). For brevity, denote

η := ρ1λ`, ζ := ρ2λ`, ξ := s`. (3.11)

Since
G(λ) = Â11(λ)Â22(λ) := g1(η)g2(ζ)

with 
g1(η) := Â11(λ) = cosh η +

α

2κρ1
sinh η +

α

2κρ1
sinh η(2s− 1),

g2(ζ) := Â22(λ) = cosh ζ +
β

2EIρ2
sinh ζ +

β

2EIρ2
sinh ζ(2s− 1),

(3.12)
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so we only need to study the zeros of

g(z) := cosh z +K sinh z +K sinh(2s− 1)z (3.13)

where K is a constant and s ∈ (0, 1). Generally speaking, finding the zeros of g(z) is very difficult. However,
we have the following assertion.

Theorem 3.3. Let g(z) be defined by (3.13). Assume that K 6= 1 and s ∈ (0, 1), then the following assertions
are true:

1) there exist constants A,B and R such that for all |x| ≥ R,

Ae|x| ≤ |g(x+ iy)| ≤ Be|x|;

2) let η0 be the complex number(s) defined by

η2
0 =

1
4s(1− s)

−K2;

(i) if η0 does not solve the following equation (in unknown ν):(
ν ±√

ν2 +K2 − 1
1 +K

)(1−2s)

=
ν ±√

ν2 +K2

K
, (3.14)

then all the zeros of the function g(z) are simple and separated;
(ii) if η0 satisfies equation (3.14), then s must be rational and η0 is real. Moreover, there exist infinitely

many zeros of g(z) with degree at least two.

Proof. 1) Since g(z) is an entire function of exponential type, so when K 6= 1, we have

|g(x+ iy)| → 1
2

{
(1 +K)ex, as x→ +∞,

|1−K|e|x|, as x→ −∞.

Hence, there exist A,B and R such that

Ae|x| ≤ |g(x+ iy)| ≤ Be|x|, when |x| ≥ R.

2) (i) To consider the multiplicity of the zeros of g(z), we note that

g′(z) = sinh z +K cosh z + (2s− 1)K cosh(2s− 1)z

and
g′(z) + g(z) = (1 +K)ez −Ke(1−2s)z + sK[e(1−2s)z + e−(1−2s)z ].

Obviously, if s = 1
2 , g(z) + g′(z) = (1 +K)ez 6= 0, then all zeros of g(z) are simple and separated. If s 6= 1

2 ,
denote by ν the value of cosh z +K sinh z, i.e.,

ν := cosh z +K sinh z

then g(z) = 0 is equivalent to solving the following equations:{
cosh z +K sinh z = ν,
K sinh(1− 2s)z = ν.
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Since the first equation is equivalent to

ez =
ν ±√

ν2 +K2 − 1
1 +K

,

and the second equation is equivalent to

e(1−2s)z =
ν ±√

ν2 +K2

K
,

so g(z) = 0 has a solution in z is equivalent to the following equation having a solution in ν:

(
ν ±√

ν2 +K2 − 1
1 +K

)(1−2s)

=
ν ±√

ν2 +K2

K
,

which is exactly (3.14). In fact, the solution z and solution ν are related by

ez =
ν ±√

ν2 +K2 − 1
1 +K

or

e(1−2s)z =
ν ±√

ν2 +K2

K
·

Now suppose that ν solves equation (3.14), then g(z) = 0 and

g′(z) + g(z) = g′(z)
=
(
ν ±√

ν2 +K2 − 1
)
−
(
ν ±√

ν2 +K2
)

+ 2s
[
∓√

ν2 +K2
]

= ±
(√

ν2 +K2 − 1± (2s− 1)
√
ν2 +K2

)
= ±

[(√
ν2 +K2 − 1−√η2

0 +K2 − 1
)
± (2s− 1)

(√
ν2 +K2 −√η2

0 +K2
)] (3.15)

because if we set

η2
0 =

1
4s(1− s)

−K2,

then √
η2
0 +K2 − 1± (2s− 1)

√
η2
0 +K2 = 0.

Thus, if ν 6= η0 then g′(z) 6= 0, and hence all zeros of g(z) are simple.
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Let {zn : n ∈ Z} be the set of zeros of g(z), and denote

νn := cosh zn +K sinh zn = K sinh(1− 2s)zn.

Since zn lies in the strip −M ≤ Rez ≤M , so there is a positive N such that |νn| ≤ N . Let ν be a cluster point
of νn, then there is a subsequence νnk

of νn such that νnk
→ ν. So ν satisfies the limiting equation. On the

other hand, if η0 does not satisfy equation (3.14) then each zn is a simple zero of g(z). So g′(zn) 6= 0. Hence
infn∈Z |g′(zn)| > 0 because if otherwise, there exists a subsequence {znk

} such that limk→∞ g′(znk
) = 0, then

limk→∞ νnk
= ν and (3.15) imply that ν = η0, which is a contradiction. So the zeros of g(z) are separated.

2) (ii) If η0 solves equation (3.14), we know from the previous arguments that there exists a z0 such that
g(z0) = 0, g′(z0) = 0. Therefore sinh z0 +K cosh z0 = ±

√
η2
0 +K2 − 1 = ± (2s−1)

2
√

s(1−s)
,

K cosh(2s− 1)z0 = ∓√η2
0 +K2 = ∓ 1

2
√

s(1−s)
· (3.16)

Write z0 = x0 + iy0. Notice that the right hands of (3.16) are real and we have{
(coshx0 +K sinhx0) sin y0 = 0,
sinh(2s− 1)x0 sin(2s− 1)y0 = 0,

which imply {
sin y0 = 0,
sin(2s− 1)y0 = 0.

Thus y0 = nπ and (2s− 1)y0 = mπ for some n,m ∈ Z. This shows that s is rational. In this case, we also have{
0 = g(z0) = [coshx0 +K sinhx0] cos y0 +K sinh(2s− 1)x0 cos(2s− 1)y0,
0 = g′(z0) = [sinhx0 +K coshx0] cos y0 + (2s− 1)K cosh(2s− 1)x0 cos(2s− 1)y0.

Since g(x) > 0 for x ≥ 0, so we have x0 < 0 and hence η0 is a real number.
Write s := q

p , we can take zk := z0 + i2kpπ and we have (2s − 1)zk = (2s − 1)z0 + ik(2q − p)π and
g(zk) = g′(zk) = 0. So g(z) has infinitely many zeros with degree at least two. �

We note down a special case.

Corollary 3.4. If K > 1 and s ∈
(

1
2 − 1

2

√
1− 1

K2 ,
1
2 + 1

2

√
1− 1

K2

)
, then all the zeros of g(z) are simple and

separated.

Proof. Let η0 be defined as in Theorem 3.3. If η0 satisfies (3.14), then by Theorem 3.3, η0 is a non-zero real
number. This implies that 1

4s(1−s) −K2 > 0, which is

s(1− s) <
1

4K2

or

|s− 1
2
| > 1

2

√
1− 1

K2
·

Therefore

s ∈
(

0,
1
2
− 1

2

√
1− 1

K2

)⋃(
1
2

+
1
2

√
1− 1

K2
, 1

)
because K > 1 and the required assertion follows from Theorem 3.3. �

Putting all the results together, we have the following conclusion on G(λ).
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Corollary 3.5. With (3.1) and let G(λ) := Â11(λ)Â22(λ) (see (3.11, 3.12)). Set

ξ := s`, K1 :=
α

2κρ1
, K2 :=

β

2EIρ2
, (3.17)

and assume that (1−K1) 6= 0 and (1−K2) 6= 0. Then
1) the zeros of G(λ) lie in a vertical strip centered at the imaginary axis and they are given by the roots

of (3.5);
2) when s ∈ (0, 1) is irrational, the zeros of G(λ) are simple and separated;
3) if s ∈ (0, 1) is rational, then the zeros of G(λ) are simple and separated if and only if η01 and η02

defined by

η01 := ±
√

1
4s(1− s)

−K2
1 , η02 := ±

√
1

4s(1− s)
−K2

2 (3.18)

do not solve (3.14).

4. Riesz basis property of the generalized eigenfunction system of A
In this section, we discuss the Riesz basis property of the generalized eigenfunction system of A. Let Kj and

η0j , j = 1, 2, be defined by (3.17) and (3.18) respectively. Here we always assume that (1−Kj) 6= 0, j = 1, 2,
and η0j , j = 1, 2, do not solve equation (3.14). With this assumption, the functions g1(η) and g2(ζ) defined
in (3.12) always have infinitely many zeros and were denoted by {ζ(1)

n : n ∈ Z} and {ζ(2)
n : n ∈ Z} respectively.

According to Theorem 3.2 and the Bari’s theorem (see [18], p. 45, Th. 15), if we can prove the Riesz basis
property of the sequences {Ψ(ζ(1)

n ) : n ∈ Z} and {Φ(ζ(2)
n ) : n ∈ Z}, then that for the eigenfunctions of A will

also follow. On this regard, we introduce a new norm in H:

‖Y ‖2
1 :=

∫ `

0

(
κ|w′(x)|2 + ρ|z(x)|2 + EI|ϕ′(x)|2 + Iρ|ψ(x)|2

)
dx for Y = [w, z, ϕ, ψ]T .

Clearly ‖ · ‖1 is equivalent to ‖ · ‖. Let

H1 := {Y = [w, z, 0, 0]T ∈ H}, H2 := {Y = [0, 0, ϕ, ψ]T ∈ H}·

Under the new norm, we have
H = H1 ⊕H2,

and we treat g1 and g2 separately in H1 and H2 in the following two theorems:

Theorem 4.1. Assume that K1 6= 1 and s ∈ (0, 1) with ξ := s` such that g1(η) defined by (3.12) has simple
zeros ζ(1)

n , n ∈ Z. Then the sequence {Ψ(ζ(1)
n ) : n ∈ Z} forms a Riesz Basis in H1.

Proof. Let {ζ(1)
n : n ∈ Z} be the set of zeros of g1(η) and Ψ(ζ(1)

n ) be defined by (3.7). Since g1(iη) is an entire
function of the sine type, according to Levin Theorem (cf. [18], p. 172, Th. 10), the set {eρ1ζ(1)

n x : n ∈ Z} forms
a Riesz basis for L2[−`, `].

To show that {Ψ(ζ(1)
n ) : n ∈ Z} forms a basis in H1, we introduce some more auxiliary space and operator.

Let H := V 1
0 [0, `]× L2[0, `] and define its inner product by

〈Y1, Y2〉 :=
∫ `

0

κw′1(x)w′2(x)dx+
∫ `

0

ρz1(x)z2(x)dx
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for Y1 = [w1, z1], Y2 = [w2, z2] ∈ H . Define an operator A1 in H by:

A1[w, z] :=
[
z(x),

κ

ρ
w′′(x)

]
,

with domain

D(A1) :=
{

[w, z] ∈ H
∣∣∣ w ∈ V 2

0 (0, ξ) ∪ V 2(ξ, `), z ∈ V 1
0 (0, `), κ(w′(ξ+)− w′(ξ−)) = αz(ξ), κw′(`) = 0

}
,

where κ, ρ, α and ξ ∈ (0, `) are the system parameters.
For A1, it is easy to verify that ζ(1)

n (n ∈ Z) is an eigenvalue with eigenfunction Y (ζ(1)
n ) given by

Y (λ) :=
(

sinh ρ1λx+
α

κρ1
χ[ξ,`] sinh ρ1λξ sinh ρ1λ(x − ξ)

)[
1
ρ1λ

,
1
ρ1

]
·

It can also be verified directly that Y ∗(ζ(1)
n ) given by

Y ∗(λ) :=
(

sinh ρ1λx +
α

κρ1
χ[ξ,`] sinh ρ1λξ sinh ρ1λ(x − ξ)

)[
1
ρ1λ

,− 1
ρ1

]

is the dual eigenfunction in the sense that A∗1Y ∗(ζ(1)
n ) = ζ

(1)
n Y ∗(ζ(1)

n ), where A∗1 is given by

A∗1[w, z] := −
[
z(x),

κ

ρ
w′′(x)

]
,

with

D(A∗1) :=
{
Y = [w, z] ∈ H

∣∣∣ w ∈ V 2
0 (0, ξ)∪V 2(ξ, `), z ∈ V 1

0 (0, `), κ(w′(ξ+)−w′(ξ−)) = −αz(ξ), κw′(`) = 0
}
·

A direct computation shows that

〈Y (ζ(1)
n ), Y ∗(ζ(1)

m )〉 = 0, m 6= n, ∀n,m ∈ Z,

and

〈Y (ζ(1)
n ), Y ∗(ζ(1)

n )〉 = κ`+
α

κρ1
(`− ξ) sinh 2ρ2ζ

(1)
n ξ +

(
α

κρ1
sinh ρ2ζ

(1)
n ξ

)2

(`− ξ) 6= 0.
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We first show that {Y (ζ(1)
n ) : n ∈ Z} forms a Riesz basis for H . Without loss of generality, assume that

ξ ∈ [ 12`, `). Then for any F = [f, g] ∈ H , we have

〈F, Y ∗(ζ(1)
n )〉 =

∫ `

0

κf ′(x)
[

cosh ρ1ζ
(1)
n x+ χ[ξ,`](x)

α

2κρ1
sinh ρ1ζ

(1)
n x

−χ[ξ,`](x)
α

2κρ1
sinh ρ1ζ

(1)
n (x− 2ξ)

]
dx

−
∫ `

0

ρρ−1
1 g(x)

[
sinh ρ1ζ

(1)
n x+ χ[ξ,`](x)

α

2κρ1
cosh ρ1ζ

(1)
n x

−χ[ξ,`](x)
α

2κρ1
cosh ρ1ζ

(1)
n (x− 2ξ)

]
dx

=
1
2

∫ `

0

{
κf ′(x)

[
1 + χ[ξ,`](x)

α

2κρ1

]
+

ρ

ρ1
g(x)

[
1 + χ[ξ,`](x)

α

2κρ1

]
+χ[2ξ−`,ξ](x)

α

2ρ1
f ′(2ξ − x) + χ[2ξ−`,ξ](x)

α

2
g(2ξ − x)

}
eρ1ζ(1)

n xdx

+
1
2

∫ `

0

{
κf ′(x)

[
1− χ[ξ,`](x)

α

2κρ1

]
− ρ

ρ1
g(x)

[
1 + χ[ξ,`](x)

α

2κρ1

]
−χ[2ξ−`,ξ](x)

α

2ρ1
f ′(2ξ − x) + χ[2ξ−`,ξ](x)

α

2
g(2ξ − x)

}
e−ρ1ζ(1)

n xdx

=
∫ `

−`

GF (x)eρ1ζ(1)
n xdx,

where

GF (x) :=
1
2



κf ′(x)
[
1 + χ[ξ,`](x)

α

2κρ1

]
+

ρ

ρ1
g(x)

[
1 + χ[ξ,`](x)

α

2κρ1

]
+χ[2ξ−`,ξ](x)

α

2ρ1
f ′(2ξ − x) + χ[2ξ−`,ξ](x)

α

2
g(2ξ − x), 0 ≤ x ≤ `,

κf ′(x)
[
1− χ[ξ,`](x)

α

2κρ1

]
− ρ

ρ1
g(x)

[
1 + χ[ξ,`](x)

α

2κρ1

]
−χ[2ξ−`,ξ](x)

α

2ρ1
f ′(2ξ − x) + χ[2ξ−`,ξ](x)

α

2
g(2ξ − x), −` ≤ x < 0.

If for all n ∈ Z, 〈F, Y ∗(ζ(1)
n )〉 = 0, then we have GF (x) = 0, a.e. in [−`, `], i.e.,

for 0 ≤ x ≤ (2ξ − `), 
κf ′(x) +

ρ

ρ1
g(x) = 0,

κf ′(x) − ρ

ρ1
g(x) = 0,

for (2ξ − `) ≤ x ≤ ξ, 
κf ′(x) +

ρ

ρ1
g(x) +

α

2ρ1
f ′(2ξ − x) +

α

2
g(2ξ − x) = 0,

κf ′(x)− ρ

ρ1
g(x)− α

2ρ1
f ′(2ξ − x) +

α

2
g(2ξ − x) = 0,

for ξ ≤ x ≤ `, 
κf ′(x)

[
1 +

α

2κρ1

]
+

ρ

ρ1
g(x)

[
1 +

α

2κρ1

]
= 0,

κf ′(x)
[
1− χ[ξ,`](x)

α

2κρ1

]
− ρ

ρ1
g(x)

[
1 + χ[ξ,`](x)

α

2κρ1

]
= 0.
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Thus, f ′(x) = 0 and g(x) = 0, and hence F = 0. So the sequence {Y ∗(ζ(1)
n ), n ∈ Z} is complete in H and∑

n∈Z

|〈F, Y ∗(ζ(1)
n )〉|2 =

∑
n∈Z

|〈GF , eρ1ζ(1)
n x〉L2 |2 <∞.

In a similar manner, we can show that the family {Y (ζ(1)
n ),∈ Z} is complete in H and∑

n∈Z

|〈F, Y (ζ(1)
n )〉|2 <∞.

Hence {Y (ζ(1)
n ) : n ∈ Z} forms a Riesz basis for H .

Note that H = H1, in the sense of embedding H into H isometrically isomorphism, and Y (λ) = Ψ(λ)
with Ψ(λ) defined by (3.7), so {Ψ(ζ(1)

n ) : n ∈ Z} forms a Riesz basis and the proof is then complete. �
Theorem 4.2. Assume that K2 6= 1 and s ∈ (0, 1) with ξ = s` such that g2(ζ) defined by (3.12) has simple
zeros ζ(2)

n , n ∈ Z. Then the sequence {Φ(ζ(2)
n ) : n ∈ Z} forms a Riesz basis in H2.

Proof. The proof is very similar to that of Theorem 4.1. Let {ζ(2)
n : n ∈ Z} be the set of zeros of g2(ζ) and Φ(ζ(2)

n )
be defined by (3.8). Since g2(iζ) is also an entire function of sine type, so the system {eρ2ζ(2)

n x : n ∈ Z} is a
Riesz basis for L2[−`, `].

In order to prove that {Φ(ζ(2)
n ) : n ∈ Z} forms a basis in H2, similar to the proof of Theorem 4.1, we introduce

some auxiliary space and operator.
We equip the space H = V 1

0 [0, `]× L2[0, `] with inner product defined by

〈Y1, Y2〉 :=
∫ `

0

EIϕ′1(x)ϕ′2(x)dx+
∫ `

0

Iρψ1(x)ψ2(x)dx

for Y1 = [ϕ1, ψ1], Y2 = [ϕ2, ψ2] ∈ H . Define operator A2 in H by:

A2[ϕ, ψ] :=
[
ψ(x),

EI

Iρ
ϕ′′(x)

]
,

with domain

D(A2) :=
{
[w, z] ∈ H

∣∣∣ ϕ ∈ V 2
0 (0, ξ) ∪ V 2(ξ, `), ψ ∈ V 1

0 (0, `), EI(ϕ′(ξ+)− ϕ′(ξ−)) = βψ(ξ), EIϕ′(`) = 0
}
·

It is easy to check that ζ(2)
n , n ∈ Z, are eigenvalues of A2 with eigenfunction Y (ζ(2)

n ) defined by

Y (λ) :=
(

sinh ρ2λx+
β

EIρ2
χ[ξ,`] sinh ρ2λξ sinh ρ2λ(x − ξ)

)[
1
ρ2λ

,
1
ρ2

]
and Y ∗(ζ(2)

n ) defined by

Y ∗(λ) :=
(

sinh ρ1λx+
β

EIρ2
χ[ξ,`] sinh ρ2λξ sinh ρ2λ(x − ξ)

)[
1
ρ2λ

,− 1
ρ2

]

is its dual eigenfunction so that A∗2Y ∗(ζ(2)
n ) = ζ

(2)
n Y ∗(ζ(2)

n ), with A∗2 given by

A∗2[ϕ, ψ] := −
[
ψ(x),

EI

Iρ
ϕ′′(x)

]
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and

D(A∗2) :=
{
Y = [ϕ, ψ] ∈ H

∣∣∣ ϕ ∈ V 2
0 (0, ξ) ∪ V 2(ξ, `), ψ ∈ V 1

0 (0, `),

EI(ϕ′(ξ+)− ϕ′(ξ−)) = −βψ(ξ), EIϕ′(`) = 0
}
·

Using the exact same arguments as in the proof of Theorem 4.1, we can conclude that {Y (ζ(2)
n ) : n ∈ Z} forms

a Riesz basis in H , and so the sequence {Φ(ζ(2)
n ) : n ∈ Z} forms a Riesz basis in H2. �

Putting these results together, we have the followings.

Corollary 4.3. With (3.1) and let Ψ(ζ(1)
n ) and Φ(ζ(2)

n ) be given by (3.7) and (3.8) respectively. Assume that
Kj 6= 1, j = 1, 2, and s ∈ (0, 1) such that gj, j = 1, 2, has simple zeros ζ(j)

n with n ∈ Z. Then the system
{Ψ(ζ(1)

n ),Φ(ζ(2)
n ) : n ∈ Z} forms a Riesz basis for H.

Theorem 4.4. With (3.1) and let H,A,Kj, gj , j = 1, 2, be defined as before. Assume that Kj 6= 1, j = 1, 2,
and s ∈ (0, 1) with ξ = s` such that gj , j = 1, 2, has simple zeros ζ(j)

n with n ∈ Z. Then the following assertions
are true:

1) the eigenvalues of A with large enough modulii are algebraically simple;
2) the generalized eigenfunction system of A forms a Riesz basis of H, and so the spectrum determined

growth condition is true for system (2.1).

Proof. The first assertion 1) follows from Theorem 3.1. The second assertion 2) is a consequence of Theorem 3.1
and the Bari’s theorem (see [18], p. 45, Th. 15) because the spectrum determined growth condition always holds
for a Riesz system, so the proof is complete. �

5. Stability of the closed loop system

We now deduce some interesting results on the stabilities of the closed loop system (1.1, 1.2). It is amazing
to see how the stabilities depend on the location of ξ in (0, `). Recall that the system (1.1, 1.2) will be a Riesz
system whenever the hypotheses of Theorem 4.4 are fulfilled, and so the spectrum determined growth condition
is true. Hence, if there exists no eigenvalue of A on the imaginary axis, then the closed loop system is stable
because A is dissipative (cf. Th. 2.1). Furthermore, if the imaginary axis is not an asymptote for σ(A), then
the closed loop system is exponentially stable. Therefore, we shall focus on the cases that the imaginary axis
contains eigenvalue(s) of A or is an asymptote for σ(A).

Lemma 5.1. Let G(λ) be defined in (3.4) and ξ := s` with s ∈ (0, 1).

1) If s = 2k
2n+1 for some integers k and n, then the imaginary axis is an asymptote of σ(A).

2) On the other hand, if G(λ) has a zero on the imaginary axis, then s = 2k
2n+1 for some integers k and n.

Proof. 1) From Theorem 3.1, we know that we can use the zeros of G(λ) to approximate the eigenvalues of A
when their modulii are large enough. So we only need to prove that there are infinite number of zeros of G(λ)
on the imaginary axis when s = 2k

2n+1 . For these s, we take ηm and ζm such that

ηm := ρ1λ` = i(mπ + π/2) and ζm := ρ2λ` = i(mπ + π/2).
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Then for m = n+ 2µ(2n+ 1), µ ∈ Z, we have

g1(ηm) = cos(mπ + π/2) +
α

2κρ1
sin(mπ + π/2)− α

2κρ1
sin(mπ + π/2)(1− 2s)

=
α

2κρ1

[
(−1)n − sin

(
(nπ + 2µ(2n+ 1)π + π/2)

2n+ 1− 4k
2n+ 1

)]
=

α

2κρ1

[
(−1)n − sin

(
(2n+ 1− 4k)π

2
+ 2µ(2n+ 1− 4k)π

)]
= 0

and

g2(ζm) = cos(mπ + π/2) +
β

2EIρ2
sin(mπ + π/2)− β

2EIρ2
sin(mπ + π/2)(1− 2s) = 0.

This shows that there are infinitely many zeros of G(λ) = g1(η)g2(ζ) on the imaginary axis. So the imaginary
axis is an asymptote of σ(A) by Theorem 3.1.

2) Conversely, assume that there is a zero of G(λ) on the imaginary axis and let the zero be λ := iy, then either
g1(η) = 0 or g2(ζ) = 0 with η = iρ1y` and ζ = iρ2y`. When g1(η) = 0, i.e.,

cos ρ1y`+ i
α

2κρ1

[
sin ρ1y`− sin ρ1y(1− 2s)`

]
= 0,

we have
cos ρ1y` = 0, sin ρ1y`− sin(1− 2s)ρ1y` = 0.

Expanding sin(1 − 2s)ρ1y`, we have

cos ρ1y` = 0 and 1 = cos 2sρ1y`

because sin ρ1y` 6= 0 when cos ρ1y` = 0 and there are integers n and k such that

ρ1y` = (nπ + π/2), 2sρ1y` = 2kπ.

Hence,

s =
2k

2n+ 1
,

which is also the case when g2(ζ) = 0. �

Definition 5.2. Denote by S0 the set

S0 :=
{
s ∈ (0, 1)

∣∣∣ s =
2k

2n+ 1
, n, k ∈ Z

}
and called the points in S0 the nodes of the system.

Denote by S̃0 the set

S̃0 :=
{
s ∈ (0, 1)

∣∣∣ s ∈ S0 or there are sj := 2k(j)
2n(j)+1 ∈ S0 such that

lim
j→∞

sj = s and lim
j→∞

(2n(j) + 1)(s− sj) = 0
}
·

We now examine some interesting dynamics of the system.
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Remark. It is interesting to note that for each s ∈ (0, 1), s can only be one of the four types: an irrational
number, even/odd, odd/odd, odd/even because the case of even/even will reduce to one of the last three cases
after factorizations. Easy to see that

(0, 1)\S0 = {odd/odd} ∪ {odd/even} ∪ {irrationals} ∩ (0, 1).

Also, we have
S0 ∩ (0, 1) = (0, 1),

which has a very neat geometric proof. Note that each s ∈ S0 can be viewed as a line with slope s in the
xy-plane with (n, k) being the integer lattice points. Now for each x ∈ (0, 1) and for δ > 0, there always exists
some integer lattice points (n, k) between the lines that corresponding to x+ δ and x− δ. Thus there exists an
s so that |x− s| ≤ δ and so S0 = (0, 1).
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We also have the followings.

Lemma 5.3. { p
q ∈ (0, 1) : p is odd and relatively prime to integer q} 6∈ S̃0.

Proof. If we can show that all rational s := 2p+1
q ∈ (0, 1) with integers p, q so that 2p+ 1 and q are relatively

prime do not belong to S̃0, then the assertion holds true.
Now for s := 2p+1

q ∈ (0, 1), for any sj := 2k(j)
2n(j)+1 ∈ S0 we have

|sj − s|(2n+ 1) =
∣∣∣∣2p+ 1

q
− 2k

2n+ 1

∣∣∣∣ (2n+ 1) ≥ 1
q(2n+ 1)

(2n+ 1) =
1
q

because the difference of two distinct integers is at least 1. Hence, s does not belong to S̃0. �

Remark. Note that for each λ ∈ σ(A) and its corresponding eigenfunction

Y = (w(λ, x), λw(λ, x), ϕ(λ, x), λϕ(λ, x)),

we have
1
2

d
dt
〈Y, Y 〉 = Re〈AY, Y 〉 = Reλ||Y ||2 = −α|λw(λ, ξ)|2 − β|λϕ(λ, ξ)|2 ≤ 0.
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So for s ∈ S0, if some eigenvalue λ is purely imaginary or the point ξ = s` make w(λ, ξ) = ϕ(λ, ξ) = 0 for
some eigenvalue λ, then the system is unstable. If |w(λ, ξ)| + |ϕ(λ, ξ)| 6= 0 for all λ ∈ σ(A), then Reλ < 0,
for all λ ∈ σ(A), and hence the system is asymptotically stable. This stability can be improved to exponential
stability if s ∈ (0, 1)\S̃0. Here are the details.

Theorem 5.4. Under (3.1) and let H, A, Kj (j = 1, 2), be defined as before. Assume that Kj 6= 1, j = 1, 2,
and s ∈ (0, 1)\S̃0 such that gj (j = 1, 2) has simple zeros ζ(j)

n , n ∈ Z. Then the system (2.1) is exponentially
stable.

Proof. We only need to show that under the assumptions, we have inf
y∈IR

|G(iy)| > 0. In fact, we can show that

inf
y∈IR

|G(iy)| = 0 implies that s ∈ S̃0. �
Suppose that inf

y∈IR

|G(iy)| = 0. Then there exists a sequence {yn} such that

lim
n→∞ |G(iyn)| = 0 and lim

n→∞ |yn| = ∞.

We can assume without loss of generality that lim
n→∞ g1(ηn) = 0 with ηn := iρ1yn`. It implies that

cos ρ1yn`→ 0 when n→∞, and sin ρ1yn`− sin ρ1yn`(1− 2s) → 0 when n→∞.

Hence there exists a sequence of integers {kn} such that δ1,n := ρ1yn`− (knπ + π/2) → 0. Since we have

sin ρ1yn`− sin ρ1yn`(1− 2s) = sin ρ1yn`(1− cos 2ρ1yn`s)− cos ρ1yn` sin 2ρ1yn`s,

So

cos 2ρ1yn`s→ 1,

and there exist a sequence of integers {ηn} such that δ2,n := 2sρ1yn`− 2ηnπ → 0. Thus we have

s =
2ηn

2kn + 1
− 1

2kn + 1

[
4ηnδ1,n

(2kn + 1)π + 2δ1,n
− (2k − n+ 1)δ2,n

(2kn + 1)π + 2δ1,n

]
.

So

lim
n→∞(2kn + 1)

[
s− 2ηn

2kn + 1

]
= 0

and s ∈ S̃0. Therefore, we have inf
y∈IR

|G(iy)| > 0 when s ∈ (0, 1)\S̃0 because A is dissipative. Hence, the

imaginary axis is not an asymptote of σ(A).
Also, under the assumptions of this theorem, system (2.1) will be a Riesz system according to Theorem 4.4,

and satisfies the spectrum determined growth condition. Hence the system is exponentially stable whenever the
spectrum has a positive distance from the imaginary axis, which is true because s ∈ (0, 1)\S̃0.
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Proof. As a conclusion, we have the following remark:

Remark. Let Kj 6= 1, j = 1, 2. For any s ∈ (0, 1), there are several cases:

1) s ∈ S̃0. In this cases if there is a λ ∈ σ(A) such that |w(λ, ξ)|+|ϕ(λ, ξ)| = 0, with ξ = s`, the system (2.1)
is unstable. If |w(λ, ξ)|+ |ϕ(λ, ξ)| 6= 0, ∀λ ∈ σ(A), with ξ = s`, then the system is asymptotically stable;

2) s ∈ (0, 1)\S̃0. If η01, η02 defined by (3.18) do not solve (3.14), then we know from Theorem 3.5 that
the zeros of G(λ) are simple and separated. Therefore the conditions of Theorem 5.3 are fulfilled and
system (2.1) is a Riesz system and is exponentially stable. In particular, s = 1

2 belongs this case;
3) if one of η0j , j = 1, 2 solves (3.14), then the system (2.1) has infinitely many eigenvalues of multiplicity

at least two, and we shall study this degenerate case in another paper.

The authors would like to thank the referees for their useful and helpful comments and suggestions. We are very grateful
to Dr. S. K. Chung for his contribution in Lemma 5.3 as well as many other fruitful discussions.
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