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#### Abstract

We consider the stabilization of Maxwell's equations with space-time variable coefficients in a bounded region with a smooth boundary by means of linear or nonlinear Silver-Müller boundary condition. This is based on some stability estimates that are obtained using the "standard" identity with multiplier and appropriate properties of the feedback. We deduce an explicit decay rate of the energy, for instance exponential, polynomial or logarithmic decays are available for appropriate feedbacks.
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## 1. Introduction

Let $\Omega$ be an open bounded domain in $\mathbb{R}^{3}$ with a boundary $\Gamma$ of class $C^{2}$. In this paper we study, under suitable boundary conditions, the stabilization of Maxwell's equations:

$$
\begin{align*}
& D^{\prime}-\operatorname{curl}(\mu B)=0 \quad \text { in } \Omega \times(0,+\infty)  \tag{1.1}\\
& B^{\prime}+\operatorname{curl}(\lambda D)=0 \quad \text { in } \Omega \times(0,+\infty)  \tag{1.2}\\
& \operatorname{div} D=\operatorname{div} B=0 \quad \text { in } \Omega \times(0,+\infty)  \tag{1.3}\\
& D(0)=D_{0} \quad \text { and } \quad B(0)=B_{0} \quad \text { in } \Omega \tag{1.4}
\end{align*}
$$

where $D, B$ are three-dimensional vector-valued functions of $t, x=\left(x_{1}, x_{2}, x_{3}\right) ; \mu=\mu(x, t), \lambda=\lambda(x, t)$ are scalar functions in $C^{1}(\bar{\Omega} \times[0,+\infty))$ uniformly bounded below by a positive constant and verifying suitable hypotheses; $D_{0}, B_{0}$ are the initial data in a suitable space.

Similarly to [15] we assume that a nonlinear Silver-Müller boundary condition holds

$$
\begin{equation*}
g(x, D \times \nu) \times \nu+B \times \nu=0 \quad \text { on } \quad \Gamma \times(0,+\infty), \tag{1.5}
\end{equation*}
$$

[^0]where $\nu$ denotes the outward unit normal vector to $\Gamma$ and the mapping $g: \Gamma \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is assumed to be continuous and satisfying
\[

$$
\begin{align*}
& (g(x, E)-g(x, F)) \cdot(E-F) \geq 0, \forall E, F \in \mathbb{R}^{3}, x \in \Gamma \text { (monotonicity), }  \tag{1.6}\\
& g(x, 0)=0, \forall x \in \Gamma,  \tag{1.7}\\
& g(x, E) \cdot E \geq m_{1}|E|^{2}, \forall E \in \mathbb{R}^{3}:|E| \geq 1, x \in \Gamma  \tag{1.8}\\
& |g(x, E)| \leq M(1+|E|), \forall E \in \mathbb{R}^{3}, x \in \Gamma \tag{1.9}
\end{align*}
$$
\]

for some positive constants $m_{1}, M$.
The linear case $g(x, D \times \nu)=\alpha(x) D \times \nu$ will retain a particular attention when $\alpha$ is a strictly positive function belonging to $C^{1}(\Gamma)$.

The above system with linear Silver-Müller boundary condition has retained the attention of many authors and stability results were obtained under different geometrical conditions in $[1,12,19]$ for $\lambda=\mu=1$.

For smooth coefficients $\lambda, \mu$ but time independent and $g$ not necessarily linear, explicit decay rates for solutions of the above system were recently given in $[5,15]$ when $\Omega$ is a connected domain with a smooth boundary $\Gamma$ consisting of a single connected component.

To our knowledge no stabilization result exists when the coefficients $\lambda$ and $\mu$ are time-dependent. Therefore the aim of this paper is to prove such results in the time-dependent case.

More precisely we give sufficient conditions which guarantee the decay of the energy of our system

$$
\begin{equation*}
\mathcal{E}(t):=\frac{1}{2} \int_{\Omega}\left(\lambda(x, t)|D(x, t)|^{2}+\mu(x, t)|B(x, t)|^{2}\right) \mathrm{d} x . \tag{1.10}
\end{equation*}
$$

In the linear case we get exponential decay using the so-called identity with multiplier and standard arguments from [12]. In the nonlinear case contrary to [5,15] we cannot use Liu's principle since our system is not reversible due to the time dependence of our coefficients, therefore we use a more direct method, namely we prove a stability estimate which is obtained with the help of the identity with multiplier and appropriate properties on $g$. By the new integral inequality from [5] we then deduce an explicit decay rate of the energy under appropriate assumptions on $g$.

We believe that the regularity assumption $\mu, \lambda \in C^{1}(\bar{\Omega} \times[0,+\infty))$ cannot be weakened since already for the wave equation with time independent coefficients, no controllability and stability results are available for less regular coefficients [2].

The paper is organized as follows: well-posedness of the problem is analysed in Section 2 under appropriate conditions on $\Omega, \lambda, \mu$ and $g$ using nonlinear semigroup theory. Section 3 is devoted to the proof of the identity with multiplier. We show in Section 4 the exponential stability of our system in the linear case, while Section 5 concerns stability results for general nonlinear feedbacks $g$.

## 2. WELL-POSEDNESS OF THE PROBLEM

In this section we first show the well-posedness of problem (1.1-1.5) using nonlinear semigroup theory. We secondly establish the dissipativeness of the above system. To this end we introduce the Hilbert spaces (see e.g. $[13,16]$ )

$$
\begin{align*}
& J(\Omega)=\left\{D \in L^{2}(\Omega)^{3} \mid \operatorname{div} D=0 \text { in } \Omega\right\}  \tag{2.1}\\
& \mathcal{H}=J(\Omega)^{2} \tag{2.2}
\end{align*}
$$

This last one is equipped with the time-depending norm induced by the time-depending inner product

$$
((D, B),(\tilde{D}, \tilde{B}))_{t}=\int_{\Omega}\{\lambda(x, t) D(x) \cdot \tilde{D}(x)+\mu(x, t) B(x) \cdot \tilde{B}(x)\} \mathrm{d} x, \forall(D, B),(\tilde{D}, \tilde{B}) \in \mathcal{H}
$$

Now define the (nonlinear) operator $A(t)$ from $\mathcal{H}$ into itself as follows:

$$
\begin{align*}
D(A(t))= & \left\{(D, B) \in \mathcal{H} \mid \operatorname{curl}(\lambda D), \operatorname{curl}(\mu B) \in L^{2}(\Omega)^{3} ;\right.  \tag{2.3}\\
& B \times \nu, D \times \nu \in L^{2}(\Gamma)^{3} \text { satisfying } \\
& B \times \nu+g(\cdot, D \times \nu) \times \nu=0 \text { on } \Gamma\}  \tag{2.4}\\
A(t)(D, B)= & (-\operatorname{curl}(\mu B), \operatorname{curl}(\lambda D)), \forall(D, B) \in D(A(t)) . \tag{2.5}
\end{align*}
$$

Let us notice that the boundary condition (2.4) is meaningful due to the assumption (1.9) (see [15]).
We then see that formally the system (1.1-1.4) with boundary condition (1.5) is equivalent to

$$
\left\{\begin{array}{l}
\frac{\partial U}{\partial t}(t)+A(t) U(t)=0  \tag{2.6}\\
U(0)=U_{0}
\end{array}\right.
$$

when $U=(D, B)$ and $U_{0}=\left(D_{0}, B_{0}\right)$.
A general theory of such equations with linear operators $A(t)$ has been developed using semigroup theory in $[9,10,18]$ for instance.

For nonlinear operators $A(t)$ similar results exist (see $[3,6,8,14]$ ) but for maximal monotone operators $A(t)$ for one inner product independent of $t$.

For our system (2.6) we need a variant of such results for maximal monotone operators $A(t)$ for a timedependent inner product depending "smoothly" on $t$ (see Rem. 3 in [8]).

More precisely the next result holds whose proof is similar to the one in [8]:
Theorem 2.1. Let $X$ be a real separable Hilbert space. For a fixed $T>0$ and any $t \in[0, T]$ we assume that there exists an inner product $(\cdot, \cdot)_{t}$ on $X$ depending "smoothly" on $t$ in the following sense:
there exists $c>0$ such that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}(u, u)_{t} \leq 2 c(u, u)_{t}, \forall u \in X, t \in[0, T] \tag{2.7}
\end{equation*}
$$

Assume furthermore that:
(i) for all $t \in[0, T], A(t)$ is a maximal monotone operator for the inner product $(\cdot, \cdot \cdot)_{t}$;
(ii) the domain $D(A(t))=D$ of $A(t)$ is independent of $t$, for all $t \in[0, T]$;
(iii) there exists a positive constant $K$
such that

$$
\begin{equation*}
\|A(t) u-A(s) u\|_{0} \leq K|t-s|\left(1+\|u\|_{0}+\|A(s) u\|_{0}\right), \forall u \in D, s, t \in[0, T] . \tag{2.8}
\end{equation*}
$$

Then for all $v \in D$ the evolution equation

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}(t)+A(t) u(t)=0, \text { for } 0 \leq t \leq T,  \tag{2.9}\\
u(0)=v
\end{array}\right.
$$

has a unique solution $u \in C([0, T] ; X)$ such that $u(t)$ belongs to $D$ for all $t \in[0, T]$, its strong derivative $\frac{\partial u}{\partial t}(t)=-A(t) u(t)$ exists and is continuous except at a countable numbers of values $t$.

Note that the condition (2.7) and Gronwall's inequality imply that

$$
\begin{equation*}
\|u\|_{t} \leq \mathrm{e}^{c|t-s|}\|u\|_{s}, \forall u \in X, s, t \in[0, T] . \tag{2.10}
\end{equation*}
$$

This estimate implies in particular that the norms $\|\cdot\|_{t}$ are equivalent and gives the variation of the norm $\|\cdot\|_{t}$ with respect to $t$.
Remark 2.2. In the linear case the conditions (2.7) and (i) to (iii) imply that the triplet $\{A, X, D\}$ forms a CD-system in the sense of $[9,10]$.

We shall now prove that the problem (2.6) has a unique solution by checking that (2.7) holds and that $A$ satisfies the assumptions (i) to (iii) with $X=\mathcal{H}$ under appropriate conditions on $\lambda$ and $\mu$.

We start with the time dependence of the inner product:
Lemma 2.3. Assume that $\lambda, \mu \in C^{1}(\bar{\Omega} \times[0,+\infty))$ are bounded below by a positive constant. Then for any $T>0$ there exists a constant c (depending on $T$ ) such that (2.7) holds.

Proof. By a direct calculation we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\|U\|_{t}^{2}=\int_{\Omega}\left\{\frac{\partial \lambda}{\partial t}(x, t)|D(x)|^{2}+\frac{\partial \mu}{\partial t}(x, t)|B(x)|^{2}\right\} \mathrm{d} x
$$

for $U=(D, B)$. By the assumptions on $\lambda$ and $\mu$, we obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\|U\|_{t}^{2} \leq 2 c\|U\|_{t}^{2}
$$

with $2 c=\max \left\{\max _{(x, t) \in \bar{\Omega} \times[0, T]}\left|\frac{\partial \lambda}{\partial t}(x, t)\right| / \lambda(x, t) ; \max _{(x, t) \in \bar{\Omega} \times[0, T]}\left|\frac{\partial \mu}{\partial t}(x, t)\right| / \mu(x, t)\right\}$.
We now check the assumption (ii).
Lemma 2.4. Assume that $\lambda, \mu \in C^{1}(\bar{\Omega} \times[0,+\infty))$ are uniformly bounded below by a positive constant, that is

$$
\begin{equation*}
\lambda(x, t) \geq L, \mu(x, t) \geq L, \forall x \in \Omega, t \in[0,+\infty) \tag{2.11}
\end{equation*}
$$

for some positive constant L. Then we have

$$
D(A(t))=\mathcal{H}_{1}, \forall t \geq 0
$$

where we have set

$$
\begin{aligned}
\mathcal{H}_{1}= & \left\{(D, B) \in \mathcal{H} \mid \operatorname{curl} D, \operatorname{curl} B \in L^{2}(\Omega)^{3} ;\right. \\
& \left.B \times \nu, D \times \nu \in L^{2}(\Gamma)^{3} \text { satisfying }(2.4)\right\}
\end{aligned}
$$

Proof. We use the standard formula

$$
\operatorname{curl}(\mu B)=\mu \operatorname{curl} B+\nabla \mu \times B
$$

Therefore by the assumptions on $\mu$ we see that $B$ and $\operatorname{curl}(\mu B)$ belong to $L^{2}(\Omega)^{3}$ if and only if $B$ and curl $B$ belong to $L^{2}(\Omega)^{3}$.

In the linear case we can even prove the
Lemma 2.5. If $\lambda, \mu \in C^{1}(\bar{\Omega} \times[0,+\infty))$ and $g(x, E)=\alpha(x) E$ with $\alpha \in C^{1}(\Gamma)$ such that $\nabla_{\Gamma} \alpha \in H^{1}(\Gamma)^{2}$, then we have

$$
D(A(t))=\mathcal{H}_{1}=\left\{(D, B) \in H^{1}(\Omega)^{6} \mid \operatorname{div} D=\operatorname{div} B=0, \nu \times(\alpha D \times \nu+B)=0\right\}, \forall t \geq 0
$$

Proof. As in [1], by the results from [17] for $(D, B)$ in $D(A(t)), \varphi=(D \times \nu) \times \nu$ belongs to

$$
W=\left\{\varphi \in H^{-1 / 2}(\Gamma)^{3}: \varphi \cdot \nu=0 \text { on } \Gamma \text { and } \operatorname{curl}_{\Gamma} \varphi \in H^{-1 / 2}(\Gamma)\right\} .
$$

Let us now show that $\alpha \varphi$ is also in $W$.

Indeed by the identity

$$
\operatorname{curl}_{\Gamma}(\alpha \varphi)=\alpha \operatorname{curl}_{\Gamma} \varphi+\nabla_{\Gamma} \alpha \times \varphi,
$$

we are reduced to show that each term of the above right-hand side belongs to $H^{-1 / 2}(\Gamma)$. This last result follows from the multiplication theorem in Sobolev spaces (see for instance Th. 1.4.4.2 of [7]) which yields that the product of an element from $H^{1}(\Gamma)$ with an element in $H^{-1 / 2}(\Gamma)$ is in $H^{-1 / 2}(\Gamma)$.

By the boundary condition (2.4), as in [1], this implies that

$$
\alpha(D \times \nu) \times \nu=-B \times \nu \in H^{1 / 2}(\Gamma)^{3},
$$

and therefore by standard regularity results [4] we obtain that $B$ belongs to $H^{1}(\Omega)^{3}$.
Again by the multiplication theorem in Sobolev spaces the product of an element from $H^{1}(\Gamma)$ with an element in $H^{1 / 2}(\Gamma)$ is in $H^{1 / 2}(\Gamma)$ and therefore the above identity yields $D \times \nu \in H^{1 / 2}(\Gamma)^{3}$ and therefore $D \in H^{1}(\Omega)^{3}$.

Let us pass to the hypothesis (i):
Lemma 2.6. Let $g$ satisfy the assumptions (1.6) to (1.8). Then $A(t)$ is a maximal monotone operator in $\mathcal{H}$ for the inner product $(\cdot, \cdot)_{t}$.

Proof. The proof is similar to the one in Lemma 2.5 of [15] and is left to the reader.
It remains to check the hypothesis (iii):
Lemma 2.7. If $\lambda, \mu \in C^{1}(\bar{\Omega} \times[0,+\infty))$ satisfy

$$
\begin{equation*}
\frac{\partial \mu}{\partial t}(\cdot, t), \frac{\partial \lambda}{\partial t}(\cdot, t) \in C^{1}(\bar{\Omega}), \forall t \geq 0 \tag{2.12}
\end{equation*}
$$

then (2.8) holds.
Proof. By the definition of $A(t)$ and the finite increment Theorem, we have

$$
\begin{aligned}
A(t) U-A(s) U= & (-\operatorname{curl}((\mu(t)-\mu(s)) B), \operatorname{curl}((\lambda(t)-\lambda(s)) D) \\
= & (t-s)\left(-\operatorname{curl}\left(\frac{\partial \mu}{\partial t}\left(s_{1}\right) B\right), \operatorname{curl}\left(\frac{\partial \lambda}{\partial t}\left(s_{2}\right) D\right)\right) \\
= & (t-s)\left(-\frac{\frac{\partial \mu}{\partial t}\left(s_{1}\right)}{\mu(s)} \operatorname{curl}(\mu(s) B)-\mu(s) \nabla\left(\frac{\frac{\partial \mu}{\partial t}\left(s_{1}\right)}{\mu(s)}\right) \times B\right. \\
& \left.\frac{\frac{\partial \lambda}{\partial t}\left(s_{2}\right)}{\lambda(s)} \operatorname{curl}(\lambda(s) D)+\lambda(s) \nabla\left(\frac{\frac{\partial \lambda}{\partial t}\left(s_{2}\right)}{\lambda(s)}\right) \times D\right)
\end{aligned}
$$

for $U=(D, B) \in \mathcal{H}_{1}$ and some $s_{1}, s_{2} \in(s, t)$.
The assumptions on $\lambda$ and $\mu$ directly lead to the conclusion.
Theorem 2.1 allows to conclude the following existence result:
Corollary 2.8. Assume that $g$ satisfies the assumptions of Lemma 2.6 and that $\lambda, \mu \in C^{1}(\bar{\Omega} \times[0,+\infty))$ satisfy (2.11) and (2.12). Then for all $\left(D_{0}, B_{0}\right) \in \mathcal{H}_{1}$ and all $T>0$, the system (1.1-1.4) with boundary condition (1.5) admits a unique solution $(D, B) \in C([0, T] ; \mathcal{H})$ such that $(D(t), B(t))$ belongs to $\mathcal{H}_{1}$ for all $t \in[0, T]$ and their strong derivatives $\frac{\partial D}{\partial t}(t)=\operatorname{curl}(\mu(t) B(t))$ and $\frac{\partial B}{\partial t}(t)=-\operatorname{curl}(\lambda(t) D(t))$ exist and are continuous except at a countable numbers of values $t$.

We finish this section by analysing the dissipativity of our system.

Lemma 2.9. Let $\left(D_{0}, B_{0}\right)$ be an initial pair in $\mathcal{H}_{1}$ and let $(D, B)$ be the solution of the system (1.1-1.4) with boundary condition (1.5). Then the derivative of the energy (defined by (1.10)) is

$$
\begin{equation*}
\mathcal{E}^{\prime}(t)=\int_{\Gamma} \mu \lambda(D \times \nu) \cdot B \mathrm{~d} \Gamma+\frac{1}{2} \int_{\Omega}\left\{\frac{\partial \lambda}{\partial t}|D|^{2}+\frac{\partial \mu}{\partial t}|B|^{2}\right\} \mathrm{d} x, \quad t>0 \tag{2.13}
\end{equation*}
$$

Proof. Deriving (1.10) we obtain

$$
\mathcal{E}^{\prime}=\frac{1}{2} \int_{\Omega}\left\{2 \lambda D \cdot D^{\prime}+2 \mu B \cdot B^{\prime}+\frac{\partial \lambda}{\partial t}|D|^{2}+\frac{\partial \mu}{\partial t}|B|^{2}\right\} \mathrm{d} x
$$

then, by (1.1) and (1.2),

$$
\mathcal{E}^{\prime}=\frac{1}{2} \int_{\Omega}\left\{2 \lambda D \cdot \operatorname{curl} \mu B-2 \mu B \cdot \operatorname{curl} \lambda D+\frac{\partial \lambda}{\partial t}|D|^{2}+\frac{\partial \mu}{\partial t}|B|^{2}\right\} \mathrm{d} x
$$

Therefore, integrating by parts we obtain

$$
\mathcal{E}^{\prime}=\int_{\Gamma} \mu \lambda(D \times \nu) \cdot B \mathrm{~d} \Gamma+\frac{1}{2} \int_{\Omega}\left\{\frac{\partial \lambda}{\partial t}|D|^{2}+\frac{\partial \mu}{\partial t}|B|^{2}\right\} \mathrm{d} x .
$$

Lemma 2.10. Let $\left(D_{0}, B_{0}\right)$ be an initial pair in $\mathcal{H}_{1}$ and let $(D, B)$ be the solution of the system (1.1-1.4) with boundary condition (1.5). Then for all $0 \leq S<T<+\infty$

$$
\begin{equation*}
\mathcal{E}(S)-\mathcal{E}(T)=\int_{S}^{T} \int_{\Gamma} \mu \lambda g(x, D \times \nu) \cdot D \times \nu \mathrm{d} \Gamma \mathrm{~d} t-\frac{1}{2} \int_{S}^{T} \int_{\Omega}\left\{\frac{\partial \lambda}{\partial t}|D|^{2}+\frac{\partial \mu}{\partial t}|B|^{2}\right\} \mathrm{d} x \mathrm{~d} t \tag{2.14}
\end{equation*}
$$

Proof. The identity (2.14) directly follows from (2.13) since the boundary condition (1.5) implies that

$$
(D \times \nu) \cdot B=-D \cdot(B \times \nu)=D \cdot(g(\cdot, D \times \nu) \times \nu)=-g(\cdot, D \times \nu) \cdot D \times \nu
$$

In the linear case we have as an easy consequence
Corollary 2.11. Let $\left(D_{0}, B_{0}\right)$ be an initial pair $\in \mathcal{H}_{1}$ and let $(D, B)$ be the solution of the system (1.1-1.4) with boundary condition (1.5) with $g(x, D)=\alpha(x) D$. Then,

$$
\begin{align*}
& \mathcal{E}(S)-\mathcal{E}(T)=\int_{S}^{T} \int_{\Gamma} \mu \lambda \frac{1}{\alpha}\left|B_{\tau}\right|^{2} \mathrm{~d} \Gamma \mathrm{~d} t-\frac{1}{2} \int_{S}^{T} \int_{\Omega}\left\{\frac{\partial \lambda}{\partial t}|D|^{2}+\frac{\partial \mu}{\partial t}|B|^{2}\right\} \mathrm{d} x \mathrm{~d} t  \tag{2.15}\\
& \mathcal{E}(S)-\mathcal{E}(T)=\int_{S}^{T} \int_{\Gamma} \mu \lambda \alpha\left|D_{\tau}\right|^{2} \mathrm{~d} \Gamma \mathrm{~d} t-\frac{1}{2} \int_{S}^{T} \int_{\Omega}\left\{\frac{\partial \lambda}{\partial t}|D|^{2}+\frac{\partial \mu}{\partial t}|B|^{2}\right\} \mathrm{d} x \mathrm{~d} t \tag{2.16}
\end{align*}
$$

for all $0 \leq S<T<+\infty$, where $D_{\tau}$ and $B_{\tau}$ denote the tangential components of $D$ and $B$.
Remark 2.12. If $\lambda$ and $\mu$ are non-increasing in time, i.e.

$$
\begin{equation*}
\frac{\partial \lambda}{\partial t} \leq 0, \quad \frac{\partial \mu}{\partial t} \leq 0, \quad \forall x \in \Omega, t \in(0,+\infty) \tag{2.17}
\end{equation*}
$$

then by Lemma 2.10, the energy $\mathcal{E}(\cdot)$ is non-increasing on $(0,+\infty)$ since $g(\cdot, D \times \nu) \cdot D \times \nu \geq 0$.

Remark 2.13. We have just seen that the condition (2.17) is a sufficient condition for the nonincreaseness of the energy. Let us show by an example that this condition is a necessary condition for the nonincreaseness of the energy. For that purpose denote by $A_{0}$ the above operator $A$ with the choice $\lambda=\mu=1$ and $g(\cdot, D)=D$. Since its domain is equal to $H^{1}(\Omega)^{6}$ which is compactly embedded into $\mathcal{H}$, the operator $A_{0}$ is skew-symmetric with a discrete spectrum (see [4]).

Fix an eigenvector $(E, H)$ of $A_{0}$ of eigenvalue $i r$, with $r \neq 0$. Now take the system (1.1-1.4) and (1.5) with $\lambda(t)=\mu(t)$ but independent of $x$ such that $\mu \in C^{1}([0, \infty))$ and $g(\cdot, D)=D$.

Then one readily checks that the solution $(D, B)$ of that system is given by

$$
\begin{aligned}
& D(x, t)=\mathrm{e}^{-i r \int_{0}^{t} \mu(s) \mathrm{d} s} E(x), \\
& B(x, t)=\mathrm{e}^{-i r \int_{0}^{t} \mu(s) \mathrm{d} s} H(x) .
\end{aligned}
$$

The energy of that solution is given by

$$
\mathcal{E}(t)=c \mu(t)
$$

where $c=\frac{1}{2} \int_{\Omega}\left(|E(x)|^{2}+|H(x)|^{2}\right) \mathrm{d} x$ and consequently $\mathcal{E}^{\prime} \leq 0$ if and only if $\mu^{\prime} \leq 0$.

## 3. An identity with multiplier

This section is mainly devoted to the proof of the so-called identity with multiplier.
Lemma 3.1 is completely analogous to Lemma 2.2 in [20] that has extended to Maxwell's equations with space-variable coefficients a previous formula obtained by Komornik [12] for the case with constant coefficients. We give the proof for the reader's convenience.
Lemma 3.1. Take $\left(D_{0}, B_{0}\right) \in \mathcal{H}_{1}, q \in\left(C^{1}(\bar{\Omega})\right)^{3}$ and let $T>0$. Then the solution of (1.1-1.4) satisfies the identity

$$
\begin{align*}
{\left[2 \int_{\Omega}(D \times B) \cdot q\right]_{0}^{T}=} & \int_{0}^{T} \int_{\Gamma}\left\{-\left(\lambda|D|^{2}+\mu|B|^{2}\right)(q \cdot \nu)+2 \mu(q \cdot B)(\nu \cdot B)+2 \lambda(q \cdot D)(\nu \cdot D)\right\} \mathrm{d} \Gamma \mathrm{~d} t \\
& +\int_{0}^{T} \int_{\Omega}\left\{(\operatorname{div} q)\left(\lambda|D|^{2}+\mu|B|^{2}\right)-2 \sum_{i, k=1}^{3} \frac{\partial q_{i}}{\partial x_{k}}\left(\lambda D_{i} D_{k}+\mu B_{i} B_{k}\right)\right\} \mathrm{d} x \mathrm{~d} t \\
& +\int_{0}^{T} \int_{\Omega}\left\{-(q \cdot \nabla \lambda)|D|^{2}-(q \cdot \nabla \mu)|B|^{2}\right\} \mathrm{d} x \mathrm{~d} t \tag{3.1}
\end{align*}
$$

where $D_{i}, B_{i}$ for $i=1,2,3$ are the scalar components of $D, B$.
Proof. By equations (1.1) and (1.2) we have in $\Omega \times(0,+\infty)$,

$$
\begin{aligned}
D_{1}^{\prime} & =\frac{\partial \mu}{\partial x_{2}} B_{3}-\frac{\partial \mu}{\partial x_{3}} B_{2}+\mu \frac{\partial B_{3}}{\partial x_{2}}-\mu \frac{\partial B_{2}}{\partial x_{3}} \\
D_{2}^{\prime} & =\frac{\partial \mu}{\partial x_{3}} B_{1}-\frac{\partial \mu}{\partial x_{1}} B_{3}+\mu \frac{\partial B_{1}}{\partial x_{3}}-\mu \frac{\partial B_{3}}{\partial x_{1}} \\
D_{3}^{\prime} & =\frac{\partial \mu}{\partial x_{1}} B_{2}-\frac{\partial \mu}{\partial x_{2}} B_{1}+\mu \frac{\partial B_{2}}{\partial x_{1}}-\mu \frac{\partial B_{1}}{\partial x_{2}} \\
B_{1}^{\prime} & =\frac{\partial \lambda}{\partial x_{3}} D_{2}-\frac{\partial \lambda}{\partial x_{2}} D_{3}+\lambda \frac{\partial D_{2}}{\partial x_{3}}-\lambda \frac{\partial D_{3}}{\partial x_{2}} \\
B_{2}^{\prime} & =\frac{\partial \lambda}{\partial x_{1}} D_{3}-\frac{\partial \lambda}{\partial x_{3}} D_{1}+\lambda \frac{\partial D_{3}}{\partial x_{1}}-\lambda \frac{\partial D_{1}}{\partial x_{3}} \\
B_{3}^{\prime} & =\frac{\partial \lambda}{\partial x_{2}} D_{1}-\frac{\partial \lambda}{\partial x_{1}} D_{2}+\lambda \frac{\partial D_{1}}{\partial x_{2}}-\lambda \frac{\partial D_{2}}{\partial x_{1}}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
2\left(D_{1} B_{2} q_{3}\right)^{\prime}= & 2\left(\frac{\partial \lambda}{\partial x_{1}} D_{3}-\frac{\partial \lambda}{\partial x_{3}} D_{1}\right) D_{1} q_{3}+2\left(\frac{\partial \mu}{\partial x_{2}} B_{3}-\frac{\partial \mu}{\partial x_{3}} B_{2}\right) B_{2} q_{3} \\
& +2\left(\lambda \frac{\partial D_{3}}{\partial x_{1}}-\lambda \frac{\partial D_{1}}{\partial x_{3}}\right) D_{1} q_{3}+2\left(\mu \frac{\partial B_{3}}{\partial x_{2}}-\mu \frac{\partial B_{2}}{\partial x_{3}}\right) B_{2} q_{3} \\
= & 2 q_{3}\left(\frac{\partial \lambda}{\partial x_{1}} D_{3} D_{1}-\frac{\partial \lambda}{\partial x_{3}} D_{1}^{2}\right)+2 q_{3}\left(\frac{\partial \mu}{\partial x_{2}} B_{3} B_{2}-\frac{\partial \mu}{\partial x_{3}} B_{2}^{2}\right) \\
& +2 q_{3} \lambda \frac{\partial D_{3}}{\partial x_{1}} D_{1}-q_{3} \lambda \frac{\partial\left(D_{1}^{2}\right)}{\partial x_{3}}+2 q_{3} \mu \frac{\partial B_{3}}{\partial x_{2}} B_{2}-q_{3} \mu \frac{\partial\left(B_{2}^{2}\right)}{\partial x_{3}},
\end{aligned}
$$

and analogously

$$
\begin{aligned}
2\left(D_{2} B_{1} q_{3}\right)^{\prime}= & 2\left(\frac{\partial \lambda}{\partial x_{3}} D_{2}-\frac{\partial \lambda}{\partial x_{2}} D_{3}\right) D_{2} q_{3}+2\left(\frac{\partial \mu}{\partial x_{3}} B_{1}-\frac{\partial \mu}{\partial x_{1}} B_{3}\right) B_{1} q_{3} \\
& +2\left(\lambda \frac{\partial D_{2}}{\partial x_{3}}-\lambda \frac{\partial D_{3}}{\partial x_{2}}\right) D_{2} q_{3}+2\left(\mu \frac{\partial B_{1}}{\partial x_{3}}-\mu \frac{\partial B_{3}}{\partial x_{1}}\right) B_{1} q_{3} \\
= & -2 q_{3}\left(\frac{\partial \lambda}{\partial x_{2}} D_{3} D_{2}-\frac{\partial \lambda}{\partial x_{3}} D_{2}^{2}\right)-2 q_{3}\left(\frac{\partial \mu}{\partial x_{1}} B_{3} B_{1}-\frac{\partial \mu}{\partial x_{3}} B_{1}^{2}\right) \\
& -2 q_{3} \lambda \frac{\partial D_{3}}{\partial x_{2}} D_{2}+q_{3} \lambda \frac{\partial\left(D_{2}^{2}\right)}{\partial x_{3}}-2 q_{3} \mu \frac{\partial B_{3}}{\partial x_{1}} B_{1}+q_{3} \mu \frac{\partial\left(B_{1}^{2}\right)}{\partial x_{3}} .
\end{aligned}
$$

If we integrate by parts their difference in $\Omega \times(0,+\infty)$, denoting by $\nu_{1}, \nu_{2}, \nu_{3}$ the scalar components of $\nu$, we obtain

$$
\begin{aligned}
2 \int_{0}^{T} \int_{\Omega}\left[\left(D_{1} B_{2} q_{3}\right)^{\prime}-\left(D_{2} B_{1} q_{3}\right)^{\prime}\right] \mathrm{d} x \mathrm{~d} t= & \int_{0}^{T} \int_{\Gamma}\left(2 q_{3} \mu B_{3} B_{2} \nu_{2}-q_{3} \mu B_{2}^{2} \nu_{3}+2 q_{3} \lambda D_{1} D_{3} \nu_{1}-q_{3} \lambda D_{1}^{2} \nu_{3}\right. \\
& \left.-q_{3} \mu B_{1}^{2} \nu_{3}+2 q_{3} \mu B_{1} B_{3} \nu_{1}-q_{3} \lambda D_{2}^{2} \nu_{3}+2 q_{3} \lambda D_{2} D_{3} q_{3} \nu_{2}\right) \mathrm{d} \Gamma \mathrm{~d} t \\
& +\int_{0}^{T} \int_{\Omega}\left(-2 q_{3} \mu B_{3} \frac{\partial B_{2}}{\partial x_{2}}-2 \frac{\partial q_{3}}{\partial x_{2}} \mu B_{2} B_{3}+\frac{\partial q_{3}}{\partial x_{3}} \mu B_{2}^{2}-2 q_{3} \lambda \frac{\partial D_{1}}{\partial x_{1}} D_{3}\right. \\
& -2 \frac{\partial q_{3}}{\partial x_{1}} \lambda D_{1} D_{3}+\frac{\partial q_{3}}{\partial x_{3}} \lambda D_{1}^{2}+\frac{\partial q_{3}}{\partial x_{3}} \mu B_{1}^{2}-2 q_{3} \mu B_{3} \frac{\partial B_{1}}{\partial x_{1}} \\
& \left.-2 \frac{\partial q_{3}}{\partial x_{1}} \mu B_{1} B_{3}+\frac{\partial q_{3}}{\partial x_{3}} \lambda D_{2}^{2}-2 q_{3} \lambda \frac{\partial D_{2}}{\partial x_{2}} D_{3}-2 \frac{\partial q_{3}}{\partial x_{2}} \lambda D_{2} D_{3}\right) \mathrm{d} x \mathrm{~d} t \\
& +\int_{0}^{T} \int_{\Omega}\left(-q_{3} \frac{\partial \mu}{\partial x_{3}} B_{2}^{2}-q_{3} \frac{\partial \lambda}{\partial x_{3}} D_{1}^{2}-q_{3} \frac{\partial \mu}{\partial x_{3}} B_{1}^{2}-q_{3} \frac{\partial \lambda}{\partial x_{3}} D_{2}^{2}\right) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

which may be rewritten as follows:

$$
\begin{aligned}
2\left[\int_{\Omega}\left(D_{1} B_{2} q_{3}-D_{2} B_{1} q_{3}\right) \mathrm{d} x\right]_{0}^{T}= & \int_{0}^{T} \int_{\Gamma}\left\{-q_{3} \nu_{3}\left(\mu B_{1}^{2}+\mu B_{2}^{2}+\lambda D_{1}^{2}+\lambda D_{2}^{2}\right)+2 q_{3} \nu_{2}\left(\mu B_{2} B_{3}+\lambda D_{2} D_{3}\right)\right. \\
& \left.+2 q_{3} \nu_{1}\left(\mu B_{1} B_{3}+\lambda D_{1} D_{3}\right)\right\} \mathrm{d} \Gamma \mathrm{~d} t \\
& +\int_{0}^{T} \int_{\Omega}\left\{\frac{\partial q_{3}}{\partial x_{3}}\left(\mu B_{1}^{2}+\mu B_{2}^{2}+\lambda D_{1}^{2}+\lambda D_{2}^{2}\right)-2 q_{3} B_{3}\left(\mu \frac{\partial B_{1}}{\partial x_{1}}+\mu \frac{\partial B_{2}}{\partial x_{2}}\right)\right. \\
& -2 q_{3} D_{3}\left(\lambda \frac{\partial D_{1}}{\partial x_{1}}+\lambda \frac{\partial D_{2}}{\partial x_{2}}\right)-2 \frac{\partial q_{3}}{\partial x_{2}}\left(\lambda D_{2} D_{3}+\mu B_{2} B_{3}\right) \\
& \left.-2 \frac{\partial q_{3}}{\partial x_{1}}\left(\lambda D_{1} D_{3}+\mu B_{1} B_{3}\right)\right\} \mathrm{d} x \mathrm{~d} t \\
& +\int_{0}^{T} \int_{\Omega}\left\{-q_{3} \frac{\partial \mu}{\partial x_{3}}\left(B_{1}^{2}+B_{2}^{2}\right)-q_{3} \frac{\partial \lambda}{\partial x_{3}}\left(D_{1}^{2}+D_{2}^{2}\right)\right\} \mathrm{d} x \mathrm{~d} t .
\end{aligned}
$$

We observe that

$$
\begin{aligned}
\int_{\Omega}-2 q_{3} \mu B_{3}\left(\frac{\partial B_{1}}{\partial x_{1}}+\frac{\partial B_{2}}{\partial x_{2}}\right) \mathrm{d} x & =\int_{\Omega} 2 q_{3} \mu B_{3} \frac{\partial B_{3}}{\partial x_{3}} \mathrm{~d} x=\int_{\Omega} q_{3} \mu \frac{\partial\left(B_{3}^{2}\right)}{\partial x_{3}} \mathrm{~d} x \\
& =\int_{\Gamma} q_{3} \mu B_{3}^{2} \nu_{3} \mathrm{~d} \Gamma-\int_{\Omega} \frac{\partial q_{3}}{\partial x_{3}} \mu B_{3}^{2} \mathrm{~d} x-\int_{\Omega} q_{3} \frac{\partial \mu}{\partial x_{3}} B_{3}^{2} \mathrm{~d} x
\end{aligned}
$$

and analogously

$$
\begin{aligned}
\int_{\Omega}-2 q_{3} \lambda D_{3}\left(\frac{\partial D_{1}}{\partial x_{1}}+\frac{\partial D_{2}}{\partial x_{2}}\right) \mathrm{d} x & =\int_{\Omega} 2 q_{3} \lambda D_{3} \frac{\partial D_{3}}{\partial x_{3}} \mathrm{~d} x=\int_{\Omega} q_{3} \lambda \frac{\partial\left(D_{3}^{2}\right)}{\partial x_{3}} \mathrm{~d} x \\
& =\int_{\Gamma} q_{3} \lambda D_{3}^{2} \nu_{3} \mathrm{~d} \Gamma-\int_{\Omega} \frac{\partial q_{3}}{\partial x_{3}} \lambda D_{3}^{2} \mathrm{~d} x-\int_{\Omega} q_{3} \frac{\partial \lambda}{\partial x_{3}} D_{3}^{2} \mathrm{~d} x
\end{aligned}
$$

Therefore

$$
\begin{aligned}
{\left[2 \int_{\Omega}\left(D_{1} B_{2} q_{3}-D_{2} B_{1} q_{3}\right) \mathrm{d} x\right]_{0}^{T}=} & \int_{0}^{T} \int_{\Gamma}\left\{-q_{3} \nu_{3}\left(\mu B_{1}^{2}+\mu B_{2}^{2}-\mu B_{3}^{2}+\lambda D_{1}^{2}+\lambda D_{2}^{2}-\lambda D_{3}^{2}\right)\right. \\
& \left.+2 q_{3} \nu_{2}\left(\mu B_{2} B_{3}+\lambda D_{2} D_{3}\right)+2 q_{3} \nu_{1}\left(\mu B_{1} B_{3}+\lambda D_{1} D_{3}\right)\right\} \mathrm{d} \Gamma \mathrm{~d} t \\
& +\int_{0}^{T} \int_{\Omega}\left\{\frac{\partial q_{3}}{\partial x_{3}}\left(\mu B_{1}^{2}+\mu B_{2}^{2}-\mu B_{3}^{2}+\lambda D_{1}^{2}+\lambda D_{2}^{2}-\lambda D_{3}^{2}\right)\right. \\
& \left.-2 \frac{\partial q_{3}}{\partial x_{2}}\left(\lambda D_{2} D_{3}+\mu B_{2} B_{3}\right)-2 \frac{\partial q_{3}}{\partial x_{1}}\left(\lambda D_{1} D_{3}+\mu B_{1} B_{3}\right)\right\} \mathrm{d} x \mathrm{~d} t \\
& +\int_{0}^{T} \int_{\Omega}\left(-q_{3} \frac{\partial \mu}{\partial x_{3}}|B|^{2}-q_{3} \frac{\partial \lambda}{\partial x_{3}}|D|^{2}\right) \mathrm{d} x \mathrm{~d} t .
\end{aligned}
$$

By permutation of the indices $1,2,3$ we obtain two analogous identities, and summing the three identities we obtain (3.1).
Remark 3.2. Note that the identity (3.1) of Lemma 3.1 is independent of the boundary condition (1.5) and of the initial condition (1.4).

The above identity will be used with $q=m$, the standard multiplier given by

$$
\begin{equation*}
m(x) \equiv x, \quad x \in \Omega \tag{3.2}
\end{equation*}
$$

We now assume that $\Omega$ is strictly star-shaped with respect to the origin, that is

$$
\begin{equation*}
x \cdot \nu(x)>0 \quad \text { for all } \quad x \in \Gamma \tag{3.3}
\end{equation*}
$$

For further uses we also set

$$
\begin{equation*}
R=\sup _{x \in \Omega}|x|, \quad R_{1}=\max _{x \in \Gamma} \frac{|m|^{2}}{m \cdot \nu} \tag{3.4}
\end{equation*}
$$

To estimate the boundary term of (3.1) in the case $q=m$ we shall use the next estimate.
Lemma 3.3. Assume (3.3). Let $\left(D_{0}, B_{0}\right)$ be an initial pair $\in \mathcal{H}_{1}$ and let $(D, B)$ be the solution of the system (1.1-1.4) with boundary condition (1.5). Then,

$$
(m \cdot \nu)\left(\mu|B|^{2}+\lambda|D|^{2}\right)-2 \lambda(m \cdot D)(\nu \cdot D)-2 \mu(m \cdot B)(\nu \cdot B) \leq R_{1}\left(\mu\left|B_{\tau}\right|^{2}+\lambda\left|D_{\tau}\right|^{2}\right)
$$

on $\Gamma$.
Proof. We use similar arguments than in Lemma 8.21 of [11]:
Denote $D_{\nu}:=D \cdot \nu$ and $B_{\nu}:=B \cdot \nu$, so that

$$
D=D_{\tau}+D_{\nu} \nu, \quad B=B_{\tau}+B_{\nu} \nu
$$

The left-hand side of the estimate that we want to prove can be rewritten as

$$
(m \cdot \nu)\left(\mu\left|B_{\tau}\right|^{2}+\lambda\left|D_{\tau}\right|^{2}-\mu B_{\nu}^{2}-\lambda D_{\nu}^{2}\right)-2 \lambda\left(m_{\tau} \cdot D_{\tau}\right) D_{\nu}-2 \mu\left(m_{\tau} \cdot B_{\tau}\right) B_{\nu}
$$

where with $m_{\tau}$ we denote the tangential component of $m$.
Since $\Omega$ is strictly star-shaped we can estimate

$$
-2 \lambda\left(m_{\tau} \cdot D_{\tau}\right) D_{\nu} \leq \lambda(m \cdot \nu) D_{\nu}^{2}+\lambda \frac{\left(m_{\tau} \cdot D_{\tau}\right)^{2}}{m \cdot \nu}
$$

and, analogously,

$$
-2 \mu\left(m_{\tau} \cdot B_{\tau}\right) B_{\nu} \leq \mu(m \cdot \nu) B_{\nu}^{2}+\mu \frac{\left(m_{\tau} \cdot B_{\tau}\right)^{2}}{m \cdot \nu}
$$

Then,

$$
\begin{aligned}
& (m \cdot \nu)\left(\mu|B|^{2}+\lambda|D|^{2}\right)-2 \lambda(m \cdot D)(\nu \cdot D)-2 \mu(m \cdot B)(\nu \cdot B) \leq(m \cdot \nu)\left(\mu\left|B_{\tau}\right|^{2}+\lambda\left|D_{\tau}\right|^{2}\right) \\
& \quad+\frac{\lambda\left(m_{\tau} \cdot D_{\tau}\right)^{2}+\mu\left(m_{\tau} \cdot B_{\tau}\right)^{2}}{m \cdot \nu} \\
& \leq(m \cdot \nu)\left(\mu\left|B_{\tau}\right|^{2}+\lambda\left|D_{\tau}\right|^{2}\right)+\frac{\left|m_{\tau}\right|^{2}}{m \cdot \nu}\left(\lambda\left|D_{\tau}\right|^{2}+\mu\left|B_{\tau}\right|^{2}\right)
\end{aligned}
$$

Note that

$$
\left[(m \cdot \nu)+\frac{\left|m_{\tau}\right|^{2}}{m \cdot \nu}\right]\left(\mu\left|B_{\tau}\right|^{2}+\lambda\left|D_{\tau}\right|^{2}\right)=\frac{|m|^{2}}{m \cdot \nu}\left(\mu\left|B_{\tau}\right|^{2}+\lambda\left|D_{\tau}\right|^{2}\right)
$$

and so, recalling the definition of $R_{1}$, the requested estimate is proved.

## 4. Stabilization result in the linear case

In the full section we assume that $g$ is in the form. $g(x, D)=\alpha(x) D$, with $\alpha \in C^{1}(\Gamma)$.
The results of section 3 allows to prove the following:
Theorem 4.1. Assume (3.3) and consider $\lambda, \mu \in C^{1}(\bar{\Omega} \times[0,+\infty)), \alpha \in C^{1}(\Gamma)$ satisfying (2.11, 2.12, 2.17) as well as the following hypotheses:

$$
\begin{align*}
& \alpha(x)>0, \quad \forall x \in \Gamma  \tag{4.1}\\
& \mu-m \cdot \nabla \mu-\frac{R_{1}}{2 L}\left(\frac{1}{\min _{\Gamma} \alpha}+\max _{\Gamma} \alpha\right) \frac{\partial \mu}{\partial t} \geq c_{0} \mu, \forall x \in \Omega, t \in(0,+\infty),  \tag{4.2}\\
& \lambda-m \cdot \nabla \lambda-\frac{R_{1}}{2 L}\left(\frac{1}{\min _{\Gamma} \alpha}+\max _{\Gamma} \alpha\right) \frac{\partial \lambda}{\partial t} \geq c_{0} \lambda, \forall x \in \Omega, t \in(0,+\infty), \tag{4.3}
\end{align*}
$$

where $c_{0}$ is a suitable positive constant. Then, for any given $\left(D_{0}, B_{0}\right) \in \mathcal{H}_{1}$ the solution of (1.1-1.4) and (1.5) with $g(x, D)=\alpha(x) D$ satisfies the estimate

$$
\begin{equation*}
\mathcal{E}(t) \leq \mathcal{E}(0) \mathrm{e}^{1-c^{*} t}, \quad \forall t \geq 0 \tag{4.4}
\end{equation*}
$$

with

$$
c^{*}=\frac{2 c_{0} \min \{\inf \lambda, \inf \mu\}}{2 R+R_{1}\left(\max _{\Gamma} \alpha+\frac{1}{\min _{\Gamma} \alpha}\right)} .
$$

Remark 4.2. Hypotheses (4.2) and (4.3) are growth assumptions on the functions $\lambda, \mu$. They hold true, for example, if these functions are non-increasing in time and such that $x \cdot \nabla \lambda(x, t) \leq 0$ and $x \cdot \nabla \mu(x, t) \leq 0$ in $\Omega$.
Proof of Theorem 4.1. First of all note that

$$
\begin{equation*}
\left|2 \int_{\Omega}(D \times B) \cdot m \mathrm{~d} x\right| \leq 2 R \int_{\Omega}|D||B| \mathrm{d} x \leq R \int_{\Omega}\left(|D|^{2}+|B|^{2}\right) \mathrm{d} x \leq \frac{R}{L} \int_{\Omega}\left(\lambda|D|^{2}+\mu|B|^{2}\right) \mathrm{d} x \tag{4.5}
\end{equation*}
$$

Formula (3.1), rewritten for $q(x)=m(x)$, becomes

$$
\begin{align*}
{\left[2 \int_{\Omega}(D \times B) \cdot m \mathrm{~d} x\right]_{S}^{T}=} & \int_{S}^{T} \int_{\Gamma}\left\{-\left(\lambda|D|^{2}+\mu|B|^{2}\right)(m \cdot \nu)\right. \\
& +2 \mu(m \cdot B)(\nu \cdot B)+2 \lambda(m \cdot D)(\nu \cdot D)\} \mathrm{d} \Gamma \mathrm{~d} t \\
& +\int_{S}^{T} \int_{\Omega}\left(\lambda|D|^{2}+\mu|B|^{2}\right) \mathrm{d} x \mathrm{~d} t \\
& +\int_{S}^{T} \int_{\Omega}\left[-(m \cdot \nabla \lambda)|D|^{2}-(m \cdot \nabla \mu)|B|^{2}\right] \mathrm{d} x \mathrm{~d} t \tag{4.6}
\end{align*}
$$

By (4.6), using Lemma 3.3 and the estimate (4.5), it follows

$$
\begin{align*}
\int_{S}^{T} \int_{\Omega}\left(\lambda|D|^{2}+\mu|B|^{2}\right) \mathrm{d} x \mathrm{~d} t \leq \frac{2 R}{L}[\mathcal{E}(T)+\mathcal{E}(S)]+ & \int_{S}^{T} \int_{\Gamma} \\
& R_{1}\left(\mu\left|B_{\tau}\right|^{2}+\lambda\left|D_{\tau}\right|^{2}\right) \mathrm{d} \Gamma \mathrm{~d} t  \tag{4.7}\\
& +\int_{S}^{T} \int_{\Omega}\left[(m \cdot \nabla \lambda)|D|^{2}+(m \cdot \nabla \mu)|B|^{2}\right] \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

and then,

$$
\begin{align*}
& \int_{S}^{T} \int_{\Omega}\left[(\mu-m \cdot \nabla \mu)|B|^{2}+(\lambda-m \cdot \nabla \lambda)|D|^{2}\right] \mathrm{d} x \mathrm{~d} t \\
& \leq \frac{2 R}{L}[\mathcal{E}(S)+\mathcal{E}(T)]+\frac{R_{1}}{L} \int_{S}^{T} \int_{\Gamma} \mu \lambda\left|D_{\tau}\right|^{2} \mathrm{~d} \Gamma \mathrm{~d} t+\frac{R_{1}}{L} \int_{S}^{T} \int_{\Gamma} \mu \lambda\left|B_{\tau}\right|^{2} \mathrm{~d} \Gamma \mathrm{~d} t \\
& \leq \frac{2 R}{L}[\mathcal{E}(S)+\mathcal{E}(T)]+\frac{R_{1}}{L} \frac{1}{\min _{\Gamma} \alpha} \int_{S}^{T} \int_{\Gamma} \alpha \mu \lambda\left|D_{\tau}\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \quad+\frac{R_{1}}{L} \max _{\Gamma} \alpha \int_{S}^{T} \int_{\Gamma} \frac{1}{\alpha} \mu \lambda\left|B_{\tau}\right|^{2} \mathrm{~d} x \mathrm{~d} t \tag{4.8}
\end{align*}
$$

Therefore, recalling (2.15) and (2.16),

$$
\begin{aligned}
& \int_{S}^{T} \int_{\Omega}\left[(\mu-m \cdot \nabla \mu)|B|^{2}+(\lambda-m \cdot \nabla \lambda)|D|^{2}\right] \mathrm{d} x \mathrm{~d} t \leq \frac{2 R}{L}[\mathcal{E}(S)+\mathcal{E}(T)] \\
&+\frac{R_{1}}{L} \frac{1}{\min _{\Gamma} \alpha}[\mathcal{E}(S)-\mathcal{E}(T)]+\frac{R_{1}}{2 L} \frac{1}{\min _{\Gamma} \alpha} \int_{S}^{T} \int_{\Omega}\left\{\frac{\partial \lambda}{\partial t}|D|^{2}+\frac{\partial \mu}{\partial t}|B|^{2}\right\} \mathrm{d} x \mathrm{~d} t \\
&+\frac{R_{1}}{L} \max _{\Gamma} \alpha[\mathcal{E}(S)-\mathcal{E}(T)]+\frac{R_{1}}{2 L} \max _{\Gamma} \alpha \int_{S}^{T} \int_{\Omega}\left\{\frac{\partial \lambda}{\partial t}|D|^{2}+\frac{\partial \mu}{\partial t}|B|^{2}\right\} \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

By the assumptions (4.2) and (4.3), the above estimate may be transformed into

$$
\begin{equation*}
2 c_{0} \int_{S}^{T} \mathcal{E}(t) \mathrm{d} t \quad \leq \frac{2 R}{L}[\mathcal{E}(S)+\mathcal{E}(T)]+\frac{R_{1}}{L}\left(\max _{\Gamma} \alpha+\frac{1}{\min _{\Gamma} \alpha}\right)[\mathcal{E}(S)-\mathcal{E}(T)] \tag{4.9}
\end{equation*}
$$

Now, we note that

$$
\frac{2 R}{L}-\frac{R_{1}}{L}\left(\max _{\Gamma} \alpha+\frac{1}{\min _{\Gamma} \alpha}\right) \leq 0
$$

Indeed, by Young's inequality we have

$$
2 R \leq R \alpha+\frac{R}{\alpha} \leq R \max _{\Gamma} \alpha+\frac{R}{\min _{\Gamma} \alpha} \leq R_{1} \max _{\Gamma} \alpha+\frac{R_{1}}{\min _{\Gamma} \alpha}
$$

because $R_{1} \geq R$.
Then the above estimate in (4.9) yields

$$
2 c_{0} \int_{S}^{T} \mathcal{E}(t) \mathrm{d} t \leq \frac{2 R}{L} \mathcal{E}(S)+\frac{R_{1}}{L}\left(\max _{\Gamma} \alpha+\frac{1}{\min _{\Gamma} \alpha}\right) \mathcal{E}(S)
$$

from which follows, taking the limit for $T \rightarrow+\infty$

$$
2 c_{0} \int_{S}^{+\infty} \mathcal{E}(t) \mathrm{d} t \leq \frac{1}{L}\left(2 R+R_{1} \max _{\Gamma} \alpha+R_{1} \frac{1}{\min _{\Gamma} \alpha}\right) \mathcal{E}(S)
$$

Since $\mathcal{E}(\cdot)$ is positive and non-increasing, the stabilization estimate (4.4) follows by a well-known argument (see e.g. Th. 9.1 of [11]).

## 5. Stabilization Result in the nonlinear case

In this section we consider our system (1.1-1.3) and (1.4) with nonlinear feedbacks $(1.5)$ as in $[5,15]$.
Here the difference with $[5,15]$ is that we cannot use Liu's principle since our system is not reversible due to the time dependence of our coefficients $\lambda$ and $\mu$ so we use a direct method based on the identity with multiplier (3.1) to estimate the energy by boundary terms.

These boundary terms are then estimated by a function of the energy using the property of $g$ and, as in $[5,15]$, using a new integral inequality we deduce decay rates of the energy.
Theorem 5.1. Assume (3.3) and consider $\lambda, \mu \in C^{1}(\bar{\Omega} \times[0,+\infty))$ satisfying the hypotheses (2.11, 2.12, 2.17) and

$$
\begin{align*}
& \mu-m \cdot \nabla \mu-d \frac{\partial \mu}{\partial t} \geq c_{1} \mu, \forall x \in \Omega, t \in(0,+\infty)  \tag{5.1}\\
& \lambda-m \cdot \nabla \lambda-d \frac{\partial \lambda}{\partial t} \geq c_{1} \lambda, \forall x \in \Omega, t \in(0,+\infty) \tag{5.2}
\end{align*}
$$

for some positive constant $c_{1}$ where for shorthness we have set $d=\frac{\left(1+4 M^{2}\right) R_{1}}{2 m_{1} L}$.
Assume that $g$ satisfies the assumptions (1.6) to (1.8), as well as

$$
\begin{equation*}
|E|^{2}+|g(x, E)|^{2} \leq G(g(x, E) \cdot E), \forall|E| \leq 1, x \in \Gamma \tag{5.3}
\end{equation*}
$$

for some concave strictly increasing function $G:[0, \infty) \rightarrow[0, \infty)$ such that $G(0)=0$.
Then, for any given $\left(D_{0}, B_{0}\right) \in \mathcal{H}_{1}$ the solution of (1.1) - (1.4) and (1.5) satisfies the estimate

$$
\begin{equation*}
\mathcal{E}(t) \leq c_{3} G\left(\frac{\psi^{-1}\left(c_{2} t\right)}{c_{2} T^{2}|\Gamma| t}\right), \quad \forall t \geq T_{1} \tag{5.4}
\end{equation*}
$$

for $T>0$ large enough and some positive constants $c_{2}, c_{3}, T_{1}$ depending on $T, \mathcal{E}(0)$ and $|\Gamma|$ and finally

$$
\phi(t)=T|\Gamma| L^{2} G^{-1}\left(\frac{t}{c_{3}}\right), \psi(t)=\int_{t}^{1} \frac{1}{\phi(s)} \mathrm{d} s, \forall t>0
$$

Proof. We start from (4.7) which is valid for any boundary conditions and remark that from (1.5) we get

$$
\left|B_{\tau}\right|=|g(\cdot, D \times \nu) \times \nu| \leq|g(\cdot, D \times \nu)|
$$

therefore (4.7) becomes (for $0 \leq S<T$, compare with (4.8))

$$
\begin{align*}
\int_{S}^{T} \int_{\Omega}\left[(\mu-m \cdot \nabla \mu)|B|^{2}\right. & \left.+(\lambda-m \cdot \nabla \lambda)|D|^{2}\right] \mathrm{d} x \mathrm{~d} t \leq \frac{2 R}{L}[\mathcal{E}(S)+\mathcal{E}(T)] \\
& +R_{1} \int_{S}^{T} \int_{\Gamma}\left(\mu\left|B_{\tau}\right|^{2}+\lambda\left|D_{\tau}\right|^{2}\right) \mathrm{d} \Gamma \mathrm{~d} t \leq \frac{4 R}{L} \mathcal{E}(S) \\
& +\frac{R_{1}}{L} \int_{S}^{T} \int_{\Gamma} \lambda \mu\left(|g(x, D \times \nu)|^{2}+|D \times \nu|^{2}\right) \mathrm{d} \Gamma \mathrm{~d} t \tag{5.5}
\end{align*}
$$

We now estimate the second term of this right-hand side as follows:
Introduce

$$
\begin{aligned}
& \Sigma_{S T}=\Gamma \times(S, T) \\
& \Sigma_{S T}^{+}=\left\{(x, t) \in \Sigma_{S T}| | D(x, t) \times \nu(x) \mid>1\right\} \\
& \Sigma_{S T}^{-}=\left\{(x, t) \in \Sigma_{S T}| | D(x, t) \times \nu(x) \mid \leq 1\right\}
\end{aligned}
$$

Then by the conditions (1.8) and (1.9) we first have

$$
\begin{aligned}
\int_{\Sigma_{S T}^{+}} \lambda \mu\left(|g(x, D \times \nu)|^{2}+|D \times \nu|^{2}\right) \mathrm{d} \Gamma \mathrm{~d} t & \leq \frac{1+4 M^{2}}{m_{1}} \int_{\Sigma_{S T}^{+}} \lambda \mu g(x, D \times \nu) \cdot D \times \nu \mathrm{d} \Gamma \mathrm{~d} t \\
& \leq \frac{1+4 M^{2}}{m_{1}} \int_{\Sigma_{S T}} \lambda \mu g(x, D \times \nu) \cdot D \times \nu \mathrm{d} \Gamma \mathrm{~d} t
\end{aligned}
$$

since the conditions (1.6) and (1.7) imply that $g(\cdot, E) \cdot E \geq 0$.
By the identity (2.14), we arrive at

$$
\begin{align*}
\int_{\Sigma_{S T}^{+}} \lambda \mu\left(|g(x, D \times \nu)|^{2}+|D \times \nu|^{2}\right) \mathrm{d} \Gamma \mathrm{~d} t \leq & \frac{1+4 M^{2}}{m_{1}}(\mathcal{E}(S)-\mathcal{E}(T)) \\
& +\frac{1+4 M^{2}}{2 m_{1}} \int_{S}^{T} \int_{\Omega}\left\{\frac{\partial \lambda}{\partial t}|D|^{2}+\frac{\partial \mu}{\partial t}|B|^{2}\right\} \mathrm{d} x \mathrm{~d} t \tag{5.6}
\end{align*}
$$

For the estimation of the integral on $\Sigma_{S T}^{-}$, we remark that the assumption (5.3) directly yields

$$
\begin{aligned}
\int_{\Sigma_{S T}^{-}} \lambda \mu\left(|g(x, D \times \nu)|^{2}+|D \times \nu|^{2}\right) \mathrm{d} \Gamma \mathrm{~d} t & \leq \int_{\Sigma_{S T}^{-}} G(g(x, D \times \nu) \cdot D \times \nu) \lambda \mu \mathrm{d} \Gamma \mathrm{~d} t \\
& \leq \int_{\Sigma_{S T}} G(g(x, D \times \nu) \cdot D \times \nu) \lambda \mu \mathrm{d} \Gamma \mathrm{~d} t
\end{aligned}
$$

since the properties of $G$ implies that $G(s) \geq 0$, for all $s \geq 0$.
Using Jensen's inequality we obtain

$$
\int_{\Sigma_{S T}^{-}} \lambda \mu\left(|g(x, D \times \nu)|^{2}+|D \times \nu|^{2}\right) \mathrm{d} \Gamma \mathrm{~d} t \leq m_{S T} G\left(\frac{1}{m_{S T}} \int_{\Sigma_{S T}} \lambda \mu g(x, D \times \nu) \cdot D \times \nu \mathrm{d} \Gamma \mathrm{~d} t\right)
$$

where $m_{S T}=\int_{\Sigma_{S T}} \lambda(x, t) \mu(x, t) \mathrm{d} \Gamma(x) \mathrm{d} t$. Note that the property (2.17) implies that

$$
m_{S T} \leq \int_{\Sigma_{S T}} \lambda(x, 0) \mu(x, 0) \mathrm{d} \Gamma(x) \mathrm{d} t=(T-S) \int_{\Gamma} \lambda(x, 0) \mu(x, 0) \mathrm{d} \Gamma(x)=(T-S) c_{4}
$$

while (2.11) yields

$$
m_{S T} \geq(T-S)|\Gamma| L^{2}
$$

Using again the identity (2.14), the property (2.17) as well as the increaseness of $G$, we conclude from the three above inequalities that

$$
\begin{equation*}
\int_{\Sigma_{S T}^{-}} \lambda \mu\left(|g(x, D \times \nu)|^{2}+|D \times \nu|^{2}\right) \mathrm{d} \Gamma \mathrm{~d} t \leq(T-S) c_{4} G\left(\frac{\mathcal{E}(S)-\mathcal{E}(T)}{(T-S)|\Gamma| L^{2}}\right) \tag{5.7}
\end{equation*}
$$

The estimates (5.6) and (5.7) in (5.5) yield

$$
\begin{aligned}
\int_{S}^{T} \int_{\Omega}\left[(\mu-m \cdot \nabla \mu)|B|^{2}+(\lambda-m \cdot \nabla \lambda)|D|^{2}\right. & \left.-d\left\{\frac{\partial \lambda}{\partial t}|D|^{2}+\frac{\partial \mu}{\partial t}|B|^{2}\right\}\right] \mathrm{d} x \mathrm{~d} t \leq \frac{4 R}{L} \mathcal{E}(S) \\
& +\frac{\left(1+4 M^{2}\right) R_{1}}{m_{1} L}(\mathcal{E}(S)-\mathcal{E}(T))+\frac{(T-S) c_{4} R_{1}}{L} G\left(\frac{\mathcal{E}(S)-\mathcal{E}(T)}{(T-S)|\Gamma| L^{2}}\right)
\end{aligned}
$$

By the assumptions (5.1) and (5.2) we obtain

$$
2 c_{1} \int_{S}^{T} \mathcal{E}(t) \mathrm{d} t \leq \frac{4 R}{L} \mathcal{E}(S)+\frac{\left(1+4 M^{2}\right) R_{1}}{m_{1} L}(\mathcal{E}(S)-\mathcal{E}(T))+\frac{(T-S) c_{4} R_{1}}{L} G\left(\frac{\mathcal{E}(S)-\mathcal{E}(T)}{(T-S)|\Gamma| L^{2}}\right)
$$

Using the nonincreaseness of the energy the above estimate becomes

$$
2 c_{1}(T-S) \mathcal{E}(T) \leq \frac{4 R}{L} \mathcal{E}(S)+\frac{\left(1+4 M^{2}\right) R_{1}}{m_{1} L}(\mathcal{E}(S)-\mathcal{E}(T))+\frac{(T-S) c_{4} R_{1}}{L} G\left(\frac{\mathcal{E}(S)-\mathcal{E}(T)}{(T-S)|\Gamma| L^{2}}\right)
$$

Now the trivial identity $\mathcal{E}(S)=\mathcal{E}(T)+(\mathcal{E}(S)-\mathcal{E}(T))$ allows to transform the above estimate into

$$
\begin{align*}
2 c_{1}(T-S) \mathcal{E}(S) \leq & \frac{4 R}{L} \mathcal{E}(S)+\left(2 c_{1}(T-S)+\frac{\left(1+4 M^{2}\right) R_{1}}{m_{1} L}\right)(\mathcal{E}(S)-\mathcal{E}(T)) \\
& +\frac{(T-S) c_{4} R_{1}}{L} G\left(\frac{\mathcal{E}(S)-\mathcal{E}(T)}{(T-S)|\Gamma| L^{2}}\right) \tag{5.8}
\end{align*}
$$

Finally the nonincreaseness of the energy implies that

$$
\frac{\mathcal{E}(S)-\mathcal{E}(T)}{(T-S)|\Gamma| L^{2}} \leq \frac{\mathcal{E}(S)}{(T-S)|\Gamma| L^{2}} \leq \frac{\mathcal{E}(0)}{(T-S)|\Gamma| L^{2}}
$$

and the concavity of $G$ yields a constant $c_{5}$ (depending continuously on $T-S, \mathcal{E}(0),|\Gamma|$ and $L^{2}$ ) such that

$$
\frac{\mathcal{E}(S)-\mathcal{E}(T)}{(T-S)|\Gamma| L^{2}} \leq c_{5} G\left(\frac{\mathcal{E}(S)-\mathcal{E}(T)}{(T-S)|\Gamma| L^{2}}\right)
$$

This estimate in (5.8) allows to conclude that there exists a positive constant $c_{6}$ (depending continuously on $T-S, \mathcal{E}(0),|\Gamma|$ and $\left.L^{2}\right)$ such that

$$
\left(2 c_{1}(T-S)-\frac{4 R}{L}\right) \mathcal{E}(S) \leq c_{6} G\left(\frac{\mathcal{E}(S)-\mathcal{E}(T)}{(T-S)|\Gamma| L^{2}}\right)
$$

Choosing $T-S$ large enough such that $2 c_{1}(T-S)-\frac{4 R}{L}>1 / 2$, we have found that

$$
\begin{equation*}
\mathcal{E}(S) \leq 2 c_{6} G\left(\frac{\mathcal{E}(S)-\mathcal{E}(T)}{(T-S)|\Gamma| L^{2}}\right) \tag{5.9}
\end{equation*}
$$

In this estimate we now substitute $S$ into $t$ and $T$ into $t+T$.
Therefore we have proved that for $T$ large enough and all $t \geq 0$ we have

$$
\mathcal{E}(t) \leq c_{3} G\left(\frac{\mathcal{E}(t)-\mathcal{E}(t+T)}{T|\Gamma| L^{2}}\right)=\phi^{-1}(\mathcal{E}(t)-\mathcal{E}(t+T))
$$

We then conclude by Lemma 5.1 and Theorem 1.2 of [5].
Remark 5.2. Examples of functions $g$ leading to an explicit decay rate (5.4) are given in [5,15]. Let us notice that exponential, polynomial or logarithmic decays are available for appropriate feedbacks.
Remark 5.3. In the time independent case, the use of microlocal analysis technique in $[5,15]$ allows to leave the condition that the domain is strictly star shaped with respect to a point, as far as we know we cannot use this technique in the time dependent case. Since we here use the multiplier technique the strictly star
shaped condition is quite natural. On the other hand a careful analysis of the results from [5, 15] shows that the condition

$$
-m \cdot \nabla \mu \geq 0,-m \cdot \nabla \lambda \geq 0, \forall x \in \Omega
$$

imposed in $[5,15]$ may be replaced by the weaker assumptions (5.1) and (5.2).

The present work started during the conference "Control and stabilization of PDE", Cortona, Italy, May 21-26, 2001. We then thank the organizers for their invitation.
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