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AN ALGEBRAIC FRAMEWORK FOR LINEAR IDENTIFICATION
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and Hebertt Sira–Raḿırez
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Abstract. A closed loop parametrical identification procedure for continuous-time constant linear
systems is introduced. This approach which exhibits good robustness properties with respect to a large
variety of additive perturbations is based on the following mathematical tools:

(1) module theory;
(2) differential algebra;
(3) operational calculus.

Several concrete case-studies with computer simulations demonstrate the efficiency of our on-line iden-
tification scheme.
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1. Introduction

This article on a closed loop parametrical identification procedure for continuous-time constant linear systems
is a direct continuation of [12]. In order to better understand its aims let us begin with a first order input-output
system. It might be convenient to employ as often done in practice (see, e.g. [1], and also [12]), the notations
of operational calculus:

sy = ay + u+ y(0) +
γ

s
· (1.1)

The constant parameter a is unknown as well as γ in the constant load perturbation γ
s . For regulating the

output y from an arbitrary initial condition y(0), towards a desired equilibrium value Y , we are proposing the
PI-like controller

u = −aey − k2(y − Y )− k1

s
(y − Y ) (1.2)
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where
• k1, k2 are appropriate constant gains;
• ae is an on-line identifier of a.

Multiplying both sides of (1.1) by s yields:

s2y = asy + su+ sy(0) + γ.

Taking derivatives, twice, with respect to s permits to ignore the load perturbation and the initial condition:[
s
d2y

ds2
+ 2

dy
ds

]
a = s2

d2y

ds2
+ 4s

dy
ds

+ 2y −
(
s
d2u

ds2
+ 2

du
ds

)
·

Multiply both sides by s−2 for avoiding derivations with respect to time:[
s−1 d2y

ds2
+ 2s−2 dy

ds

]
a =

d2y

ds2
+ 4s−1 dy

ds
+ 2s−2y −

(
s−1 d2u

ds2
+ 2s−2 du

ds

)
·

The well-known rule of operational calculus (see, e.g. [8, 27, 28, 41]) which is associating to dν

dsν , ν ≥ 0, the
multiplication by (−1)νtν , yields the following on-line identifier, i.e., a time-domain representation with no
derivatives but only integrations with respect to time:

ae =
t2y(t)−

∫ t

0

(
4σy(σ) + σ2u(σ)

)
dσ + 2

∫ t

0

∫ σ

0
(λu(λ) + y(λ)) dλdσ∫ t

0
σ2y(σ)dσ − 2

∫ t

0

∫ σ

0
λy(λ)dλdσ

· (1.3)

For the simulations we are using the following values

a = 2, γ = 0.5, k1 = b2, k2 = 2b, b = 3, Y = 2, y(0) = 0.2.

In the vicinity of t = 0, we are setting ae = 0 in the controller (1.2). In Figure 1, the peak for ae at about
t = 1.2 is due to the fact that both the numerator and the denominator of the identifier (1.3) are equal to 0
for that value of t. This should not be considered as a drawback since the exact value of a is obtained almost
instantaneously.

This paper aims at giving a theoretical framework of this identification scheme for constant linear systems by
further utilising the algebraic tools of [10, 12], i.e., module theory and Mikusińki’s operational calculus, which
will therefore not be reviewed here. Our treatment of identifiability, identification and adaptive control may be
subsumed as follows:

• the approach of non-linear identifiability via differential algebra [6, 7, 24, 30, 34] permits to introduce in
Section 2.2 linear identifiability and weak linear identifiability, which are often encountered in practice;

• operational calculus allows another differentially algebraic definition in Section 2.5.5 of (weak) linear
identifiability4, that is based on the notion of algebraic derivative [27, 28, 41];

• most usual structured perturbations may be eliminated thanks to their torsion property;
• by calculating the unknown parameters in a small time interval, we are able to achieve identification in

closed loop.
In spite of some relationship with the huge literature on the subject (see, e.g. [2, 4, 5, 15, 17, 18, 20–23, 25, 29,
31, 33, 37–40] and the references therein), a major difference lies in the absence of any least squares and/or
probabilistic methods.

4Although we believe that subsequent works will demonstrate the vast superiority of operational calculus, we are leaving the
two standpoints for the convenience of the readers who are familiar with today’s setting of identifiability via differential algebra.
Note moreover that the two approaches coincide in all our case-studies. The following open problem might nevertheless be of some
interest: compare the two definitions of (weak) linear identifiability.



AN ALGEBRAIC FRAMEWORK FOR LINEAR IDENTIFICATION 153

0 0.5 1 1.5 2 2.5
1

1.5

2

2.5

3

0 0.5 1 1.5 2 2.5
0

1

2

3

0 0.5 1 1.5 2 2.5
0

1

2

3

0 0.5 1 1.5 2 2.5
−10

0

10

20

0 0.5 1 1.5 2 2.5
−0.2

−0.1

0

0.1

0.2

0 0.5 1 1.5 2 2.5
−0.2

−0.1

0

0.1

0.2

a 
a

e

y(t)
u(t) 

num den 

Figure 1. Closed loop response of the first order system with on-line identification.

Our paper ends with three more complex case-studies:

(1) a first order system over the field C of complex numbers, which corresponds to the visual based control
of planar manipulators [16];

(2) a second order SISO system where we show with the help of a low pass filter the robustness of our
approach with respect to high frequency perturbations;

(3) a multivariable simplified version of a heat exchanger [14].

Future publications (see, e.g. [36]) will be devoted to the parametrical identification of discrete-time linear
systems along the lines of [9,11], as well as to specific applications such as to the control of externally perturbed
rotating beams, the regulation and tracking in parametric uncertain dc to dc power converters [35] and other
uncertain linear control problems of practical interest. Connections with delay systems, partial differential
equations, non-linear systems, and signal processing will also be developed.

2. An algebraic setting for linear identifiability

2.1. Linear systems5

Let k be the field R or C of real or complex numbers. Denote byK a finite algebraic extension of the field k(Θ)
generated by a finite set Θ = (θ1, . . . , θr) of unknown parameters. Consider the ring K[ d

dt ] of linear differential
operators of the form

∑
finite cν

dν

dtν , cν ∈ K. The parameters are assumed to be constant, i.e., dθι

dt = 0,
ι = 1, . . . , r. Thus K[ d

dt ] is a commutative principal ideal domain. A linear system with a set Θ of constant
unknown parameters is a finitely generated free K[ d

dt ]-module Λ. We distinguish in Λ a set π = (π1, . . . , πq) of
perturbations. The short exact sequence

0 → spanK[ d
dt ](π) → Λ → Λnom → 0

defines the nominal, or unperturbed, system Λnom = Λ/spanK[ d
dt ](π). The canonical image of any element λ ∈ Λ

in Λnom is written λnom.

5We slightly change the setting of [10] in order to take into account the unknown parameters.



154 M. FLIESS AND H. SIRA–RAMÍREZ

A linear dynamics is a linear system Λ which is equipped with a control, i.e., a finite subset u = (u1, . . . , um)
of Λ such that

• spanK[ d
dt ](u) ∩ spanK[ d

dt ](π) = {0};
• the quotient module Λnom/spanK[ d

dt ](u
nom) is torsion.

If u = ∅, then Λnom is torsion. An input-output system is a linear dynamics Λ which is equipped with an output,
i.e., a finite subset y = (y1, . . . , yp) of Λ. From now on Λ will be an input-output system.

2.2. Identifiability

The symmetric K-algebra Sym(Λnom) generated by Λnom, viewed as a K-vector space, may be endowed
with a canonical structure of differential ring [3, 19] by setting for ξ, η ∈ Λnom, dξη

dt = dξ
dtη + ξ dη

dt . The quotient
field Q(Sym(Λnom)) becomes thus a differential field [3, 19].

Let Œ ⊆ Q(Sym(Λnom)) be the differential overfield of k generated by unom and ynom. The set Θ of
unknown parameters is said to be algebraically identifiable (resp. rationally identifiable) if, and only if, any
component of Θ is algebraic over (resp. belongs to) Œ. It is said to be linearly identifiable if, and only if,

P

 θ1
...
θr

 = Q (2.1)

where

• P and Q are respectively r × r and r × 1 matrices;
• the entries of P and Q belong to spank[ d

dt ](u
nom,ynom);

• det(P ) 6= 0.

The set Θ of unknown parameters is said to be weakly linearly identifiable if, and only if, there exists a finite
set Θ′ = (θ′1, . . . , θ

′
q′) of related unknown parameters such that

• the components of Θ′ (resp. Θ) are algebraic over k(Θ) (resp. k(Θ′));
• Θ′ is linearly identifiable.

The next result is obvious.

Proposition 2.1. Linear (resp. rational) identifiability implies rational (resp. algebraic) identifiability. Weak
linear identifiability implies algebraic identifiability.

Example 2.1. Consider the two nominal systems ( d
dt − a)ynom = unom and ( d

dt − b2)ynom = unom, m = p = 1,
where a and b are the unknown parameters. It is clear that a is linearly identifiable, but not b which is weakly
linearly identifiable.

Example 2.2. Consider the nominal system(
d
dt
− a

)
ynom = bunom (2.2)

m = p = 1, where a and b are constant unknown parameters. The couple (a, b) which satisfies(
ynom unom

ẏnom u̇nom

)(
a

b

)
=

(
ẏnom

ÿnom

)
(2.3)

is linearly identifiable.
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2.3. Perturbations

2.3.1. A Weyl algebra

Introduce the Weyl algebra [26] K[t, d
dt ]. Let

ΛK[t, d
dt ] = K

[
t,

d
dt

]
⊗K[ d

dt ] Λ

be the left K[t, d
dt ]-module obtained by extending the ring of scalars. For the purpose of dealing with peculiar

perturbations we will be defining from now on a system L as a finitely generated left K[t, d
dt ]-module in the

following way:

L = ΛK[t, d
dt ]/M

where M is a finitely generated module spanned by elements of spanK[t, d
dt ](π). Call again perturbation the

q-tuple π = (π1, . . . , πq) ⊂ L, which is the canonical image of π = (π1, . . . , πq). As in Section 2.1 the short
exact sequence

0 → spanK[t, d
dt ](π) → L → Lnom → 0

defines the nominal, or unperturbed, system Lnom = L/spanK[t, d
dt ](π). The canonical image of any element ` ∈

L in Lnom is written `nom. The next property is obvious.

Proposition 2.2. Lnom ' K[t, d
dt ] ⊗K[ d

dt ] Λnom. The canonical mapping Λnom → Lnom, λnom 7→ `nom

= 1⊗ λnom, is injective.

With a slight abuse of notations Λnom will be considered as a subset of Lnom.

2.3.2. Structured perturbations

Equation (2.1) becomes

P

 θ1
...
θr

 = Q+Q′ (2.4)

where

• P and Q are respectively r × r and r × 1 matrices;
• the entries of P and Q belong to spank[t, d

dt ](u,y);
• det(P ) 6= 0;
• the entries of the r × 1 matrix Q′ belong to spanK[t, d

dt ](π).

The perturbation π is assumed to be structured, i.e., the module spank[t, d
dt ](π) is torsion.

Example 2.3. The perturbation κH(t), κ ∈ k, where

H(t) =

{
1 if t ≥ 0

0 if t < 0

is the Heaviside function, is structured: it is annihilated by t d
dt .
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We may state, since k[t, d
dt ] is a principal left ideal ring [26], the following useful property:

Proposition 2.3. The set of ∆ ∈ k[t, d
dt ] such that equation (2.4) becomes

∆P

 θ1
...
θr

 = ∆Q (2.5)

is the principal left ideal ann(Q′) ⊆ k[t, d
dt ], ann(Q′) 6= {0}, where Q′ is the submodule of spanK[t, d

dt ](π) spanned
by the entries of Q′.

Equation (2.5) is called a (linear) identifier. The next property is clear:

Proposition 2.4. Any entry of the matrices ∆P , ∆Q may be written

∑
finite

dα

dtα
tβx

where x ∈ spank(u,y), α, β ≥ 0.

2.4. Persistent trajectories

To the submodule Υ ⊆ Λ spanned by u and y corresponds a linear differential algebraic variety T ⊂ U (m+p)

where U is a universal differential overfield of k (see [3, 19]). Any element of T will be called a trajectory. A
trajectory τ is called persistent (resp. non-persistent) for the identifier (2.5) if, and only if, det(∆P )(τ) 6= 0
(resp. det(∆P )(τ) = 0). The next result, which is obvious, means in plain words that most trajectories are
persistent.

Proposition 2.5. The set of persistent trajectories of a linear identifier is open with respect to the differential
Zariski topology.

Example 2.4. Consider again Example 2.2 where equation (2.3) may be considered as a linear identifier without
perturbations. The non-persistent trajectories satisfy

det

(
ynom unom

ẏnom u̇nom

)
= ynomu̇nom − ẏnomunom = 0.

Remark 2.1. This setting is ignoring the fact6 that det(∆P ) may only be equal to 0 for some values7 of t.

2.5. Operational calculus

2.5.1. Basics8

A linear system, with a set Θ = (θ1, . . . , θr) of unknown parameters, is a finitely generated freeK[s]-module Λ,
where the fieldK is a finite algebraic extension of C(Θ). The element s is of course assumed to be C-algebraically
independent of Θ. We distinguish in Λ a set π = (π1, . . . , πq) of perturbations. The short exact sequence

0 → spanK[s](π) → Λ → Λnom → 0

6Note however that differential algebra may be enriched in order to encompass usual numerical values (see, e.g. [32] and [30]).
7See in the example of the introduction the short discussion about the numerical simulations.
8We slightly change the setting of [12] in order to take into account the unknown parameters. Note also that many definitions

of Sections 2.1, 2.2 and 2.3 are repeated almost verbatim.
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defines the nominal, or unperturbed, system Λnom = Λ/spanK[s](π). The canonical image of any element λ ∈ Λ
in Λnom is written λnom.

A linear dynamics is a linear system Λ which is equipped with a control, i.e., a finite subset u = (u1, . . . , um)
of Λ such that

• spanK[s](u) ∩ spanK[s](π) = {0};
• the quotient module Λnom/spanK[s](u

nom) is torsion.
If u = ∅, then Λnom is torsion. An input-output system is a linear dynamics Λ which is equipped with an output,
i.e., a finite subset y = (y1, . . . , yp) of Λ. From now on Λ will be an input-output systems.

2.5.2. The algebraic derivative

Endow the set C of continuous functions [0,+∞) → C with a structure of commutative ring with respect to
the addition +

(f + g)(t) = f(t) + g(t)
and to the convolution (product) ?

(f ? g)(t) = (g ? f)(t) =
∫ t

0

f(τ)g(t− τ)dτ =
∫ t

0

g(τ)f(t − τ)dτ.

Any element of the Mikusiński fieldM, i.e., the quotient field of C, is called an operator. Any function f : R → C,
which belongs to M, may be written {f}. Note that in general the product of two elements a, b ∈ M will be
written ab and not a ? b.

For any f ∈ C, it is known (see [27, 28, 41]) that the mapping f 7→ df
ds = {−tf} satisfies the properties of a

derivation, i.e.,
d
ds

(f + g) =
df
ds

+
dg
ds

and
d
ds

(f ? g) =
df
ds

? g + f ?
dg
ds
·

It can be trivially extended to a derivation, called the algebraic derivative, of M by setting, if g 6= 0,

d
ds
(
{f} ? {g}−1

)
=

df
ds ? g − f ? dg

ds

{g}2 ·

Endowed with the algebraic derivative, M becomes a differential field [3,19], whose subfield of constants9 is C.

2.5.3. K[s, d
ds ]-modules

The set of differential operators
∑

finite γν
dν

dsν , γν ∈ K[s], is the Weyl algebra [26] K[s, d
ds ]. Write

ΛK[s, d
ds ] = K[s,

d
ds

]⊗K[s] Λ

the left K[s, d
ds ]-module obtained by extending the ring of scalars. For the purpose of dealing with peculiar

perturbations we will be defining from now on a system L as a finitely generated left K[s, d
ds ]-module in the

following way:
L = ΛK[s, d

ds ]/M

where M is a finitely generated module spanned by elements of spanK[s, d
ds ](π). Call again perturbation the

q-tuple π = (π1, . . . , πq) ⊂ L, which is the canonical image of π. As in Section 2.1 the short exact sequence

0 → spanK[s, d
ds ](π) → L → Lnom → 0

9A constant is an element c such that dc
ds

= 0.
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defines the nominal, or unperturbed, system Lnom = L/spanK[s, d
ds ](π). The canonical image of any element ` ∈

L in Lnom is written `nom. The next property is obvious.

Proposition 2.6. Lnom ' K[s, d
ds ] ⊗K[s] Λnom. The canonical mapping Λnom → Lnom, λnom 7→ `nom

= 1⊗ λnom, is injective.

With a slight abuse of notations Λnom will be considered as a subset of Lnom.

2.5.4. Structured perturbations

The perturbation π is said to be structured if, and only if, the module span
C[s, d

ds ](π) is torsion.

Example 2.5. The perturbation κe−Ls

sn , L ≥ 0, κ ∈ C, n ≥ 0, which is annihilated by ( d
ds − L)sn = sn( d

ds

−L) + nsn−1, is structured.

2.5.5. Identifiability

The symmetric K[s]-algebra Sym(Lnom) generated by Lnom, viewed as a K[s]-module, may be endowed
with a canonical structure of differential ring [3, 19] with respect to the algebraic derivative d

ds by setting
for ξ, η ∈ Λnom, dξη

ds = dξ
dt η + ξ dη

dt . The quotient field Q(Sym(Lnom)) becomes thus a differential field [3, 19].
Let S ⊆ Q(Sym(Lnom)) be the differential overfield of C generated by unom and ynom. The set Θ of

unknown parameters is said to be algebraically identifiable (resp. rationally identifiable) if, and only if, any
component of Θ is algebraic over (resp. belongs to) S. It is said to be linearly identifiable if, and only if,

P

 θ1
...
θr

 = Q

where

• P and Q are respectively r × r and r × 1 matrices;
• the entries of P and Q belong to span

C[s, d
ds ](u

nom,ynom);
• det(P ) 6= 0.

Example 2.6. Write the Example 2.2 with the notation of operational calculus

(s− a)ynom = bunom.

The couple (a, b) which satisfies(
ynom unom

dynom

ds
dunom

ds

)(
a
b

)
=
(

synom

ynom + sdynom

ds

)

is again linearly identifiable.

The set Θ of unknown parameters is said to be weakly linearly identifiable if, and only if, there exists a finite
set Θ′ = (θ′1, . . . , θ

′
q′) of related unknown parameters such that

• the components of Θ′ (resp. Θ) are algebraic over C(Θ) (resp. C(Θ′));
• Θ′ is linearly identifiable.

Remark 2.2. The derivation of the operational analogue of the linear identifier (2.5) is an immediate exercise
which is left to the reader.
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3. Three additional case-studies

3.1. A remark of practical interest

By taking, for an appropriate trajectory, iterated time integrals of both sides of equation (2.5) it is possible
thanks to Proposition 2.4 to compute the unknown parameters by only utilising time integrals of the products
of tα, α ≥ 0, with the input and output signals. Note moreover the smoothing effects of those iterated time
integrals with respect to high frequency perturbations.

3.2. Non-calibrated visual based control of a planar manipulator10

A visual based control of a two link planar manipulator, partially controlled by a fast velocity feedback loop,
can be formulated as follows (see [16]). Given the visual flow dynamics, written in complex notation, as

ż = ξv, ξ ∈ C (3.1)

find the complex control input v such that z follows as closely as possible a desired reference trajectory z∗ in
the visual frame space, regardless of the unknown, but constant, value of ξ = aeθ

√−1, a, θ ∈ R, a > 0. Note
that

• a = |ξ| is a scaling factor of the camera;
• θ = arg(ξ) is the fixed angular orientation of the camera around its visual axis, assumed to be perpen-

dicular to the robot workspace.

The complex state variable z = y1 + y2
√
−1 represents the visual frame coordinates. The complex control

variable v = u1 + u2

√
−1 generates the required transformed robot joints velocity references.

3.2.1. A certainty equivalence PI controller

A global trajectory tracking controller of the PI type is given by

v =
1
ξ

[
ż∗ − k1(z − z∗)− k0

∫ t

t0

(z − z∗)dσ
]
. (3.2)

The closed loop complex-valued tracking error dynamics e = z − z∗ is given by

ė+ k1e+ k0

∫ t

t0

edσ = 0 (3.3)

where the design coefficients k0, k1 may be chosen to be real for ensuring limt→+∞ e(t) = 0.

3.2.2. An algebraic identifier for the calibration parameters

As in the first order system of the introduction, we obtain the following identifier ξ̂ of ξ:

ξ̂ =
(t− t0)z −

∫ t

t0
zdσ∫ t

t0
(σ − t0)vdσ

· (3.4)

Once the complex parameter ξ is obtained by accurately evaluating the previous expression after a time interval
of the form [t0, t0 + δ] has elapsed, with δ being an arbitrarily small strictly positive real number, we use such
an on-line computed value, ξ̂, in the proposed PI certainty equivalence controller (3.2).

10See [13].
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Figure 2. Trajectory tracking for visual servoing problem with PI controller based on the
algebraic identifier.

0 2 4
−1.5

−1

−0.5

0

0.5

1

1.5

0 2 4
−1

−0.5

0

0.5

1

1.5

0 2 4
0.8

0.9

1

1.1

1.2
x 10

4

0 2 4
−1

−0.5

0

0.5

1

1.5
x 10

−3

0 2 4
−3

−2

−1

0

1
x 10

−3

0 2 4
1.3

1.4

1.5

1.6

1.7

1.8

1.9

y
1
(t),y

1
*(t) 

ν
1
 

y
2
(t),y

2
*(t) 

ν
2
 

a, a
e
 

u
1
(t) 

u
2
(t) 

θ, θ e
 

−1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5

y
2
 

y
1
 

Figure 3. Trajectory tracking for stochastically perturbed visual servo problem with PI con-
troller based on the algebraic identifier.

3.2.3. Simulation results

It is desired to track a circular trajectory in the visual frame space given by y∗1(t) = R cos(ωt), y∗2(t)
= R sin(ωt), R = 1, ω = 5. The unknown orientation angle for the camera is θ = π/2 and the unknown
scaling parameter is a = 104. Figure 2 shows the performance of the proposed controller-identifier given in
equations (3.2–3.4). The true value of the unknown complex parameter ξ = ξ1 + ξ2

√
−1 is determined in

approximately δ = 10−5 seconds. The values of ξ1 and ξ2 used in the controller during the calculation period
[t0, t0 + δ], with t0 = 0, is arbitrarily set to be ξ1 = 1 and ξ2 = 5000. The actual values of such parameters
are ξ1 = 0 and ξ2 = 10 000. The design coefficients, k1, k0, were chosen to be real and of the classical form
k1 = 2ζωn, k0 = ω2

n, with ζ = 0.8 and ωn = 8.
We have tested the robustness of the proposed identifier-controller scheme by introducing a stochastic pertur-

bation ν = ν1+ν2
√
−1 to the flow dynamics (3.1), i.e., ż = aeθ

√−1v+ν. The real and imaginary components ν1
and ν2 are obtained by means of a computer-generated zero mean random process of amplitude 0.05 approxi-
mately. The results of using the proposed controller scheme on the same tracking task defined before yield the
trajectories shown in Figure 3. Samples of the computer generated noise inputs to the system are also shown.
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3.3. A second order system

In order to illustrate that the proposed approach is not foreign to robust behaviour with respect to high
frequency perturbations, consider the second order system

(
s2 + as+ b

)
y = cu+ sy(0) + ẏ(0) +

A0

s
+$ (3.5)

where the constant parameters a, b, c ∈ R are unknown. The additive perturbations consist of

(1) a constant load perturbation A0
s of unknown magnitude A0 ∈ R;

(2) a high frequency perturbation $, which will be made precise for the computer simulations.

It is desired to perform a desired rest-to-rest maneuver for the output variable y, from any arbitrary initial
condition y(0), and for an unknown initial velocity ẏ(0). The maneuver is to be accomplished via the tracking
a given reference trajectory y∗, defined on the finite time interval [0, T ].

Introduce a second order low pass filter, with a measurable output yf , given by

yf =
ω2

n

s2 + 2ζωns+ ω2
n

y (3.6)

where the known constant parameters ζ, ωn ∈ R are strictly positive. Thus

(s2 + as+ b)(s2 + 2ζωns+ ω2
n)yf = ω2

n

[
cu+ sy(0) + ẏ(0) +

A0

s
+$

]
. (3.7)

3.3.1. On-line identifier

The on-line identifier is obtained by setting $ = 0 in (3.7)

(s2 + as+ b)(s2 + 2ζωns+ ω2
n)yf = ω2

n

[
cu+ sy(0) + ẏ(0) +

A0

s

]
·

Multiplying both sides by s yields

s(s2 + as+ b)(s2 + 2ζωns+ ω2
n)yf = ω2

n

[
csu+ s2y(0) + sẏ(0) +A0

]
. (3.8)

Derive both sides three times with respect to s, in order to eliminate the unknown parameter A0, and the initial
conditions y(0), ẏ(0). Then multiply both sides of the resulting expression by s−5. We obtain in the time
domain a relation of the form

aπ1(t) + bπ2(t) + cπ3(t) = q(t) (3.9)
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with11

π1(t) =

[
−
(∫

t3y

)
+

(∫ (2) (
12t2 − 2ζωnt

3
)
y

)
+

(∫ (3) (
−36t+ 18ζωnt

2 − ω2
nt

3
)
y

)

+

(∫ (4) (
24− 36ζωnt+ 6ω2

nt
2
)
y

)
+

(∫ (5) (
12ζωn − 6ω2

nt
)
y

)]

π2(t) =
[
−
(∫ (2)

t3y

)
+

(∫ (3) (
9t2 − 2ζωnt

3
)
y

)
+

(∫ (4) (
−18t+ 12ζωnt

2 − ω2
nt

3
)
y

)

+ 6

(∫ (5)

(1− 12ζωnt+ 3ω2
nt

2)y

)]

π3(t) = −ω2
n

[
3

(∫ (5)

t2u

)
−
(∫ (4)

t3u

)]

q(t) = −
[
− t3y +

(∫ (
15t2 − 2ζωnt

3
)
y

)
+

(∫ (2) (
−60t+ 24ζωnt

2 − ω2
nt

3
)
y

)

+

(∫ (3) (
60− 72ζωnt+ 9ω2

nt
2
)
y

)
+

(∫ (4) (
48ζωn − 18ω2

nt
)
y

)
+ 6ω2

n

(∫ (5)

y

)]
.

Integrating the expression (3.9) one and two times, respectively, leads to the following system of linear equations
for the estimates ae, be, ce of the unknown parameters

P11(t) P12(t) P13(t)

P21(t) P22(t) P23(t)

P31(t) P32(t) P33(t)



ae

be

ce

 =


Q1(t)

Q2(t)

Q3(t)


with

P11(t) = π1(t), P12(t) = π2(t), P13(t) = π3(t)

P21(t) =
∫
π1(t), P22(t) =

∫
π2(t), P23(t) =

∫
π3(t)

P31(t) =
∫ (2)

π1(t), P32(t) =
∫ (2)

π2(t), P33(t) =
∫ (2)

π3(t)

and

Q1(t) = q(t), Q2(t) =
∫
q(t), Q3(t) =

∫ (2)

q(t).

11We have denoted by
∫ (α) φ(t) the quantity

∫ t
0

∫ β1
0

∫ β2
0

· · · ∫ βα−1
0 φ(βα)dβα · · ·dβ2dβ1. Moreover,

∫ (1) φ(t) =
∫

φ(t) =∫ t
0 φ(β1)dβ1.
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3.3.2. A certainty equivalence GPI controller

Following [12] integral reconstructors of derivatives of the filtered output yf are given by

syf = −
[
(2ζωn + a)yf + (ω2

n + 2aζωn + b)s−1yf + (aω2
n + 2bζωn)s−2yf + bω2

ns
−3yf

]
+ cω2

ns
−3u

s2yf = −
[
(2ζωn + a)syf + (ω2

n + 2aζωn + b)yf + (aω2
n + 2bζωn)s−1yf + bω2

ns
−2yf

]
+ cω2

ns
−2u

s3yf = −
[
(2ζωn + a)s2yf + (ω2

n + 2aζωn + b)syf + (aω2
n + 2bζωn)yf + bω2

ns
−1yf

]
+ cω2

ns
−1u. (3.10)

Define the following generalized proportional integral, or GPI, controller [12], which is of course independent
of A0

u =
1
ω2

nc

{
(2ζωn + a)s3yf + (ω2

n + 2aζωn + b)s2yf + (aω2
n + 2bζωn)syf

+bω2
nyf + s4y∗f − k3(s3yf − s3y∗f)− k2(s2yf − s2y∗f )− k1(syf − sy∗f)− k0(yf − y∗f ) + ξ

}
(3.11)

with
ξ = −

[
k−1s

−1 + k−2s
−2 + k−3s

−3 + k−4s
−4
]
ef (3.12)

and ef = yf − y∗f . The closed loop system tracking error satisfies[
s8 + k3s

7 + k2s
6 + k1s

5 + k0s
4 + k−1s

3 + k−2s
2 + k−3s+ k−4

]
ef = 0. (3.13)

An asymptotically exponentially stable behaviour is obtained for the tracking error ef by choosing the design
coefficients k3, k2, . . . , k−2, k−3 so that the corresponding characteristic polynomial is Hurwitz.

3.3.3. Simulation results

Simulations were performed for an unstable system (3.5), with

a = −1, b = −2, c = 1, A0 = 0.5.

The second order low pass filter was characterised by the parameters

ζ = 0.8, ωn = 1.

The desired trajectory, y∗, for the rest-to-rest maneuver on the system output y was set to be an interpolating
polynomial function, of Bézier type, of the following form

y∗(t) = yinit(t0) + (yfinal(T )− yinitial(t0))ψ(t, t0, T )

where ψ(t, t0, T ) smoothly interpolates between the values 0 and 1:

ψ(t, t0, T ) = ∆8
[
r1 − r2∆2 + · · · − r8∆7 + r9∆8

]
with ∆ = (t− t0)/(T − t0) and,

r1 = 12 870, r2 = 91 520, r3 = 288 288, r4 = 524 160,
r5 = 600 600, r6 = 443 520, r7 = 205 920, r8 = 54 912, r9 = 6435.
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Figure 4. Closed loop trajectory tracking response of second order unstable system depicting
the unknown parameters identification.

The initial and final values of the desired transfer, for the output variable y, and the required finite time interval
for accomplishing the desired maneuver were defined by

yinit(t0) = 0, yfinal(T ) = 2, t0 = 10, T = 15.

In order to test the response of the designed control system to external high-frequency perturbations, set $ =
A1 cos(ωt), with A1 = 1.5, ω = 10 [rad/s]. The closed loop poles for the 8th-order characteristic polynomial
were all set to −3.

Figure 4 shows the obtained digital computer simulations depicting closed loop performance of the proposed
certainty equivalence controller (3.10–3.12). The parameters ae and be were arbitrarily initialized to be zero
while the proposed identifier computed the actual value of the parameters on the basis of on-line gathered data.
In order to avoid divisions by zero, the estimated parameter ce was arbitrary initialized to the value of 0.5.

3.4. The heat exchanger

Consider with [14] the following simple model of a heat exchanger

Vc
dTc

dt
= fc (Tci − Tc) + β (Th − Tc)

Vh
dTh

dt
= fh (Thi − Th)− β (Th − Tc) (3.14)

Tci is the cold water inflow temperature acting as an input; Thi is the hot water inflow temperature acting as a
second input to the system; Tc is the cold water outlet temperature while Th is the hot water outlet temperature.
The parameters fc, fh represent the volumetric input flows which are assumed to be constant.
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Let the volumetric input flows be equal, i.e., fc = fh = f and take the inflow temperatures as control inputs,
Tci = u1, Thi = u2. We have,

ẋ =

 −f + β

Vc

β

Vc

β

Vh
−f + β

Vh

x+


f

Vc
0

0
f

Vh

u (3.15)

x =
[
Tc

Th

]
, u =

[
u1

u2

]
·

We also let Vc = Vh = V and denote a = f+β
V , b = β

V and c = f
V . The system output vector, denoted by y,

consists of the states x1 and x2. We include external constant perturbation inputs of unknown values, denoted
by ξ1 and ξ2, to the cold and hot water temperature dynamics, respectively. We, thus, have the following model:

ẋ =
[
−a b
b −a

]
x+

[
c 0
0 c

]
u+

[
ξ1
ξ2

]
y1 = x1

y2 = x2. (3.16)

3.4.1. An on-line identifier

Taking derivatives twice with respect to s in

s2y1 − sy1(0) + asy1 = bsy2 + csu1 + ξ1

s2y2 − sy2(0) + asy2 = bsy1 + csu2 + ξ2

permits to eliminate the perturbations and the initial conditions:

s2
d2y1
ds2

+ 4s
dy1
ds

+ 2y1 + a

[
s
d2y1
ds2

+ 2
dy1
ds

]
− b

[
s
d2y2
ds2

+ 2
dy2
ds

]
= c

[
s
d2u1

ds2
+ 2

du1

ds

]
s2

d2y2
ds2

+ 4s
dy2
ds

+ 2y2 + a

[
s
d2y2
ds2

+ 2
dy2
ds

]
− b

[
s
d2y1
ds2

+ 2
dy1
ds

]
= c

[
s
d2u2

ds2
+ 2

du2

ds

]
·

We obtain

π11(t)a+ π12(t)b+ π13(t)c = q1(t)

π21(t)a+ π22(t)b+ π23(t)c = q2(t) (3.17)
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with

π11(t) =
∫
t2y1 − 2

∫ ∫
ty1

π12(t) = −
∫
t2y2 + 2

∫ ∫
ty2

π13(t) = −
∫
t2u1 + 2

∫ ∫
tu1

q1(t) = −t2y1 + 4
∫
ty1 − 2

∫ ∫
y1

π21(t) =
∫
t2y2 − 2

∫ ∫
ty2

π22(t) = −
∫
t2y1 + 2

∫ ∫
ty1

π23(t) = −
∫
t2u2 + 2

∫ ∫
tu2

q2(t) = −t2y2 + 4
∫
ty2 − 2

∫ ∫
y2.

A possible choice to complete a system of equations for the unknown parameters a, b and c, which we now
denote by ae, be and ce respectively, is obtained by considering the integral of any one of the two equations
in (3.17). We obtain the linear system


P11(t) P12(t) P13(t)

P21(t) P22(t) P23(t)

P31(t) P32(t) P33(t)



ae

be

ce

 =


Q1(t)

Q2(t)

Q3(t)


with

P11(t) = π11(t), P12(t) = π2(t), P13(t) = π13(t), Q1(t) = q1(t)

P21(t) =
∫
π11(t), P22(t) =

∫
π12(t), P23(t) =

∫
π13(t),

Q2(t) =
∫
q1(t)

P31(t) = π21(t), P32(t) = π22(t), P33(t) = π23(t), Q3(t) = q2(t).

3.4.2. A certainty equivalence controller

The estimated values of the system parameters are used in the proposed multivariable GPI controller:

u1 =
1
ce

[
aey1 − bey2 + ẋ∗1(t)− k21(y1 − x∗1(t))− k11

∫ t

0

(y1(σ)− x∗1(σ))dσ
]

u2 =
1
ce

[
aey2 − bey1 + ẋ∗2(t)− k22(y2 − x∗2(t))− k12

∫ t

0

(y2(σ)− x∗2(σ))dσ
]
. (3.18)
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Figure 5. Heat exchanger closed loop tracking responses with parameter identification.

3.5. Simulation results

The heat exchanger data provided in [14] was used for simulation purposes

a = 0.21, b = 0.2, c = 0.01

with the constant perturbation parameters set to be

ξ1 = 0.2 ξ2 = 0.2.

A tracking maneuver, entitling a set point change, from equilibrium to equilibrium, was set for the cold and hot
water temperature variables x1 and x2. The simulations in Figure 5 depict a smooth transfer between an initial
condition x(t0) = (40, 40) at time t0 = 10 min and a final desired state x(T ) = (50, 52) at time T = 60 min.
The system parameters ae and be were arbitrarily set to be 0.1 while, to avoid divisions by zero, the value for ce
was set to be 0.05, at the beginning of the computations. Once stable values of the parameter estimations were
obtained, these were replaced on the certainty equivalence controller (3.18).

The authors would like to thank P. Rouchon and J. Rudolph for most helpful comments.
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[2] K.J. Åstrom and B. Wittenmark, Adaptive Control, 2nd Ed. Addison-Wesley (1995).
[3] A. Buium, Differential Algebra and Diophantine Geometry. Hermann (1994).
[4] R.R. Bitmead, M. Gevers and V. Wertz, Adaptive Optimal Control: The Thinking Man’s GPC. Prentice Hall (1990).
[5] P. Caines, Linear Stochastic Systems. Wiley (1988).

[6] S. Diop and M. Fliess, On nonlinear observability, in Proc. 1st Europ. Control Conf., edited by C. Commault, D. Normand–
Cyrot, J.M. Dion, L. Dugard, M. Fliess, A. Titli, G. Cohen, A. Benveniste and I.D. Landau. Hermès (1991) 152-157.

[7] S. Diop and M. Fliess, Nonlinear observability, identifiability and persistent trajectories, in Proc. 36th IEEE Conf. Decision
Control. Brighton (1991) 714-719.

[8] G. Doetsch, Theorie und Anwendung der Laplace-Transformation. Springer (1937).
[9] M. Fliess, Reversible linear and nonlinear discrete-time dynamics, IEEE Trans. Automat. Control 37 (1992) 1144-1153.

[10] M. Fliess and R. Marquez, Continuous-time linear predictive control and flatness: A module-theoretic setting with examples.
Int. J. Control 73 (2000) 606-623.



168 M. FLIESS AND H. SIRA–RAMÍREZ
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