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HOMOGENEITY RESULTS FOR INVARIANT
DISTRIBUTIONS OF A REDUCTIVEp-ADIC GROUP✩

BY STEPHEN DEBACKER

ABSTRACT. – Letk denote a complete nonarchimedean local field with finite residue field. LetG be the
group ofk-rational points of a connected reductive linear algebraic group defined overk. Subject to some
conditions, we establish a range of validity for the Harish-Chandra–Howe local expansion for characters of
admissible irreducible representations ofG. Subject to some restrictions, we also verify two analogues of
this result.

 2002 Éditions scientifiques et médicales Elsevier SAS

RÉSUMÉ. – Soitk un corps local non archimédien de corps résiduel fini. SoitG le groupe des points
k-rationnels d’un groupe algébrique linéaire réductif connexe défini surk. Sous certaines conditions,
nous établissons le domaine de validité pour le développement local de Harish-Chandra–Howe pour les
caractères des représentations irréductibles admissibles deG. Nous vérifions également deux analogues de
ce résultat.

 2002 Éditions scientifiques et médicales Elsevier SAS

Introduction

Let k be a field with nontrivial discrete valuation and residue fieldf. We suppose thatk is
complete andf is finite. Suppose thatG is the group ofk-rational points of a reductive connected
linear algebraic group defined overk. Let g denote the Lie algebra ofG.

In this paper we prove homogeneity results forG-invariant distributions onG and g.
All of these results have their origins in a conjecture of Thomas Hales, Allen Moy, and
Gopal Prasad [21, §1]; we now discuss this conjecture and the results of this paper.

Homogeneity for characters

Suppose that(π,V ) is an irreducible admissible representation ofG. We first recall some facts
about the character of(π,V ).

Let C∞
c (G) denote the space of complex-valued, locally constant, compactly supported

functions onG. Let dg denote a Haar measure onG. Forf ∈ C∞
c (G) we define the finite-rank

operatorπ(f) :V → V by

π(f)v =
∫
G

f(g) · π(g)v dg
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for v ∈ V . In [14] Harish-Chandra shows that thecharacter distribution

Θπ :C∞
c (G)→ C

which sendsf ∈ C∞
c (G) to tr(π(f)) is represented onGreg, the set of regular semisimple

elements inG, by a function which is locally constant onGreg. We abuse notation and denote
by Θπ both the character distribution and the function which represents it. Thus we have, for all
f ∈C∞

c (Greg),

Θπ(f) =
∫
G

f(g) ·Θπ(g)dg.

Suppose that eitherG= GLn(k) or k has characteristic zero. Suppose we have a reasonable
map ϕ from g to G in a neighborhood of zero. (Ifk has characteristic zero, then the
exponential map will do.) Howe [15] and Harish-Chandra [13] showed that in a sufficiently
small neighborhood of zero we have a local expansion for the characterΘπ . That is, for all
regular semisimpleX in g sufficiently close to zero, we have the asymptotic expansion

Θπ

(
ϕ(X)

)
=

∑
O∈O(0)

cO(π) · µ̂O(X).

This expression is referred to as the Harish-Chandra–Howe local expansion. HereO(0) is the set
of nilpotent orbits, thecO(π) are complex-valued constants which depend on our orbitO and
our representation(π,V ), and theµ̂Os are functions on the Lie algebra which are determined
by O. In other words, sufficiently near the identity, a character is given by a linear combination
of functions ong, and these functions are independent of our representation.

Let G again denote the group ofk-rational points of an arbitrary connected reductive group
defined overk. The conjecture of Hales, Moy, and Prasad defines a region on which the Harish-
Chandra–Howe local expansion ought to be valid. This predicted region depends on a rational
number which Moy and Prasad [21] callρ(π), the depth of(π,V ). For example, if(π,V ) has a
non-trivial Iwahori-fixed vector, thenρ(π) = 0.

CONJECTURE 1 (Hales–Moy–Prasad). –If (π,V ) is an irreducible, admissible represen-
tation of G, then the Harish-Chandra–Howe local character expansion of(π,V ) is valid on
Gρ(π)+ ∩Greg.

The setGρ(π)+ is a G-invariant, open, closed subset ofG. For example, ifρ(π) = 0, then
Gρ(π)+ is often referred to as the set of topologically unipotent elements inG.

In two remarkable papers [25,28], J.-L. Waldspurger proves this conjecture for integral depth
representations of “classical unramified groups” (with some hypotheses onG andk); many of
the techniques I use were inspired by (or borrowed from) Waldspurger’s work. Additionally,
Conjecture 1 is known to be true forGL2(k) [18], GL3(k) [10], and the groupsSL2(k) [23],
GSp4(k) [8], andSp4(k) [8] whenk has odd residual characteristic.

One difficulty with Conjecture 1 is that it assumes the existence of a reasonableG-equivariant
map fromgreg, the set of regular semisimple elements ing, toGreg on a rather large domain; such
a map is not known to exist in general. (See Hypothesis 3.2.1 and the discussion following it.)
Another difficulty with this conjecture is that it assumes that the functionsµ̂O can be defined.
In Theorem 3.5.2 we verify Conjecture 1 subject to the existence of a reasonable map and some
additional conditions.
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INVARIANT DISTRIBUTIONS OF A REDUCTIVEp-ADIC GROUP 393

Two analogues of Conjecture 1

In order to state these analogues, we must first recall some facts about the Moy–Prasad
filtrations.

Let B(G) denote the reduced Bruhat–Tits building ofG. To eachx ∈ B(G) and eachr ∈ R,
Moy and Prasad [19,21] associate a latticegx,r in g. Similarly, if r ∈ R�0, then Moy and Prasad
define an open compact subgroupGx,r of (the stabilizer ofx in) G. Without further comment,
we will assume thatr ∈ R (respectively,r ∈ R�0) when we discuss objects ing (respectively,
objects inG).

Fix r ∈ R. We define

gr :=
⋃

x∈B(G)

gx,r and Gr :=
⋃

x∈B(G)

Gx,r.

These objects have been studied in [2,10,12]. We recall that ifN denotes the set of nilpotent
elements ing andU denotes the set of unipotent elements inG, then we have [2]

gr =
⋂

x∈B(G)

gx,r +N and Gr =
⋂

x∈B(G)

Gx,r · U .

Consequently,gr (respectively,Gr) is aG-domain; that is, it is aG-invariant, open, and closed
subset ofg (respectively,G).

We define the subspaceHr of C∞
c (G) by

Hr :=
∑

x∈B(G)

Cc(G/Gx,r).

We interpret the sum on the right in the following way. Iff ∈ Hr, then we can writef as a
finite sumf =

∑
i fi where eachfi is a complex-valued, compactly supported function which is

invariant under right translation byGyi,r for someyi ∈ B(G).
We let C∞

c (g) denote the space of complex-valued, compactly supported, locally constant
functions ong. We define the subspaceDr of C∞

c (g) by

Dr :=
∑

x∈B(G)

Cc(g/gx,r).

We interpret the sum on the right as above; iff ∈ Dr , then we can writef as a finite sum
f =

∑
i fi where eachfi is a complex-valued, compactly supported function which is invariant

under translation bygyi,r for someyi ∈ B(G).
A distribution onG is a complex-valued, linear function onC∞

c (G). For g, h ∈ G, we let
gh= ghg−1. If f ∈C∞

c (G) andg ∈G, we definefg ∈C∞
c (G) by

fg(h) = f
(
gh

)
for h ∈G. If T is a distribution onG andg ∈G, then the distributiongT is defined by

gT (f) = T
(
fg

)
for f ∈ C∞

c (G). The distributionT is said to beG-invariant if gT = T for all g ∈ G. We let
J(G) denote the set ofG-invariant distributions onG.
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Forg we defineJ(g), the space ofG-invariant distributions ong, in an analogous fashion.
Let J(gr) denote the space ofG-invariant distributions ong with support ingr. Let J(N )

denote the space ofG-invariant distributions ong with support inN . If T is a distribution ong,
then we letresDrT denote the restriction ofT to Dr.

If r ∈ Z, then a variant of Conjecture 2 (which is our first analogue of Conjecture 1) has been
stated by Waldspurger [28, §I.2].

CONJECTURE 2. – If r ∈ R, then

resDrJ(gr) = resDrJ(N ).

In the stunning paper [28], Waldspurger proved this conjecture for “classical unramified
groups” withr ∈ Z (and some hypotheses onG andk). For the groupGLn(k) andr ∈ Z + 1

n ,
it is verified in [9]. Additionally, it is known to be true for the groupsSL2(k), GSp4(k), and
Sp4(k) when the residual characteristic ofk is odd [8]. In Theorem 2.1.5 we prove Conjecture 2
subject to some conditions. In fact, as in [13,15,28], we prove an apparently stronger statement.

Let J(Gr) denote the space ofG-invariant distributions onG with support inGr . Let J(U)
denote the space ofG-invariant distributions onG with support inU . If T is a distribution onG,
then we letresHrT denote the restriction ofT to Hr . We now state the second analogue of
Conjecture 1.

CONJECTURE 3. – If r ∈ R�0, then

resHrJ(Gr) = resHrJ(U).

In the case whenr = 0, Waldspurger [27] has a conjecture describing the dimension of
resH0J(U). In Section 4.2, we show that there is a dual basis forresHrJ(Gr) consisting of
functions having support inG0. If r > 0, then in Theorem 4.1.4 we prove Conjecture 3 subject
to some conditions.

Remark. – There is no difficulty in extending the main results of this paper to the case whereG
is disconnected; we refer the reader to [7] and [11] for the appropriate definitions in this setting.

1. Notation

In addition to the notation introduced in the introduction, we will require the following.

1.1. Basic notation

We letν denote our discrete valuation onk, and we suppose thatf has characteristicp. Denote
the ring of integers ofk by R and the prime ideal by℘. Fix a uniformizing element�. LetΛ be
a fixed complex-valued additive character onk+ which is nontrivial onR and trivial on℘.

Let K be a fixed maximal unramified extension ofk.
Let G be a connected, reductive, linear algebraic group defined overk. We letG = G(k),

the group ofk-rational points ofG. We denote byg the Lie algebra ofG. We letg = g(k), the
vector space ofk-rational points ofg. Let [ , ] denote the Lie bracket operation forg.

Let L be the minimal Galois extension ofK such thatG is L-split. As in [19] we define
 = [L :K]. We also denote byν the unique extension ofν to any algebraic extension ofk. As
in [19], we normalizeν by requiringν(L×) = Z.

If g, h ∈G, thengh= ghg−1. If S ⊂G, then we letGS denote the set{gs | g ∈G ands ∈ S}.
If h ∈G, then we writeGh for G{h}, theG-orbit of h. If g ∈G andX ∈ g, thengX =Ad(g)X .
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INVARIANT DISTRIBUTIONS OF A REDUCTIVEp-ADIC GROUP 395

If S ⊂ g, then we letGS denote the set{gX | g ∈G andX ∈ S}. If X ∈ g, then we writeGX
for G{X}, theG-orbit of X .

An elementX ∈ g is called nilpotent provided that there existsλ ∈ Xk
∗(G) such that

limt→0
λ(t)X = 0. Let N denote the set of nilpotent elements ing and letO(0) denote the set

of nilpotentG-orbits ing. We say thath ∈G is unipotentprovided that there existsλ ∈Xk
∗(G)

such thatlimt→0
λ(t)h= 1. LetU denote the set of unipotent elements inG.

Let n denote the rank ofG. We say that an elementg ∈ G is regular semisimpleif the
coefficient of tn in det(t − 1 + Ad(g)) is nonzero. We letGreg denote the set of regular
semisimple elements inG. Similarly, we say that an elementX ∈ g is regular semisimpleif the
coefficient oftn in det(t− ad(X)) is nonzero. We letgreg denote the set of regular semisimple
elements ing.

If a groupH acts on a setS, thenSH denotes the set ofH-fixed points ofS.
If S is a set, then we let|S| denote the cardinality ofS.
For a subsetS of g (respectively,G) we let [S] denote the characteristic function ofS on g

(respectively,G).

1.2. Apartments, buildings, and associated notation

Let B(G) = B(G, k) denote the reduced Bruhat–Tits building ofG.
We let dist :B(G) × B(G) → R�0 denote a (nontrivial)G-invariant distance function as

discussed in [24, §2.3]. Forx, y ∈ B(G), let [x, y] denote the geodesic inB(G) from x to y
and let(x, y] denote[x, y]� {x}. We define(x, y) and[x, y) similarly.

ForΩ⊂B(G), we letstabG(Ω) denote the stabilizer ofΩ in G.
Given a maximalk-split torusS we have the torusS = S(k) in G and the corresponding

apartmentA(S) =A(S, k) in B(G).
We letΦ(S) = Φ(S, k) = Φ(A) denote the set of roots ofG with respect tok andS; we denote

byΨ(S) =Ψ(A) = Ψ(S, k) = Ψ(S, k, ν) the set of affine roots ofG with respect tok,S, andν.
If ψ ∈Ψ(A), thenψ̇ ∈Φ(A) denotes the gradient ofψ.

For ψ ∈ Ψ(A), let Uψ and U+
ψ := Uψ+ denote the corresponding subgroups of the root

groupUψ̇ (see [21, §2.4 and §3.1]).

1.3. The Moy–Prasad filtrations ofg

We will require a basic understanding of the “root decomposition” of the latticesgx,r; however,
we will not repeat the definition of thegx,r (see, [19,21]).

Suppose thatS is a maximalk-split torus. Forψ ∈ Ψ(A(S, k)), we can define a latticegψ
in the root spacegψ̇ of g. Let m denote the Lie algebra of thek-Levi subgroupCG(S). Let
m =m(k). Fix r ∈ R. Forx ∈A(S, k), let mr = m∩ gx,r. The latticemr ⊂ m is independent of
the choice ofx ∈A(S, k). If x ∈A(S, k), then

gx,r = mr +
∑

ψ∈Ψ(S,k); ψ(x)�r

gψ.

We definegx,r+ :=
⋃

s>r gx,s. For X ∈ g and x ∈ B(G) we let dx(X) denote the depth
of X in the x-filtration, that is,dx(X) = t wheret ∈ R is the unique real number such that
X ∈ gx,t � gx,t+ .

Remark1.3.1. – The function(x,X) → dx(X) is continuous in the variablex and locally
constant in the variableX . In fact, it follows from the root decomposition of the Moy–Prasad
filtration lattices that the function(x,X) → dx(X) satisfies a very strong version of uniform
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continuity in the variablex. Namely, for all ε > 0, there exists aδ > 0 such that for all
x, y ∈ B(G) and allX ∈ g we have

if dist(x, y)< δ, then|dx(X)− dy(X)|< ε.

We also definegr+ :=
⋃

s>r gs. We have

gr+ =
⋃

x∈B(G)

gx,r+ .

1.4. The Moy–Prasad filtrations ofG

Forx ∈ B(G), we will denote the parahoric subgroup attached tox by Gx (=Gx,0), and we
denote its pro-unipotent radical byG+

x (=Gx,0+ ). Note that bothGx andG+
x depend only on the

facet ofB(G) to whichx belongs. IfF is a facet inB(G) andx ∈ F , then we defineGF =Gx

andG+
F =G+

x .
For x ∈ B(G) the quotientGx/G

+
x is the group off-rational points of a connected reductive

groupGx defined overf. We letZx denote thef-split torus in the center ofGx corresponding to
the maximalk-split torus in the center ofG.

We defineGx,r+ :=
⋃

s>r Gx,s andGr+ :=
⋃

s>r Gs. We have

Gr+ =
⋃

x∈B(G)

Gx,r+ .

1.5. Generalizedr-facets

Supposer ∈ R. In this subsection we recall the definition of generalizedr-facets and some of
their properties. These were originally developed in [11, §3.2] for the Lie algebra.

DEFINITION 1.5.1. – Forx ∈ B(G), define

F ∗(x) :=
{
y ∈ B(G) | gx,r = gy,r andgx,r+ = gy,r+

}
.

Remark1.5.2. – Alternatively, we can defineF ∗(x) by

F ∗(x) =
{
y ∈ B(G) |Gx,|r| =Gy,|r| andGx,|r|+ =Gy,|r|+

}
.

DEFINITION 1.5.3. –

F(r) := {F ∗(x) | x ∈ B(G)}.
Example1.5.4. – The setF(0) is the set of all facets inB(G).

An element ofF(r) is called ageneralizedr-facet.

DEFINITION 1.5.5. – SupposeF ∗ ∈ F(r). Fix x ∈ F ∗. Define

gF∗ := gx,r and g
+
F∗ := gx,r+,

GF∗ :=Gx,|r| and G+
F∗ :=Gx,|r|+ ,

gF∗,−r = gx,−r and VF∗ := gx,r/gx,r+.
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INVARIANT DISTRIBUTIONS OF A REDUCTIVEp-ADIC GROUP 397

We recall some of the basic properties of generalizedr-facets.

Remark1.5.6. – SupposeF ∗
1 , F ∗

2 ∈ F(r).
1. From [11, Lemma 3.2.8] we have

NG(GF∗
1
) ∩NG(G+

F∗
1
) = stabG(F ∗

1 )

and

NG(gF∗
1
)∩NG(g+

F∗
1
) = stabG(F ∗

1 ).

2. If F ∗
1 ∩F ∗

2 �= ∅, then from [11, Lemma 3.2.15] we haveF ∗
1 ⊂ F ∗

2 .
3. If F ∗

1 ⊂ F ∗
2 , then from [11, Lemma 3.2.17] there exists anx2 ∈ F ∗

2 such that

Gx2 ⊂ stabG(F ∗
1 ).

4. If F ∗
1 ⊂ F ∗

2 , then from [11, Corollary 3.2.19] we have

g
+
F∗

1
⊂ g

+
F∗

2
⊂ gF∗

2
⊂ gF∗

1
and G+

F∗
1
⊂G+

F∗
2
⊂GF∗

2
⊂GF∗

1
.

SupposeF ∗ ∈ F(r) andA is an apartment inB(G) such thatF ∗ ∩ A �= ∅. Let A(A, F ∗)
denote the smallest affine subspace ofA containingF ∗∩A. From [11, Corollary 3.2.14] we have
thatdimA(A, F ∗) is independent of the apartmentA. That is, ifA′ is another apartment such
thatA′ ∩ F ∗ �= ∅, thendimA(A′, F ∗) = dimA(A, F ∗). Consequently, the following definition
makes sense.

DEFINITION 1.5.7. – IfF ∗ ∈ F(r) andA is an apartment inB(G) such thatA∩F ∗ �= ∅, then

dimF ∗ := dimA(A, F ∗).

Remark1.5.8. – IfF ∗
1 , F ∗

2 ∈F(r) andF ∗
1 ⊂ F ∗

2 , thendimF ∗
1 � dimF ∗

2 with equality if and
only if F ∗

1 = F ∗
2 .

2. A proof of Conjecture 2

Fix r ∈ R. Subject to some conditions, in this section we prove Conjecture 2.

2.1. An extension of Conjecture 2

Before stating the extension of Conjecture 2, we require a few additional definitions.

DEFINITION 2.1.1. – Supposex ∈ B(G) ands � r. Define

J̃x,s,r+ :=
{
T ∈ J(g) | for f ∈C(gx,s/gx,r+) if supp(f)∩ (N + gx,s+) = ∅,

thenT (f) = 0
}
.

Remark2.1.2. – Supposes � r. Since

gr+ ⊂ gx,r+ +N ⊂ gx,s+ +N ,

it follows thatJ(gr+)⊂ J̃x,s,r+ .
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DEFINITION 2.1.3. –

J̃r+ :=
⋂

x∈B(G)

⋂
s�r

J̃x,s,r+ .

The sums in the definitions below should be interpreted as in the introduction.

DEFINITION 2.1.4. – Define the space

Dr+ :=
∑

x∈B(G)

Cc(g/gx,r+)

and its subspace

Dr
r+ :=

∑
x∈B(G)

C(gx,r/gx,r+).

We can now state an extension of Conjecture 2.

THEOREM 2.1.5. – Suppose that all the hypotheses of Section2.2hold.
1. If T ∈ J̃r+ , then

resD
r+

T = 0 if and only if resDr
r+

T = 0.

2. We have

dimC(resDr+ J̃r+)� |O(0)|.
3. If dimC(resD

r+
J(N )) = |O(0)|, then

resDr+ J̃r+ = resDr+J(N ).

Remark2.1.6. – The condition

dimC

(
resDr+J(N )

)
= |O(0)|(1)

in Theorem 2.1.5 (3) is known to be true ifk has characteristic zero. The positive characteristic
situation is more delicate (see, for example, Corollary 3.4.6).

Remark2.1.7. – From Remark 2.1.2 we haveJ(N )⊂ J(gr+)⊂ J̃r+ . From [2] for eachr ∈ R
there exists ans ∈ R such thatDr = Ds+ and gr = gs+ . Thus, subject to the hypotheses of
Section 2.2 and condition (1), Conjecture 2 follows from Theorem 2.1.5 (3).

2.2. The hypotheses of [11, §4.2]

The hypotheses listed below place some restrictions onk andG; in particular, they are all
valid if p is larger than some constant which can be determined by examining the absolute root
datum ofG. The reader may consult [11, §4.2] for more information.

DEFINITION 2.2.1. – Forx ∈ B(G) ands ∈ R define thef-vector spaceVx,s := gx,s/gx,s+ .

Vx,s is naturally aGx/G
+
x -module.

We recall the definition of thef-Lie algebragx. Since we have fixed a uniformizer� for k,
for s ∈ R andj ∈ Z we have a natural identification ofVx,s with Vx,s+j·�. With respect to this
identification, we define

gx :=
⊕

s∈R/�·Z
Vx,s.
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Note thatdimf gx = dimk g. We define a product operation ongx in the following manner. If
Xs ∈ Vx,s andXt ∈ Vx,t, then we define[Xs,Xt] to be the image of[Xs,Xt] ∈ gx,(s+t) in
Vx,(s+t) whereXs ∈ gx,s andXt ∈ gx,t are any lifts ofXt andXs, respectively. Linearly extend
this operation to an operation ongx. With this productgx is anf-Lie algebra. Forv ∈ gx, define
ad(v) ∈ Endf(gx) by ad(v)w = [v,w] for all w ∈ gx.

HYPOTHESIS 2.2.2. – Supposex ∈ B(G). If X ∈ N ∩ (gx,r � gx,r+), then there exist
H ∈ gx,0 andY ∈ gx,−r such that

[H,X ] = 2X modgx,r+ ,

[H,Y ] =−2Y modgx,(−r)+ ,

[X,Y ] =H modgx,0+ .

If (f,h, e) denotes the image of(Y,H,X) in Vx,−r×Vx,0×Vx,r ⊂ gx, then(f,h, e) is ansl2(f)-
triple, andgx decomposes into a direct sum of irreducible(f,h, e)-modules of highest weight
at most(p − 3). Moreover, there exists̄λ ∈ X f

∗(Gx), uniquely determined up to an element of
X∗(Zx) whose differential is zero, such that the following two conditions hold.

1. The image ofdλ̄ in Lie(Gx) coincides with the one dimensional subspace spanned byh.
2. Supposei ∈ Z. For v ∈ gx

if λ̄(t)v = tiv, then|i|� (p− 3) andad(h)v = iv.

DEFINITION 2.2.3. – In the notation of Hypothesis 2.2.2, we say thatλ̄ ∈Xf
∗(Gx) is adapted

to thesl2(f)-triple obtained from the image of(Y,H,X) in Vx,−r × Vx,0 × Vx,r .

HYPOTHESIS 2.2.4. – If X ∈N , then there existsm � (p− 2) such thatad(X)m = 0.

HYPOTHESIS 2.2.5. – Choosem ∈ N such thatad(X)m = 0 for all X ∈ N . Suppose either
that k has characteristic zero or that the characteristic ofk is greater thanm. There exists a
uniqueG-equivariant mapexpt :N → U defined overk such that for allX ∈ N the adjoint
action ofexpt(X) ong is given by

m∑
i=0

(ad(X))i

i!
.

HYPOTHESIS 2.2.6. – Suppose Hypothesis2.2.5 is valid. If X ∈ N , then there exists a Lie
algebra homomorphismφ :sl2 → g defined overk such thatX = φ ( 0 1

0 0 ). Moreover, for any Lie
algebra homomorphismφ :sl2 → g defined overk such thatX = φ ( 0 1

0 0 ) there exists a group
homomorphismρφ :SL2 →G defined overk such that for allt ∈ k

1. ρφ ( 1 t
0 1 ) = expt(φ ( 0 t

0 0 )) and
2. ρφ ( 1 0

t 1 ) = expt(φ ( 0 0
t 0 )).

Finally, if φ′ :sl2 → g is another Lie algebra homomorphism defined overk such that
φ′ ( 0 1

0 0 ) =X , then there existsg ∈CG(X) such thatgφ′ = φ.

DEFINITION 2.2.7. – Givenφ :sl2 → g as in Hypothesis 2.2.6, we letλφ ∈ Xk
∗(G) denote

the one-parameter subgroup defined byλφ(t) = ρφ ( t 0
0 t−1 ).

HYPOTHESIS 2.2.8. – Supposex ∈ B(G). For all s ∈ R>0 and for all t ∈ R there exists a
mapφx :gx,s →Gx,s such that forV ∈ gx,s andW ∈ gx,t we have

φx(V )W =W + [V,W ] modgx,(s+t)+ .
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2.3. Descent and recovery

The next result may be thought of as a sharpening of [21, Proposition 6.3].

LEMMA 2.3.1. – Suppose that Hypotheses2.2.2, 2.2.4, and 2.2.8 are valid. Suppose
x∈ B(G) and s < r. Let S be a maximalk-split torus of G such thatx ∈ A(S, k). If
Z ∈ (N + gx,s+)∩ (gx,s � gx,s+), then there existX ∈ Gx(Z + gx,s+) and λ ∈ Xk

∗(S) such
that for all sufficiently smallε > 0 we have

1. X + gx,s+ ⊂ gx+ε·λ,s+ , and
2. for all Z ′ ∈ gx,s+ we have

X +Z ′ + gx+ε·λ,r+ ⊂ Gx,(r−s)(X +Z ′ + gx,r+).

Proof. –LetX ′ be any element of(Z+gx,s+)∩N . ForX ′ we chooseY ′ ∈ gx,−s, H ′ ∈ gx,0,
and λ̄′ ∈ Xf

∗(Gx) as in Hypothesis 2.2.2. There exists anh ∈ Gx such thatλ̄ := h̄λ̄′ lies
in S, the maximalf-split torus inGx corresponding toS. Let λ ∈ Xk

∗(S) be the lift of λ̄. Let
X (respectively,H , respectively,Y ) denotehX ′ (respectively,hH ′, respectively,hY ′). Let
(Ȳ , H̄, X̄) denote the image of(Y,H,X) in Vx,−s×Vx,0 ×Vx,s. The triple(Ȳ , H̄, X̄) forms an
sl2(f)-triple under the Lie algebra product inherited fromg.

Since for sufficiently smallε > 0 we havegx,s+ ⊂ gx+ε·λ,s+ , in order to establish the first
claim of the lemma it is enough to show thatX ∈ gx+ε·λ,s+ for all sufficiently smallε > 0.

Modulogx,s+ we can write

X =
∑
ψ

Xψ

where the sum is overψ ∈Ψ(S, k) such thatψ(x) = s andXψ ∈ gψ � gψ+ . Sinceλ̄ is adapted
to thesl2(f)-triple (Ȳ , H̄, X̄), from Hypothesis 2.2.2 we have〈ψ̇, λ〉= 2 for all ψ occurring in
this sum. Thus

ψ(x+ ε · λ) = ψ(x) + ε · 〈ψ̇, λ〉= s+ 2ε > s

and soX ∈ gx+ε·λ,s+ .
SinceZ ′ ∈ gx,s+ , we haveGx,(r−s)Z ′ ⊂ Z ′ + gx,r+ . Thus, from Hypothesis 2.2.8, in order to

establish the second claim of the lemma it is sufficient to show that

X + gx+ε·λ,r+ ⊂X + ad(X)(gx,r−s) + gx,r+

for all sufficiently smallε > 0. That is, we need to show that for allψ ∈ Ψ(S, k) such that
ψ(x) = r andψ(x+ ε · λ)> r, we haveX + gψ ⊂X + ad(X)(gx,r−s) modulogx,r+ .

Fix such aψ. Let i= 〈ψ̇, λ〉 ∈ Z. Sinceε · 〈ψ̇, λ〉> 0, we havei > 0. From Hypothesis 2.2.2
we havei � (p− 3).

For j ∈ Z andb∈ R define

Vx,b(j) :=
{
v ∈ Vx,b | λ̄(t)v = tj · v

}
.

Becausex ∈A(S(k)) andλ̄∈Xf
∗(S), we have

Vx,b =
∑
j

Vx,b(j).
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Define the finite dimensional(Ȳ , H̄, X̄)-module

V (r) :=
∑
j∈Z

Vx,r+sj(i+ 2j).

From Hypothesis 2.2.4 and [6, Theorem 5.4.8] the spaceV (r) is a direct sum of irreducible
(Ȳ , H̄, X̄)-modules. Consequently, sincei > 0, the map fromVx,(r−s)(i− 2) to Vx,r(i) which

sendsŪ ∈ Vx,(r−s)(i− 2) to [X,U ] ∈ Vx,r(i) is surjective. (HereU ∈ gx,(r−s) is any lift of Ū

and[X,U ] denotes the image of[X,U ] in Vx,r.)
SupposeW ∈ gψ � gψ+ . From the above paragraph there existsU ∈ gx,(r−s) such that

[X,U ] =W modulogx,r+ . ✷
2.4. A proof of Theorem 2.1.5 (1)

In this subsection we begin our proof of Theorem 2.1.5.

A proof of Theorem 2.1.5 (1). –Fix T ∈ J̃r+ .
“⇒”: SinceDr

r+ is a subspace ofDr+ , this implication follows.
“⇐”: Fix f ∈ Dr+ . We will show thatT (f) depends only onresDr

r+
T . SinceT is linear,

we may assume thatf ∈ Cc(g/g+
F∗) for some generalizedr-facetF ∗ in F(r). Write f as a

finite sum of characteristic functions of cosets ing/g+
F∗ . Again using the linearity ofT , we may

assume thatf = [Z + g
+
F∗ ] for someZ ∈ g. Without loss of generality, we assumeZ /∈ gF∗ .

DefinemZ :B(G) → R in the following manner. Forw ∈ B(G), we letmZ(w) = t where
Z ∈ gw,t�gw,t+ . The functionmZ is continuous. SinceF ∗ is compact,mZ attains its maximum
onF ∗. Thus, there exists ∈ R andy ∈ F ∗ such that

s=mZ(y)� mZ(w)

for all w ∈ F ∗.
Suppose first thats= r. Sincey ∈ F ∗, from Remark 1.5.6 we havegy,r+ ⊂ g

+
F∗ ⊂ gF∗ ⊂ gy,r.

Therefore

T ([Z + g
+
F∗ ]) =

∑
ᾱ∈g

+
F∗/gy,r+

T ([Z + α+ gy,r+ ]).(2)

Since for allα ∈ g
+
F∗ we have[Z + α+ gy,r+ ] ∈C(gy,r/gy,r+)⊂Dr

r+ , the assertion is proved
in this case.

Now suppose thats < r. LetF ∗
y denote the generalizedr-facet containingy. SinceF ∗

y ⊂ F ∗,
we haveg

+
F∗ ⊂ gF∗

y
⊂ gz,r ⊂ gz,s+ for all z ∈ F ∗

y . Thus, we havemZ+Z′(z) = mZ(z) for

all z ∈ F ∗
y and for all Z ′ ∈ g

+
F∗ . By using a reduction as in equation (2) and the fact that

g
+
F∗ ⊂ gy,r ⊂ gy,s+ , we may assume thaty ∈ F ∗.
SinceT ∈ J̃r+ ⊂ J̃y,s,r+ , we have thatT ([Z + g

+
F∗ ]) = 0 unlessZ ∈ N + gy,s+ . We may

therefore assume thatZ ∈ (N + gy,s+) ∩ (gy,s � gy,s+). Let S be a maximalk-split torus such
thaty ∈ A(S, k). From Lemma 2.3.1 there existX ∈ Gy(Z + gy,s+) andλ ∈ Xk

∗(S) such that
for all sufficiently smallε > 0 we have

X + gy,s+ ⊂ gy+ε·λ,s+ ,(3)
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and for allZ ′ ∈ gy,s+ we have

X +Z ′ + gy+ε·λ,r+ ⊂ Gy,(r−s)(X +Z ′ + gy,r+).(4)

Fix ε > 0 so that (3) and (4) are valid. Note that as a consequence of (3) we have
gy,s+ ⊂ gy+ε·λ,s+ . Letx= y+ ε · λ ∈A(S, k). Fix h ∈Gy andZ ′ ∈ gy,s+ such that

X = hZ −Z ′.

Let

a := {gX −X | ḡ ∈Gy,(r−s)/Gy,(r−s)+}+ gy,r+ .

We havea ⊂ gy,r ⊂ gy,s+ , and from (4) we havegx,r+ ⊂ a. TheG-invariance ofT implies that

T ([Z + g
+
F∗ ]) = T ([X +Z ′ + gy,r+ ])

= const ·
∑

ḡ∈Gy,(r−s)/Gy,(r−s)+

T ([gX +Z ′ + gy,r+ ])

= const · T ([X +Z ′ + a])

= const ·
∑

ᾱ∈a/gx,r+

T ([X +Z ′ + α+ gx,r+ ]).

For allα ∈ a we have[X +Z ′ +α+ gx,r+ ] ∈C(gx,s+/gx,r+).
If gx,s+ = gx,r, then we are finished. Otherwise, we claim that we can iteratively apply the

above process to write

T ([Z + g
+
F∗ ]) =

∑
m∈M

c(m) · T ([m+ gym,r+ ])

with M a finite subset ofg, c(m) ∈ Q for all m ∈ M, ym ∈ B(G) for all m ∈ M, and
[m + gym,r+ ] ∈ C(gym,r/gym,r+) for all m ∈ M. Suppose we cannot do this. In this case
there exists an infinite sequence of quadruples(mi, F

∗
i , yi, si) ∈ g × F(r) × B(G) × R with

s1 < s2 < · · · < r, yi ∈ F ∗
i , mi ∈ gyi,si ∩ (N + gyi,s

+
i
), andmi /∈ gw,s+

i
for all w ∈ F ∗

i . By

choosing a subsequence and using the action ofG on g, B(G), andF(r), we may assume
thatF ∗

i = F ∗ for all i and someF ∗ ∈ F(r). SinceF ∗ is compact, by choosing a subsequence
of {(mi, F

∗, yi, si)} we may assume that theyi converge toy ∈ F ∗. For eachi ∈ N, define
ti ∈ R by mi ∈ gy,ti � gy,t+

i
. The set{ti} is finite. Thus, by choosing a subsequence of

{(mi, F
∗, yi, si)}, we may assume that there exists at ∈ R such thatmi ∈ gy,t � gy,t+ for

all i ∈ N. Sinceyi → y, it follows from Remark 1.3.1 that for allc > 0, there exists anIc ∈ N
such that for alli � Ic

|si − t|< c.

Sincesi � t for all i ∈ N, this contradicts the fact that{si} is a strictly increasing sequence.✷
2.5. Some comments on nilpotent orbits

We suppose that all the hypotheses of Section 2.2 hold.
SupposeO1,O2 ∈ O(0). We will write O1 � O2 provided thatO1 ⊂ O2. We will write

O1 <O2 provided thatO1 � O2 andO1 �=O2. This defines a partial order onO(0).
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DEFINITION 2.5.1. –

Ir :=
{
(F ∗, v) | F ∗ ∈F(r) andv ∈ VF∗

}
.

Suppose(F ∗, v) ∈ Ir . If X ∈ gF∗ has imagev ∈ VF∗ , then we will write [(F ∗, v)] for the
characteristic function of the cosetX + g

+
F∗ .

We now introduce a relation onIr . Recall that forF ∗ ∈ F(r) andA an apartment inB(G)
such thatF ∗ ∩A �= ∅, we letA(A, F ∗) denote the smallest affine subspace ofA which contains
F ∗ ∩A. SupposeF ∗

1 , F ∗
2 ∈ F(r) andA is an apartment inB(G) such that

∅ �=A(A, F ∗
1 ) =A(A, F ∗

2 ).

ThengF∗
1
∩ gF∗

2
maps ontoVF∗

i
with kernelg+

F∗
1
∩ g

+
F∗

2
. This gives us a natural identification

of VF∗
1

with VF∗
2

which we denote byVF∗
1

i= VF∗
2

.

DEFINITION 2.5.2. – For(F ∗
1 , v1) and (F ∗

2 , v2) in Ir we write (F ∗
1 , v1) ∼ (F ∗

2 , v2) if and
only if there exist ag ∈G and an apartmentA in B(G) such that

1. ∅ �=A(A, F ∗
1 ) =A(A, gF ∗

2 ), and

2. gv2
i= v1 in VgF∗

2

i= VF∗
1

.

HeregF ∗
2 is the image ofF ∗

2 under the action ofg onB(G), andgv2 is the image ofgZ in VgF∗
2

whereZ ∈ gF∗
2

is any lift of v2.
The setIr is too large. SupposeF ∗ ∈ F(r). Recall that an elemente ∈ VF∗ is degenerateif

and only if there exists a liftE ∈ gF∗ of e such thatE ∈N .

DEFINITION 2.5.3. –

Inr :=
{
(F ∗, v) ∈ Ir | v is a degenerate element ofVF∗

}
.

Remark2.5.4. – Suppose that all of the hypotheses of Section 2.2 are valid. From [11, §5.3]
we associate to each(F ∗, e) ∈ Inr a nilpotent orbitO(F ∗, e) with the following property: there
existsX ∈ gF∗ ∩O(F ∗, e) such that

1. the image ofX in VF∗ is e,
2. for allO ∈O(0) such thatO ∩ (X + g

+
F∗) �= ∅ we haveGX =O(F ∗, e)� O, and

3. for all x∈ F ∗ we have [11, Corollary 5.2.3]O(F ∗, e)∩ (X + g
+
F∗) = G+

xX .

Example2.5.5. – Suppose(F ∗, e) ∈ Inr ande is trivial. In this case we haveO(F ∗, e) = {0}.

Remark2.5.6. – Suppose that all of the hypotheses of Section 2.2 are valid. If(F ∗
1 , e1),

(F ∗
2 , e2) ∈ Inr and(F ∗

1 , e1)∼ (F ∗
2 , e2), thenO(F ∗

1 , e1) =O(F ∗
2 , e2) (see [11, Lemma 5.4.1]).

For nilpotent elements, we now define certain subsets ofB(G).

DEFINITION 2.5.7. – IfZ ∈N ands ∈ R, then defineB(Z, s) := {z ∈ B(G) |Z ∈ gz,s}.

The setB(Z, s) is a nonempty and convex subset ofB(G). Moreover, it is the union of
generalizeds-facets.

Fix X ∈ N (X may be trivial). From Hypothesis 2.2.6 there exists a (possibly trivial) Lie
algebra homomorphismφ :sl2 → g such thatX = φ ( 0 1

0 0 ). Let Y = φ ( 0 0
1 0 ) andH = φ ( 1 0

0 −1 ).
Then(Y,H,X) is ansl2(k)-triple.

DEFINITION 2.5.8. – We denote byB(φ, r) or B(Y,H,X) the setB(X,r)∩ B(Y,−r).

Example2.5.9. – Ifφ is trivial, thenB(φ, r) = B(G).
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The setB(φ, r) is a nonempty, closed, and convex subset ofB(G). Moreover, it is also the
union of generalizedr-facets. Following [11, §5.5] we now defineIdr , the set of “distinguished”
elements inInr .

DEFINITION 2.5.10. – We defineIdr ⊂ Inr to be those pairs(F ∗, e) ∈ Inr for which there exists
a Lie algebra homomorphismφ :sl2 → g defined overk such thatF ∗ is a maximal generalized
r-facet inB(φ, r) and the image ofφ ( 0 1

0 0 ) in VF∗ is e.

Remark2.5.11. – Suppose that all of the hypotheses of Section 2.2 are valid. From [11,
Theorem 5.6.1] there is a bijective correspondence betweenIdr /∼ andO(0) given by the map
sending(F ∗, e) ∈ Idr to O(F ∗, e).

For induction purposes, the following definitions will be useful.

DEFINITION 2.5.12. – ForO ∈O(0) we define

Inr (O+) :=
{
(F ∗, e) ∈ Inr | O<O(F ∗, e)

}
and

Idr (O+) := Inr (O+) ∩ Idr .

2.6. A proof of Theorem 2.1.5 (2) and (3)

SupposeT ∈ J(g). We denote byresIrT the restriction ofT to the linear span of{[(F ∗, v)] |
(F ∗, v) ∈ Ir}. We defineresInr T andresIdr T similarly. If O ∈O(0), we defineresInr (O+)T and
resIdr (O+)T analogously.

Our first result follows from the definition of̃Jr+ .

LEMMA 2.6.1. – Fix T ∈ J̃r+ . We have

resIrT = 0 if and only if resInr T = 0.

LEMMA 2.6.2. – Suppose that all of the hypotheses of Section2.2 are valid. FixT ∈ J̃r+ .
Suppose(F ∗, e) ∈ Inr . LetX ∈ gF∗ ∩O(F ∗, e) represente. SupposeH∗ ∈ F(r) andH∗ ⊂ F ∗.
Let e′ denote the image ofX in VH∗ . If resInr (O(F∗,e)+)T = 0, then there existsc ∈ N such that
T ([(F ∗, e)]) = c · T ([(H∗, e′)]).

Proof. –From Remark 1.5.6 we have

g
+
H∗ ⊂ g

+
F∗ ⊂ gF∗ ⊂ gH∗ .

Thus we can write

T ([(F ∗, e)]) = T ([X + g
+
F∗ ]) =

∑
ᾱ∈g

+
F∗/g

+
H∗

T ([X +α+ g
+
H∗ ]).

Fix ᾱ ∈ g
+
F∗/g

+
H∗ . Let v denote the image ofX + α in VH∗ . (Note that if ᾱ is trivial, then

(H∗, v) = (H∗, e′).) It will be enough to show thatT ([(H∗, v)]) is either zero or equal to
T ([(H∗, e′)]).

Since T ∈ J̃r+ , if (H∗, v) /∈ Inr , then T ([(H∗, v)]) is zero. Thus we may suppose that
(H∗, v) ∈ Inr .
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ChooseY ∈ g
+
H∗ such thatX + α + Y ∈ O(H∗, v). SinceX + α + Y ∈ X + g

+
F∗ , from

Remark 2.5.4 we haveO(F ∗, e) � O(H∗, v). If O(F ∗, e) < O(H∗, v), thenT ([(H∗, v)]) = 0
by hypothesis.

SupposeO(F ∗, e) = O(H∗, v). From Remark 1.5.6 there exists anx ∈ F ∗ so that
Gx ⊂ stabG(H∗). From Remark 2.5.4, there exists anh ∈ G+

x such thath(X + α+ Y ) = X .
SinceT is G-invariant we have

T ([(H∗, v)]) = T ([X +α+ Y + g
+
H∗ ]) = T ([X + g

+
H∗ ]) = T ([(H∗, e′)]). ✷

LEMMA 2.6.3. – Suppose that all of the hypotheses of Section2.2are valid. FixT ∈ J̃r+ . If
O ∈O(0), then

resInr (O+)T = 0 if and only if resIdr (O+)T = 0.

Proof. –Fix O ∈O(0).
“⇒”: SinceIdr ⊂ Inr , this implication follows.
“⇐”: We will prove this by induction (with respect to the partial order onO(0)).
Suppose that(F ∗, e) ∈ Inr (O+). Note thate is not trivial. From Hypothesis 2.2.2 there exists

ansl2(f)-triple (f,h, e)∈ Vx,−r × Vx,0 × Vx,r completinge. From [11, Corollary 4.3.2] we can
choose ansl2(k)-triple (Y,H,X) which lifts (f,h, e). If F ∗ is a maximal generalizedr-facet in
B(Y,H,X), then(F ∗, e) ∈ Idr .

Otherwise, there exists a maximal generalizedr-facetH∗ ⊂ B(Y,H,X) such thatF ∗ ⊂H∗.
Let e′ denote the image ofX in VH∗ . We have(H∗, e′) ∈ Idr . From [11, Lemma 5.3.3] we have
O(H∗, e′) = GX which isO(F ∗, e). Thus(H∗, e′) ∈ Idr (O+). We have

Inr
(
O(H∗, e′)+

)
= Inr

(
O(F ∗, e)+

)
,

and, since(H∗, e′) ∈ Idr (O+), we haveT ([(H∗, e′)]) = 0.
If O(F ∗, e) is maximal with respect to our ordering onO(0), thenInr (O(H∗, e′)+) is empty

and from Lemma 2.6.2 there existsc ∈ N such thatc · T ([(F ∗, e)]) = T ([(H∗, e′)]) = 0.
Suppose now thatO(F ∗, e) is not maximal with respect to our ordering onO(0). By induction

we can assume thatresInr (O(H∗,e′)+)T = 0. Thus from Lemma 2.6.2 there existsc ∈ N such that
c · T ([(F ∗, e)]) = T ([(H∗, e′)]) = 0. ✷

COROLLARY 2.6.4. –Suppose that all of the hypotheses of Section2.2are valid. FixT ∈ J̃r+ .
We have

resInr T = 0 if and only if resIdr T = 0.

Proof. –“⇒”: SinceIdr ⊂ Inr , this implication follows.
“⇐”: Let 0 denote the trivial nilpotent orbit. From Lemma 2.6.3 we haveresInr (0+)T = 0.

Thus it is sufficient to show that if(F ∗, e) ∈ Inr and O(F ∗, e) = 0 (that is, e = 0), then
T ([(F ∗, e)]) = 0. LetH∗ be an open generalizedr-facet such thatF ∗ ⊂H∗. From Lemma 2.6.2
there existsc ∈ N such that

c · T
(
[(F ∗, e)]

)
= c · T ([g+

F∗ ]) = T ([g+
H∗ ]) = T

(
[(H∗,0)]

)
.

Since(H∗,0) ∈ Idr , we haveT ([(H∗,0)]) = 0. ✷
LEMMA 2.6.5. – Suppose that all of the hypotheses of Section2.2 are valid. FixT ∈ J̃r+ .

Suppose(F ∗
1 , e1), (F ∗

2 , e2) ∈ Idr and(F ∗
1 , e1)∼ (F ∗

2 , e2). If resIdr (O(F∗
1 ,e1)+)T = 0, then

T
(
[(F ∗

1 , e1)]
)
= 0 if and only if T

(
[(F ∗

2 , e2)]
)
= 0.
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Remark2.6.6. – The apparent asymmetry in the statement of Lemma 2.6.5 is explained by
Remark 2.5.6.

Proof. –From Lemma 2.6.3 we know thatresInr (O(F∗
1 ,e1)+)T = 0. SinceT is G-invariant, we

have thatT ([(gF ∗, ge)]) = T ([(F ∗, e)]) for all g ∈G and(F ∗, e) ∈ Inr .
From [11, Corollary 5.6.2] there existg ∈G and ansl2(k)-triple (Y,H,X) in g such that
1. X ∈ gF∗

1
∩ ggF∗

2
,

2. X has imagee1 in VF∗
1

and imagege2 in VgF∗
2

, and
3. F ∗

1 andgF ∗
2 are maximal generalizedr-facets inB(Y,H,X).

Without loss of generality,g = 1.
From [11, Lemma 5.1.4] there exists an apartmentA in B(G) for which

A(A, F ∗
1 ) =A(A, F ∗

2 )

andF ∗
i ∩A is open inA(A, F ∗

2 ). SinceB(Y,H,X) is convex, we can produce a finite sequence
{H∗

i }ni=1 of maximal generalizedr-facets inB(Y,H,X) such thatH∗
1 = F ∗

1 , H∗
n = F ∗

2 , and
H∗

i ∩H∗
i+1 �= ∅ for 1 � i � (n−1). Letvi denote the image ofX in VH∗

i
. We have(H∗

i , vi) ∈ Idr
and so we may assume thatn = 2. That is, we assume thatF ∗

1 ∩ F ∗
2 �= ∅. Let H∗ ∈ F(r) lie in

F ∗
1 ∩F ∗

2 . From Lemma 2.6.2 and our hypothesis there existc1, c2 ∈ N such that

1
c1

· T
(
[(F ∗

1 , e1)]
)
= T ([X + g

+
H∗ ]) =

1
c2

· T
(
[(F ∗

2 , e2)]
)
. ✷

We now present the proof of Theorem 2.1.5 (2).

Proof of Theorem 2.1.5 (2). –From Theorem 2.1.5 (1) (which was proved in Section 2.4) we
have

dimC(resDr+ J̃r+) = dimC(resDr
r+

J̃r+).

SinceDr
r+ is the linear span of{[(F ∗, e)] | (F ∗, e) ∈ Ir}, from Lemma 2.6.1, Corollary 2.6.4,

and the above equality we have

dimC(resDr+ J̃r+) = dimC(resIdr J̃r+).

From Remark 2.5.11 we can choose representatives(FO, eO) ∈ Idr , indexed byO ∈O(0), for
Idr /∼. An induction argument applied to Lemma 2.6.5 shows that forT ∈ J̃r+ we have

resIdr T = 0 if and only if T ([(F ∗
O, eO)]) = 0 for all O ∈O(0).

Thus

dimC(resIdr J̃r+)� |O(0)|. ✷
Finally, we can finish the proof of Theorem 2.1.5.

Proof of Theorem 2.1.5 (3). –By hypothesis we have

dimC

(
resD

r+
J(N )

)
= |O(0)|.

SinceJ(N )⊂ J̃r+ and|O(0)|= |Idr /∼ |<∞, Theorem 2.1.5 (2) says

|O(0)|= dimC

(
resDr+J(N )

)
� dimC(resDr+ J̃r+)� |O(0)|.
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Thus

resD
r+

J(N ) = resD
r+

J̃r+ . ✷
3. A proof of Conjecture 1

Eventually, we will be required to assume that there exists a “nice”G-invariant, bilinear,
symmetric, nondegenerate form ong (see Hypothesis 3.4.1). However, it is notationally simpler
to avoid identifyingg with its dual for the first few pages of this section.

3.1. The Fourier transform

Let g∗ denote the dual ofg.
Let dX be a Haar measure ong. For anyf ∈ C∞

c (g), we define theFourier transform
f̂ ∈C∞

c (g∗) of f by

f̂(χ) =
∫
g

f(X) ·Λ
(
χ(X)

)
dX

for χ ∈ g∗. Let dχ be a Haar measure ong∗. For f ∈ C∞
c (g∗) we use the natural identification

of g∗∗ with g and define the Fourier transform̂f ∈C∞
c (g) by

f̂(X) =
∫
g∗

f(χ) ·Λ
(
χ(X)

)
dχ

for X ∈ g. We normalize our measuresdX anddχ so that forX ∈ g andf ∈C∞
c (g)

ˆ̂
f(X) = f(−X).

DEFINITION 3.1.1. – Forx ∈ B(G) andr ∈ R, the Moy–Prasad lattices ing∗ are defined by

g
∗
x,r := {χ∈ g

∗ | χ(X) ∈ ℘ for all X ∈ gx,(−r)+}.

We note thatf ∈C(gx,r/gx,s) if and only if f̂ ∈C(g∗x,(−s)+/g∗x,(−r)+).

3.2. The map hypothesis

HYPOTHESIS 3.2.1. – Supposer > 0. There exists a bijective mapϕ :gr →Gr such that
1. for all pairs (x, s) ∈ B(G)×R�r we have

(a) ϕ(gx,s) =Gx,s,
(b) for all X ∈ gx,r and for allY ∈ gx,s we haveϕ(X) ·ϕ(Y ) = ϕ(X+Y ) moduloGx,s+ ,

and
(c) ϕ induces a group isomorphism ofgx,s/gx,s+ with Gx,s/Gx,s+ ;

2. for all g ∈G we haveInt(g) ◦ ϕ= ϕ ◦Ad(g);
3. andϕ carriesdX into dg.

Remark3.2.2. – A map satisfying Hypothesis 3.2.1 often exists. For example, forGLn(k)
realized in the usual way the mapX �→ (1+X) works for allr > 0; for a split classical group in
odd residual characteristic the Cayley transform works for allr > 0; if k has characteristic zero,
then the exponential map works forr sufficiently large.
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Remark3.2.3. – A map satisfying the requirements of Hypothesis 3.2.1 will bijectively map
gr ∩ greg to Gr ∩Greg.

3.3. A Kirillov result

Fix an irreducible admissible representation(π,V ) of G. Chooser ∈ R>0 such that
gr = gρ(π)+ (see [2]). Assume thatϕ :gr →Gr satisfies Hypothesis 3.2.1.

DEFINITION 3.3.1. – Iff ∈C∞
c (gr), then we define the functionf ◦ϕ−1 ∈C∞

c (G) by

f ◦ ϕ−1(g) :=
{

f(X) if X ∈ gr and ϕ(X) = g,
0 if g /∈Gr.

The following lemma allows us to transfer our problem to the dual of the Lie algebra. LetN ∗

denote the set of nilpotent elements ing∗, i.e., the set ofτ ∈ g∗ for which there existsλ∈Xk
∗(G)

such thatlimt→0
λ(t)τ = 0.

LEMMA 3.3.2. – Fix x ∈ B(G) ands � r. Supposef ∈C(g∗x,−s/g
∗
x,(−r)+). If

Θπ

(
f̂ ◦ ϕ−1

)
�= 0,

thensupp(f) ∩ (g∗x,(−s)+ +N ∗) �= ∅.

The following proof is a very minor modification of the material in [25, §6.7].

Proof. –Without loss of generality, we may assume thatgx,s �= gx,s+ . Sinceπ is admissible,
we can write

π|Gx,r =
∑

σ∈Ĝx,r

m(σ) · σ

and each irreducible representationσ of Gx,r occurs with finite multiplicitym(σ).
SinceΘπ(f̂ ◦ ϕ−1) �= 0, there exists a representation(σ,W ) of Gx,r such that

tr
(
σ
(
f̂ ◦ϕ−1

))
�= 0.

Sincef̂ ◦ϕ−1 is invariant under translation by elements ofGx,s+ , it follows thatσ|Gx,s+ is trivial.
SinceGx,s/Gx,s+ is abelian, there exists a basisw1,w2, . . . ,wm of W andχi ∈ g∗x,−s/g

∗
x,(−s)+

for 1 � i � m such that

σ
(
ϕ(Y )

)
wi =Λ

(
χi(Y )

)
wi

for all Y ∈ gx,s and 1 � i � m. Note that from [21, §7.2] we haveχi ∈ g∗x,(−s)+ + N ∗ for
1� i � m.

Let 〈 , 〉 denote the naturalG-invariant pairing ofV and its contragredient. Let̃W denote the
dual ofW with dual basisw̃1, w̃2, . . . , w̃m.

Now,

0 �= tr
(
σ
(
f̂ ◦ ϕ−1

))
= const ·

∑
h̄∈Gx,r/Gx,s

∑
ḡ∈Gx,s/Gx,s+

(
f̂ ◦ ϕ−1(hg)

)
· tr

(
σ(hg)

)
.
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Thus there exists an̄h ∈ Gx,r/Gx,s such that the inner sum is not zero. For thish, choose
X ∈ gx,r such thath= ϕ(X). Then

0 �=
∑

Ȳ ∈gx,s/gx,s+

(
f̂ ◦ϕ−1

(
ϕ(X)ϕ(Y )

))
· tr

(
σ
(
ϕ(X)ϕ(Y )

))

= const ·
∫

gx,s

dY f̂(X + Y ) ·
( ∑

1�i�m

〈
σ
(
ϕ(X)

)
wi, w̃i

〉
·Λ

(
χi(Y )

))
.

So, there exists ani such that

0 �=
∫

gx,s

dY f̂(X + Y ) ·Λ
(
χi(Y )

)
=

∫
gx,s

dY

( ∫
g∗
x,−s

dχf(χ) ·Λ
(
χ(X + Y )

))
·Λ(χi(Y ))

=
∫

gx,s

dY

∫
g∗
x,−s

dχf(χ−χi

)
·Λ

(
(χ− χi)(X)

)
·Λ

(
χ(Y )

)

=
∫

g∗
x,−s

dχf(χ−χi) ·Λ
(
(χ−χi)(X)

)
·

∫
gx,s

dY Λ
(
χ(Y )

)
.

The inner integral of the final displayed line above is zero unlessχ ∈ g∗x,(−s)+ . Therefore, the
support off must intersectχi + g∗x,(−s)+ ⊂N ∗ + g∗x,(−s)+ . ✷
3.4. Two hypotheses and some consequences

Both hypotheses introduced below are valid ifp is greater than some constant which may be
determined by looking at the absolute root datum ofG.

We first assume that we can identifyg∗ with g in a nice way. See [3, §4] for more information
about the following hypothesis.

HYPOTHESIS 3.4.1. – There exists a nondegenerate, bilinear,G-invariant, symmetric formB
on g such that, under the associated identification ofg with g∗, for all x ∈ B(G) and all r ∈ R
we may identifygx,r with g∗x,r.

Remark3.4.2. – We use theB of Hypothesis 3.4.1 to identifyg with g∗. When we do this,
the Fourier transform of a function ong is again a function ong.

We will also require that nilpotent orbital integrals make sense as distributions ong. In
characteristic zero, this is proved in [22]. To the best of my knowledge, the question of
convergence in positive characteristic is still open. However, an analysis of [22] shows that if
p is larger than some constant which can be determined from the absolute root datum ofG, then
nilpotent orbital integrals converge as distributions ong.

HYPOTHESIS 3.4.3. – If O ∈O(0), then forX ∈ O we may identify the tangent space toO
at the pointX with g/Cg(X). Moreover, there exists aG-invariant measuredµO on g trivially
extending the(nontrivial) G-invariant measure onO such that for allf ∈C∞

c (g), the integral

µO(f) :=
∫
g

f(Y )dµO(Y )

converges.
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We follow [17] and normalize the measuredµO on O in the following way. Suppose
O ∈O(0). Fix X ∈ O. Identify the tangent space toO at the pointX with g/Cg(X). Let ΛX

denote the antisymmetric pairing ong/Cg(X) which sends(V1, V2) ∈ g/Cg(X)× g/Cg(X) to
Λ(B(X, [V1, V2])). Choose the Haar measure ong/Cg(X) which is dual (with respect to the
Fourier transform) toΛX . SinceO is aG-orbit, this defines aG-invariant measure onO.

We do not include the proof of the next lemma. The lemma is a straightforward generalization
of a result of Waldspurger [26, §IX.4]; the proof fully uses Hypothesis 3.4.1.

LEMMA 3.4.4. – Suppose that all of the hypotheses of Sections2.2 and 3.4 are valid. Fix
r ∈ R�0. Suppose(F ∗, e) ∈ Inr andX ∈O(F ∗, e)∩ gF∗ representse. If x ∈ F ∗, then

µO(F∗,e)([(F ∗, e)]) = [gx,0 : gx,r+ ]−1/2 ·
[
Cgx,0(X) :Cgx,r+

(X)
]1/2

. ✷
Remark3.4.5. – Note that ifgx,r+ = gx,n·� for somen ∈ N, then

µO(F∗,e)

(
[(F ∗, e)]

)
= qn·

−dim(O(F∗,e))
2 .

We also note that the left-hand side of the equality in Lemma 3.4.4 is independent ofx, and so
the right-hand side must be as well.

The proof of the next result follows an argument of Dan Barbasch and Allen Moy [5].

COROLLARY 3.4.6. – Suppose that all of the hypotheses of Sections2.2 and 3.4 are valid.
The elements of

{resD
r+

µO | O ∈ O(0)}

form a basis forresDr+J(N ).

Proof. –If k has characteristic zero, this is known (see, for example, [13, §3]). Fixr ∈ R. Fix
representatives(F ∗

O , eO) ∈ Idr , indexed byO(0), for Idr /∼. Label the elements ofO(0) so that
Oi <Oj impliesi < j. Define the|O(0)| by |O(0)| matrixM(r) by

M(r)ij = µOj
(
[(F ∗

Oi , eOi)]
)
.

From Remark 2.5.4 we see thatM(r) is an upper triangular matrix. Since nilpotent orbital
integrals are homogeneous (see [13, §3.1]), it follows from Lemma 3.4.4 thatM(r) is an
invertible matrix (even whenr is negative). The corollary follows.✷

DEFINITION 3.4.7. – Suppose that Hypothesis 3.4.1 is valid. For a distributionT ∈ J(g) we
define the Fourier transform̂T ∈ J(g) of T by

T̂ (f) = T (f̂ )

for f ∈C∞
c (g).

Under our hypotheses, forO ∈ O(0) the distributionµ̂O is represented by a locally constant
function of greg (see [16, §3]). We abuse notation and denote both the distribution and the
function which represents it bŷµO. The functionµ̂O depends on how we choosedµO andΛ.
However, Robert Kottwitz has pointed out that the relationship we have imposed ondµO andΛ
makes the function̂µO independent of these choices.
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3.5. A proof of Conjecture 1

Suppose(π,V ) is an admissible irreducible representation ofG. Chooser ∈ R>0 so that
gr = gρ(π)+ . Suppose thatϕ :gr →Gr satisfies Hypothesis 3.2.1. Suppose that Hypothesis 3.4.1
as well as all of the hypotheses of Section 2.2 are valid.

Remark3.5.1. – LetΘ̃π be the distribution ong defined as follows. Iff ∈C∞
c (g), then

Θ̃π(f) := Θπ

(
f1 ◦ ϕ−1

)
wheref1 = f · [gr]. Recall that[gr] denotes the characteristic function ofgr. Sincegr is a
G-domain, we havef1 ∈C∞

c (gr). Note thatΘ̃π is aG-invariant distribution ong whose support
is contained ingr. Since Hypothesis 3.4.1 is valid, we can letΘ̂π ∈ J(g) denote the Fourier
transform ofΘ̃π. From Lemma 3.3.2 we havêΘπ ∈ J̃x,(−s),(−r)+ for all x ∈ B(G) and for all

s � r. ThusΘ̂π ∈ J̃(−r)+ .

THEOREM 3.5.2. – Suppose(π,V ) is an admissible irreducible representation ofG. Choose
r ∈ R so thatgr = gρ(π)+ . Suppose thatϕ :gr →Gr satisfies Hypothesis3.2.1. Suppose that all
of the hypotheses of Sections2.2and3.4are valid. Then there exist constantscO(π) ∈ C indexed
byO(0) such that

Θπ

(
ϕ(X)

)
=

∑
O∈O(0)

cO(π) · µ̂O(X)

for all X ∈ gρ(π)+ ∩ greg.

Proof. –Supposef ∈ C∞
c (gr). We need to show that there exist complex constantscO,

indexed byO ∈O(0), such that

Θπ

(
f ◦ ϕ−1

)
=

∑
O∈O(0)

cO · µ̂O(f).

From [2] we havef̂ ∈ D(−r)+ . From Remark 3.5.1 we havêΘπ ∈ J̃(−r)+ . From Corol-
lary 3.4.6 we havedimC(resD(−r)+

J(N )) = |O(0)|. Thus, from Theorem 2.1.5 (3) there exist
constantscO ∈ C, indexed byO ∈O(0), such that

Θ̂π(f̂ ) =
∑

O∈O(0)

cO · µO(f̂ ) =
∑

O∈O(0)

cO · µ̂O(f).

On the other hand, we have

Θ̂π(f̂ ) = Θ̃π

( ˆ̂
f

)
=Θπ

( ˆ̂
f ◦ ϕ−1

)
.

Note that for allO ∈O(0) there exists a constant depending only onO such that

µ̂O(h) = const · µ̂−O
(ˆ̂
h
)

for all h ∈C∞
c (g). ✷
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3.6. Some comments on thecO(π)s

Fix an irreducible admissible representation(π,V ) of G. In this section we discuss how one
might calculate the coefficients occurring in the Harish-Chandra–Howe local expansion. This is
a modification of the approach in [5].

Fix r > ρ(π). Assume thatϕ :gr →Gr satisfies Hypothesis 3.2.1.
Suppose that all of the hypotheses of Sections 2.2 and 3.4 are valid.

DEFINITION 3.6.1. – For(F ∗, e) ∈ Id−r , define

m(F ∗, e) := dimC

{
v ∈ V G+

F∗ | π
(
ϕ(X)

)
v =Λ

(
−B(E,X)

)
v for all X ∈ gF∗,r

}
whereE ∈ gF∗ is any lift of e.

LEMMA 3.6.2. –Under the hypotheses discussed above we have

Θπ

(
̂[(F ∗, e)] ◦ ϕ−1

)
=m(F ∗, e).

Proof. –This follows from the proof of Lemma 3.3.2.✷
Remark3.6.3. – Fix representatives(F ∗

O, eO) ∈ Id−r , indexed byO ∈ O(0), for Id−r/∼.

Define the matrixM(−r) as in the proof of Corollary 3.4.6. Define the vectorCΘπ ∈ Z|O(0)|

by (CΘπ)O =m(F ∗
O, eO). We have

cO(π) =
(
M(−r)−1 · CΘπ

)
O.

Thus, in principle, we can calculate thecO(π)s.

4. A proof of Conjecture 3 for positive r

In this section we first show that we may choose a dual basis forresDrJ(Gr) such that the
elements of this basis have their support inG0. Subject to some conditions, we then prove
Conjecture 3 for positiver.

4.1. A statement of the results

First consider the case whenr = 0. Fix an alcoveC in B(G). Define the subspaceH0
0 of H0

by

H0
0 :=

∑
x∈C

C(Gx/GC).

The sum above should be interpreted as in the introduction. In Section 4.2.1 we prove the
following theorem which is related to a conjecture of J.-L. Waldspurger [27, §3].

THEOREM 4.1.1. – If T ∈ J(G0), then

resH0T = 0 if and only if resH0
0
T = 0.

Example4.1.2. – ForSL2(k), Theorem 4.1.1 implies that

dimC

(
resH0J(U)

)
� 3.
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Note thatSL2(k) has more than three unipotent orbits. This is markedly different from what our
experience on the Lie algebra suggests ought to be true; it reflects the fact that, unlike nilpotent
orbits, unipotent orbits are not homogeneous (see [13, §3.1]).

Now supposer ∈ R>0. The sums below should be interpreted as in the introduction.

DEFINITION 4.1.3. – Fors � 0 defineHs+ by

Hs+ :=
∑

x∈B(G)

Cc(G/Gx,s+).

Define the subspaceH0
s+ of Hs+ by

H0
s+ :=

∑
x∈B(G)

C(Gx,0/Gx,s+).

Define the subspaceHs
s+ of Hs+ by

Hs
s+ :=

∑
x∈B(G)

C(Gx,s/Gx,s+).

From [2] and [12, Lemma 5.5.3] there exists0 � s < r such thatHr =Hs+ andGr =Gs+ .
Thus, for purposes of investigating Conjecture 3 for positiver, we may assume thatr is non-
negative and prove the following theorem.

THEOREM 4.1.4. – Suppose all of the hypotheses of Sections2.2and4.3are valid. Suppose
r ∈ R�0.

1. SupposeT ∈ J(Gr+). We have

resHr+
T = 0 if and only if resH0

r+
T = 0.

2. SupposeT ∈ J(Gr+). We have

resHr+
T = 0 if and only if resHr

r+
T = 0.

3. If dimC(resHr+
J(U)) = |O(0)|, then

resH
r+

J(Gr+) = resH
r+

J(U).

Remark4.1.5. – The proof of statement (1) does not require any restrictions onG andk.

Remark4.1.6. – If the unipotent orbital integrals converge forf ∈ Hs+ , then the condition
that

dimC

(
resHs+

J(U)
)
= |O(0)|(5)

is known to hold under our hypotheses. This follows from Lemma 4.4.1 (3) by arguing as in
Corollary 3.4.6.

Remark4.1.7. – If condition (5) and the hypotheses of Sections 2.2 and 4.3 are valid, then
Theorem 4.1.4 (3) implies Conjecture 3 (for positiver).
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4.2. A dual basis among the compactly supported functions

The proofs of this subsection are derived from a beautiful paper of Dan Barbasch and
Allen Moy [4]. The presentation below has also been influenced by a preprint of Allen Moy
and Gopal Prasad [20].

For g ∈ G andx ∈ B(G), we let dg(x) denote the distance thatg movesx. The function
dg :B(G) → R�0 is called the displacement function (forg). In this subsection, we will
repeatedly use the following result (see, for example, [12, Corollary 3.3.3]).

LEMMA 4.2.1. – Supposeg ∈ G. If there exists anx ∈ B(G) such thatgx = x, then for all
y ∈ B(G) we have

dg|(y,gy) < dg(y) = dg(gy).

4.2.1. A proof of Theorem 4.1.1
We begin with a “descent and recovery” result.
Fix an alcoveC in B(G). Let mg denote the minimum ofdg restricted toC.

Remark4.2.2. – Note that ifh ∈ g ·GC , thendh = dg onC so thatmh =mg .

LEMMA 4.2.3. –Supposeu ∈ U andT ∈ J(G0). If mu > 0, then there exist a finite setV ⊂U
and a constantc ∈ Q such that

1. mu > mv for all v ∈ V , and
2. T ([u ·GC ]) = c ·

∑
v∈V T ([v ·GC ]).

Proof. –SinceC is compact, there existsy ∈C such thatdu(y) =mu.
We first note thaty ∈C �C. Indeed, supposey ∈C. Sincemu > 0, we havey �= uy. But then

for all z ∈ (y, uy)∩C we havedu(z)< du(y) =mu from Lemma 4.2.1, a contradiction.
Let A be an apartment inB(G) containing C. Let S be the maximalk-split torus

of G corresponding toA. Let S = S(k). From the Bruhat decomposition ofG there exist
n ∈NG(S)(k) andbi ∈ GC so thatu = b−1

1 · n · b2. Let u′ = b1u ∈ U . We have the following
facts.

Remark4.2.4. –
1. We haveT ([u ·GC ]) = T ([u′ ·GC ]).
2. We havedu′(x) = du(x) for all x∈C. In particular,mu =mu′ .
3. Finally, [u′y, y] = [ny, y] andu′y = ny ∈A.

Remark 4.2.4 (3) and another application of Lemma 4.2.1 show that[y,ny]∩C = {y}. LetF
be the first facet inA that(y,ny] passes through as we travel fromy to ny. Note thaty ∈ F �F .

For pointsx1, x2 ∈ A, let (x1 − x2) ∈ Xk
∗(S)⊗ R denote the corresponding vector. Choose

pointsxC ∈C andxF ∈ F so thatα(xC − xF ) �= 0 for all α ∈Φ(S). Let D be an alcove inA
such that

1. F ⊂D and
2. D ∩ (xC , xF ) �= ∅.

Note that the first condition onD implies thatC �=D.
Define

Q :=
{
ψ ∈Ψ(A) | ψ|D > 0 and ψ|C < 0

}
.

We haveψ|F > 0 for all ψ ∈Q. Indeed, sinceψ|D > 0 andF ⊂D, if ψ ∈Q, thenψ|F � 0. If
for someψ′ ∈Q we haveψ′|F = 0, thenψ′(xF ) = 0 andψ′(xC)< 0. SinceD ∩ (xC , xF ) �= ∅,
we conclude thatψ′|D � 0, a contradiction.
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Sincey ∈ D ∩ C, we haveψ(y) = 0 for all ψ ∈ Q. Consequently, this and the previous
paragraph imply that forψ ∈ Q we have(n−1ψ)(y) = ψ(ny) > 0. Therefore, forψ ∈ Q we
have

n−1 ·Uψ · n= Un−1ψ ⊂G+
y ⊂GC .(6)

We also haveU+
ψ ⊂G+

y ⊂GC ∩GD for all ψ ∈Q.
Let Φ+ ⊂Φ(S) denote the set of positive roots with respect to(xF − xC). Let

Φ− =Φ(S)�Φ+.

If ψ ∈Q, thenψ̇ ∈ Φ+. Let U± denote the group generated by the root groupsUa for a ∈ Φ±.
Let P± = NG(U±). The groupsP+ andP− are opposite minimal parabolic subgroups ofG,
and ifM = P+ ∩P−, thenP± has a Levi decompositionP± =MN±. SinceS ⊂M , bothGC

andGD have Iwahori decompositions with respect toP+. So we haveGD = (GD∩P−) ·(GD ∩
U+). We also haveGD ∩ P− ⊂GC ∩ P− and

GD ∩U+ = (GC ∩U+) ·
( ∏

ψ∈Q
Uψ

)

with the product overψ ∈Q in any order. Therefore

GC ·GD =GC ·
( ∏

ψ∈Q
Uψ

)
.

From the above paragraph, Remark 4.2.4 (1), and Eq. (6) we have

T ([u ·GC ]) = T ([u′ ·GC ])

= const ·
∑

ḡ∈(
∏

ψ∈Q
Uψ)/(

∏
ψ∈Q

U+
ψ

)

T
(
[g−1 · n ·GC · g]

)

= const ·
∑

ḡ∈(
∏

ψ∈Q
Uψ)/(

∏
ψ∈Q

U+
ψ

)

T ([n ·GC · g])

= const · T ([n ·GC ·GD])

= const ·
∑

α∈nGCGD/GD

T ([α ·GD]).

SinceT ∈ J(G0) andG0 ⊂ GD · U , for α ∈ n · GC · GD we haveT ([α · GD]) = 0 unless
α ·GD ∩U �= ∅. We can therefore choose a finite subsetV ⊂ U ∩ (n ·GC ·GD) such that

T ([u ·GC ]) = const ·
∑
v∈V

T ([v ·GD]).

Note that for allα ∈ n · GC · GD, we haveαy = ny. From Lemma 4.2.1 there exists a
z ∈ D ∩ (y,ny) such thatdv(z) < dv(y) for all v ∈ V . Therefore, from Remark 4.2.4 (2) it
follows that

min
x∈D

dv(x) � dv(z)< dv(y) = dn(y) = du′(y) =mu

for all v ∈ V .
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SinceG acts transitively on the alcoves ofB(G), there exists an element ofG takingD to C.
Sincedgh(gx) = dh(x) for all h, g ∈G andx ∈ B(G), the lemma follows from theG-invariance
of T . ✷

We can now prove Theorem 4.1.1.

Proof of Theorem 4.1.1. –Fix T ∈ J(G0).
“⇒”: SinceH0

0 ⊂H0, if resH0T = 0, thenresH0
0
T = 0.

“⇐”: Supposef ∈ H0. We want to show thatT (f) is completely determined byresH0
0
T .

SinceT is linear,G-invariant, and supported inG0 ⊂GC · U , without loss of generality we can
assume thatf = [u ·GC ] whereu ∈ U .

Supposemu = 0. SinceC is compact, there existsy ∈ C such thatdu(y) = mu. Therefore,
uy = y and sou ∈Gy from [12, Lemma 4.2.1]. Thus[u ·GC ] ∈C(Gy/GC)⊂H0

0.
If mu > 0, then we wish to iteratively apply Lemma 4.2.3 until we can write

T ([u ·GC ]) =
∑
v∈V

c(v) · T ([v ·GC ])

with V a finite subset ofU andmv = 0 for all v ∈ V . Suppose that we cannot do this. From
Lemma 4.2.3 there exists a sequence{ui} of unipotent elements such thatmui > mu(i+1) > 0
for all i ∈ N. From the Bruhat decomposition there existni ∈NG(S)(k) andbi, b′i ∈GC so that
ui = bi · ni · b′i for all i ∈ N. We havedui(x) = dni(x) for all x ∈ C, thusmni > mn(i+1) > 0
for all i ∈ N. This contradicts the fact that{mn :n ∈NG(S)(k)} is a discrete subset ofR. ✷
4.2.2. A proof of Theorem 4.1.4 (1)

Fix r � 0.
SupposeF ∗ ∈ F(r) and h ∈ G. SinceF ∗ is compact, the restriction of the displacement

functiondh to F ∗ attains its (nonnegative) minimum onF ∗.

Remark4.2.5. – If g ∈ h · G+
F∗ , then dg = dh on F ∗. (We could writedh·G+

F∗
to more

accurately reflect this fact, but this is cumbersome.) Thus,minx∈F∗ dg(x) is independent of
our choice ofg ∈ h ·G+

F∗ .

LEMMA 4.2.6. – SupposeF ∗ ∈ F(r), u ∈ U , andT ∈ J(Gr+). Letm =minx∈F∗ du(x). If
m> 0 and there existsy ∈ F ∗ such thatdu(y) =m, then there existv ∈ U , a constantc(v) ∈ Q,
and a generalizedr-facetF ∗

v such that
1. minx∈F∗ du(x)>minx∈F∗

v
dv(x), and

2. T ([u ·G+
F∗ ]) = c(v) · T ([v ·G+

F∗
v
]).

Proof. –Choosey ∈ F ∗ such thatdu(y) � du(x) for all x ∈ F ∗. Let S be a maximalk-split
torus of G such thaty is an element of the apartmentA(S, k) in B(G). Let S = S(k) and
A=A(S, k). LetC be a0-alcove (i.e., an affine chamber) inA such thaty ∈C.

From the Bruhat decomposition there existn ∈NG(S)(k) andbi ∈GC such thatu= b1 ·n ·b2.
Defineu′ ∈ U by u′ = b−1

1 u= n · b2 · b1. We have the following facts.

Remark4.2.7. –
1. Sinceb1 ∈NG(Gy,r)∩NG(Gy,r+), from Remark 1.5.6 we haveb1 ∈ stabG(F ∗).
2. We haveT ([u ·G+

F∗ ]) = T ([u′ ·G+
F∗ ]).

3. Sincey ∈C, we haveu′y = nb2b1y = ny ∈A.
4. Finally,du′(y) = du(y) =m � du(x) for all x ∈ F ∗.
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We observe that[y,ny] ∩ F ∗ = {y}. Indeed, suppose there exists az ∈ (y,ny) such that
z ∈ F ∗. From Remark 4.2.7 (3) and Lemma 4.2.1 we havedu′(z)< du′(y). Consequently

du(b1z) = dist
(
b−1
1 uz, z

)
= dist(u′z, z) = du′(z)< du′(y).

From Remark 4.2.7 (4) we havem= du′(y) and from Remark 4.2.7 (1) we haveb1z ∈ F ∗. This
contradicts the minimality ofm.

Let F ∗
1 ∈ F(r) be the first generalizedr-facet that(y, u′y] = (y,ny] passes through as we

travel from y to ny. Note thatF ∗
1 ∩ A �= ∅. From Remark 1.5.6 we haveF ∗ ⊂ F ∗

1 and so
F ∗ ∩A⊂ F ∗

1 ∩A. From Remark 1.5.6 we haveG+
F∗ ⊂G+

F∗
1

. Let

Q :=
{
ψ ∈Ψ(A) | ψ|F∗

1 ∩A > r andψ|F∗∩A = r
}
.

Then

G+
F∗

1
=G+

F∗ ·
∏
ψ∈Q

Uψ

where the product overQ may be taken in any order. Fixψ ∈Q. Since(n−1ψ)(y) = ψ(ny)> r,
we haven

−1
Uψ = Un−1ψ ⊂ G+

F∗ . We also haveU+
ψ ⊂ G+

F∗ . Therefore, from Remark 4.2.7 (2)
we have

T ([u ·G+
F∗ ]) = T ([u′ ·G+

F∗ ])

= const ·
∑

ḡ∈(
∏

ψ∈Q
Uψ)/(

∏
ψ∈Q

U+
ψ

)

T
([

g−1 · n · b2 · b1 ·G+
F∗ · g

])

= const ·
∑

ḡ∈(
∏

ψ∈Q
Uψ)/(

∏
ψ∈Q

U+
ψ

)

T ([u′ ·G+
F∗ · g])

= const · T ([u′ ·G+
F∗

1
]).

Note that for allz ∈ F ∗
1 ∩ (y, u′y) �= ∅ we have from Lemma 4.2.1 thatdu′(z) < du′(y).

Therefore, from Remark 4.2.7 (4) we have

min
x∈F∗

1

du′(x)< du′(y) =m= min
x∈F∗

du(x). ✷

We now consider the case when the restriction ofdu toF ∗ does not obtain its minimum onF ∗.

LEMMA 4.2.8. – SupposeF ∗ ∈ F(r), u ∈ U , andT ∈ J(Gr+). Let m = minx∈F∗ du(x).
If du(x) > m for all x ∈ F ∗, then there exist a finite setV ⊂ U and a generalizedr-facet
F ∗

1 ⊂ F ∗ � F ∗ such that
1. there existsy ∈ F ∗

1 such thatdv(y) =minx∈F∗
1
dv(x) =m for all v ∈ V , and

2. T ([u ·G+
F∗ ]) =

∑
v∈V T ([v ·G+

F∗
1
]).

Proof. –Choosey ∈ F ∗ �F ∗ such thatm= du(y). There existsF ∗
1 ∈ F(r) such thaty ∈ F ∗

1 .
From Remark 1.5.6 we haveF ∗

1 ⊂ F ∗. From Remark 1.5.6 we have

T ([u ·G+
F∗ ]) =

∑
ᾱ∈G+

F∗/G
+
F∗
1

T ([u ·α ·G+
F∗

1
]).
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Note that for allα ∈G+
F∗ we havedu(x) = duα(x) for all x ∈ F ∗. Note that the support ofT is

contained inGr+ ⊂U ·G+
F∗

1
. Therefore, ifu ·α ·G+

F∗
1
∩U = ∅, thenT ([u ·α ·G+

F∗
1
]) = 0. Thus,

there exists a finite setV ⊂ U such that

T ([u ·G+
F∗ ]) =

∑
v∈V

T ([v ·G+
F∗

1
])

anddv(y) =minx∈F∗
1
dv(x) =m for all v ∈ V . ✷

COROLLARY 4.2.9. –SupposeF ∗ ∈ F(r), u ∈ U , andT ∈ J(Gr+). Letm=minx∈F∗ du(x).
If m > 0, then there exist a finite setV ⊂ U , constantsc(v) ∈ Q indexed byv ∈ V , and general-
izedr-facetsF ∗

v indexed byv ∈ V such that
1. m>minx∈F∗

v
dv(x) for all v ∈ V , and

2. T ([u ·G+
F∗ ]) =

∑
v∈V c(v) · T ([v ·G+

F∗
v
]).

Proof. –If the restriction ofdu to F ∗ attains its minimum onF ∗, then this follows from
Lemma 4.2.6.

If the restriction of du to F ∗ does not attain its minimum onF ∗, then from Lemma
4.2.8 there exist a finite subsetV ⊂ U , F ∗

1 ∈ F(r), and y ∈ F ∗
1 such thatF ∗

1 ⊂ F ∗,
dv(y) =minx∈F∗

1
dv(x) =m for all v ∈ V , andT ([u ·G+

F∗ ]) =
∑

v∈V T ([v ·G+
F∗

1
]). The result

follows from Lemma 4.2.6. ✷
We can now begin our proof of Theorem 4.1.4.

Proof of Theorem 4.1.4 (1). –Fix T ∈ J(G+
r ).

“⇒”: SinceH0
r+ ⊂Hr+ , if resHr+

T = 0, thenresH0
r+

T = 0.
“⇐”: Supposef ∈Hr+ . We want to show thatT (f) is completely determined byresH0

r+
T .

For a fixed generalizedr-facetF ∗ ∈ F(r) we haveGr+ ⊂ U ·G+
F∗ . SinceT is linear andT

has support inGr+ , without loss of generality we can assume thatf = [u ·G+
F∗ ] whereu ∈ U

andF ∗ ∈ F(r).
Let m=minx∈F∗ du(x).
Supposem= 0. From Lemma 4.2.8 we can assume that there is ay ∈ F ∗ such thatdu(y) = 0.

From [12, Lemma 4.2.1], we haveu ∈Gy . Thus[u ·G+
F∗ ] ∈C(Gy/Gy,r+)⊂H0

r+ .
If m > 0, then we wish to iteratively apply Corollary 4.2.9 until we can write

T ([u ·G+
F∗ ]) =

∑
v∈V

c(v) · T ([v ·G+
F∗
v
])

with V a finite subset ofU , F ∗
v ∈ F(r) for all v ∈ V , andminx∈F∗

v
dv(x) = 0 for all v ∈ V ; we

would then be finished. Suppose that we cannot do this. Then from Corollary 4.2.9 there exists a
sequence of triples(ui, F ∗

i , yi) ∈ U ×F(r)×B(G) such thatyi ∈ F ∗
i and

dui(yi) = min
x∈F∗

i

dui(x)> min
x∈F∗

(i+1)

du(i+1)(x) = du(i+1)(y(i+1))> 0

for all i ∈ N.
Fix a maximalk-split torusS in G. Let S = S(k) and letA be the apartment inB(G)

corresponding toS. Fix a 0-alcove (i.e., an affine chamber)C in A. Sincedgh(gx) = dh(x)
for all h, g ∈G andx ∈ B(G), we can assume thatyi ∈C for all i ∈ N. We also have the finite
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disjoint union

C =
∏

F∗∈F(r)

F∗∩C �=∅

(F ∗ ∩C ).

Therefore, there exists a subsequence(ui, F ∗, yi) of our original sequence of triples with
F ∗ ∈ F(r) such thatF ∗ ∩C �= ∅. Note thatyi ∈ F ∗ ∩C. From the Bruhat decomposition there
existni ∈NG(S)(k) andbi, b′i ∈GC so thatui = bi · ni · b′i for all i ∈ N. We have

dui(x) = dni(x)

for all x ∈ F ∗ ∩C. So

min
x∈F∗∩C

dni(x) = dui(yi)> du(i+1)(y(i+1)) = min
x∈F∗∩C

dn(i+1)(x)> 0

for all i ∈ N. Since {
min

x∈F∗∩C
dn(x): n ∈NG(S)(k)

}
is a discrete subset ofR, this is a contradiction. ✷
4.3. Some hypotheses on the mapexpt

The hypotheses of this subsection place some restrictions onk andG; the hypotheses are both
valid if p is larger than some constant which can be determined by examining the absolute root
datum ofG.

Recall that forx ∈ B(G) and t ∈ R we call a coset ofgx,t/gx,t+ (respectively, a coset of
Gx,t/Gx,t+ ) degenerate if the coset has nontrivial intersection withN (respectively, withU ).

DEFINITION 4.3.1. – ForF ∈ F(0) we letNF (respectively,UF ) denote the set of degenerate
elements ingF /g+

F (respectively, inGF /G+
F ).

For more information about the following hypothesis, see, for example, [6, §5.5].

HYPOTHESIS 4.3.2. – Suppose that Hypothesis2.2.5is valid.
1. For all x ∈ B(G), for all t ∈ R�0, and for allX ∈N we have

X ∈ gx,t if and only if expt(X) ∈Gx,t.

2. The mapexpt :N →U is bijective.
3. For all F ∈ F(0) the mapexpt induces aGF (f)-equivariant bijectionexpt :NF →UF .

See [1, §1] for more information about the following hypothesis.

HYPOTHESIS 4.3.3. – For all x ∈ B(G) and for allr > 0 there exists a mapφx :gx,r →Gx,r

such that for allt � 0, for all u ∈ U ∩ (Gx,t � Gx,t+), and for allX ∈ gx,r we have

φx(uX −X) = u · φx(X) · u−1 ·
(
φx(X)

)−1
moduloGx,(t+r)+ .
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4.4. Parameterization of unipotent orbits

If r ∈ R�0, then from Hypothesis 4.3.2 and Remark 2.5.11 we have a bijective correspondence
betweenIdr /∼ andU/G given by the map sending(F ∗, e) ∈ Idr to expt(O(F ∗, e)). We need
more information about this parameterization; in particular, we will require the analogue of
Remark 2.5.4.

Suppose that all of the hypotheses of Sections 2.2 and 4.3 are valid. Letφ :sl2 → g be a Lie
algebra homomorphism defined overk. Forr ∈ R, i ∈ Z, andx ∈ B(CG(λφ), k), we define

g
φ
x,r(i) :=

{
X ∈ gx,r | λφ(t)X = tiX for all t ∈ k×}

and

gφx,r(� i) :=
∑
j�i

gφx,r(j).

Let V φ
x,r(i) (respectively,V φ

x,r(� i)) denote the image ofgφx,r(i) (respectively, the image of
gφx,r(� i)) in Vx,r.

LEMMA 4.4.1. – Fix r � 0. Suppose that all of the hypotheses of Sections2.2 and 4.3 are
valid. Suppose(F ∗, e) ∈ Idr . ChooseX ∈O(F ∗, e)∩gF∗ whose image inVF∗ is e. There exists a
Lie algebra homomorphismφ :sl2 → g defined overk such thatF ∗ ⊂B(φ, r) andX = φ ( 0 1

0 0 ).
Moreover, ifu= expt(X), then we have

1. If r > 0 (respectively, Ifr = 0), then the image ofu in GF∗/G+
F∗ is e (respectively, is

expt(e)).
2. For all i � 1, for all s ∈ R, and for allx ∈ F ∗ the map(

Ad(u)− 1
)
:gx,s → gx,s+r

induces a surjective map fromV φ
x,s(i− 2) to V φ

x,s+r(i) if r > 0 (respectively, from
V φ
x,s(� (i− 2)) to V φ

x,s(� i) if r = 0).
3. If O is a unipotent orbit such thatO ∩ uG+

F∗ �= ∅, thenGu⊂O.

4. For all x ∈ F ∗, we haveGu∩ uG+
F∗ = G+

x u.

Remark4.4.2. – Note thatu ∈ expt(O(F ∗, e))∩GF∗ .

Proof. –From [11, Lemma 5.3.3] there exists a Lie algebra homomorphismφ :sl2 → g

defined overk such thatX = φ ( 0 1
0 0 ) andF ∗ ⊂B(φ, r).

First suppose thatr = 0. From Hypotheses 4.3.2 we have that (1) holds. Claim (2) is a
consequence of the fact (from Hypothesis 2.2.2 andsl2(f)-representation theory) that for all
j � 1 the mapad(X) :gx,s → gx,s induces a surjective map fromV φ

x,s(j − 2) to V φ
x,s(j). We

now consider (3). Supposeu′ ∈ O ∩ uG+
F∗ . From Hypothesis 4.3.2 there exists anX ′ ∈ g such

that expt(X ′) = u′ andX ′ ∈ X + g
+
F∗ . From Remark 2.5.4 we haveGX is contained in the

closure ofGX ′. It follows from Hypothesis 2.2.5 thatGu⊂O. Finally, if gu ∈ uG+
F∗ , then the

reasoning above shows thatgX ∈X+g
+
F∗ . From Remark 2.5.4 there exists anh ∈G+

x such that
hX = gX and so (4) follows.

Now suppose thatr > 0. Sincer > 0, it follows from Hypothesis 4.3.2 and Hypothesis 2.2.5
thatad(X) and(Ad(u)− 1) induce the same map fromVx,s to Vx,s+r for all s ∈ R. It follows
that the image ofu in GF∗/G+

F∗ is e, and so (1) and (2) are true. We now show that (3) is valid.
Chooseu′ ∈O ∩ uG+

F∗ . From Hypothesis 4.3.2 there existsX ′ ∈ gF∗ such thatexpt(X
′) = u′.

But X ′ andu′ have the same image inVF∗ . ThusX ′ ∈X + g
+
F∗ . The result now follows from

Remark 2.5.4 and Hypothesis 2.2.5. Statement (4) is proved similarly.✷
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4.5. A (sketch of the) proof of Theorem 4.1.4 (2) and (3)

The remainder of the proof of Theorem 4.1.4 is nearly identical to the proof of Theorem 2.1.5
given in Section 2. For this reason, we only sketch the proof.

Supposer ∈ R�0. Recall from Theorem 4.1.4 (1) (which has been proved) that for
T ∈ J(Gr+), we have

resH
r+

T = 0 if and only if resH0
r+

T = 0.

Thus, the proof of Theorem 4.1.4 (2) and (3) has been reduced to a question about functions
supported onG0. We now show how to complete the proof of this theorem. We begin with an
analogue of Lemma 2.3.1, the descent and recovery lemma.

LEMMA 4.5.1. – Suppose that all of the hypotheses of Sections2.2and4.3are valid. Suppose
x ∈ B(G) and 0 � t < r. Let S be a maximalk-split torus ofG such thatx ∈ A(S, k). If
v ∈ (UGx,r+) ∩ (Gx,t � Gx,t+), then there existu ∈ Gx(vGx,r+) and λ ∈ Xk

∗(S) such that
for all sufficiently smallε > 0 we have

1. uGx,r+ ⊂Gx+ε·λ,t+ , and
2. uGx+ε·λ,r+ ⊂ Gx,(r−t)(uGx,r+). ✷
We offer some comments on the proof of Lemma 4.5.1. The essential tool in the proof of

Lemma 2.3.1 is the use of the theory ofsl2(f)-representations. Lemma 4.4.1 (2) shows us
how to replace this part of the proof. Also, the role of Hypothesis 2.2.8 will be played by
Hypothesis 4.3.3.

The proof of Theorem 4.1.4 (2) is now a straightforward translation of the proof in Section 2.4.
Moreover, thanks to parts (3) and (4) of Lemma 4.4.1, the proof of Theorem 4.1.4 (3) can be
extracted from Section 2.6.
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