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#### Abstract

We study curvature functionals for immersed 2 -spheres in non-compact, three-dimensional Riemannian manifold ( $M, h$ ) without boundary. First, under the assumption that $(M, h)$ is the euclidean 3 -space endowed with a semi-perturbed metric with perturbation small in $C^{1}$ norm and of compact support, we prove that if there is some point $\bar{x} \in M$ with scalar curvature $R^{M}(\bar{x})>0$ then there exists a smooth embedding $f: \mathbb{S}^{2} \hookrightarrow M$ minimizing the Willmore functional $\frac{1}{4} \int|H|^{2}$, where $H$ is the mean curvature. Second, assuming that ( $M, h$ ) is of bounded geometry (i.e. bounded sectional curvature and strictly positive injectivity radius) and asymptotically euclidean or hyperbolic we prove that if there is some point $\bar{x} \in M$ with scalar curvature $R^{M}(\bar{x})>6$ then there exists a smooth immersion $f: \mathbb{S}^{2} \hookrightarrow M$ minimizing the functional $\int\left(\frac{1}{2}|A|^{2}+1\right)$, where $A$ is the second fundamental form. Finally, adding the bound $K^{M} \leqslant 2$ to the last assumptions, we obtain a smooth minimizer $f: \mathbb{S}^{2} \hookrightarrow M$ for the functional $\int\left(\frac{1}{4}|H|^{2}+1\right)$. The assumptions of the last two theorems are satisfied in a large class of 3 -manifolds arising as spacelike timeslices solutions of the Einstein vacuum equation in case of null or negative cosmological constant.
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## 1. Introduction

The present work follows the paper [3] by Kuwert and the authors about the minimization of curvature functionals in Riemannian 3-manifolds under global conditions on the curvature of the ambient space. The aforementioned work is focalized in the case the ambient 3-manifold is compact and develop existence and regularity theory taking inspiration from [16]. The present paper instead is concerned about the non-compact situation and relies on the regularity theory

[^0]developed there. Let us point out that the study of curvature functionals, in particular of the Willmore functional, in the euclidean flat space is a topic of great interest in the contemporary research (see for instance the papers of Li and Yau [8], Kuwert and Schätzle [4], Rivière [13], Simon [16], etc.); the previous [3] and the present work are an attempt to open the almost unexplored field of the corresponding problems in non-constantly curved Riemannian 3 -manifolds under global geometric conditions.

Here we consider essentially two problems: first we minimize the Willmore functional among immersed spheres in $\mathbb{R}^{3}$ endowed with a semi-perturbed metric; second we minimize related curvature functionals in non-compact Riemannian 3-manifolds under global and asymptotic conditions on the metric. As we will remark later in the Introduction the assumptions will include a large class of manifolds naturally arising in General Relativity. Let us start discussing the first problem.

Let $h=h_{\mu \nu}$ be a symmetric bilinear form in $\mathbb{R}^{3}$ with compact support. Denote by

$$
\|h\|_{C^{0}}:=\sup _{x \in \mathbb{R}^{3} u, v \in S^{2}} \sup |h(x)(u, v)|, \quad\|D h\|_{C^{0}}:=\sup _{x \in \mathbb{R}^{3} u, v, w \in S^{2}} \sup _{w}\left|D_{w}(h(x)(u, v))\right|,
$$

where $D_{w}$ is just the directional derivative, and let $\|h\|_{C^{1}}=\|h\|_{C^{0}}+\|D h\|_{C^{0}}$.
Consider $\mathbb{R}^{3}$ equipped with the perturbed metric $\delta+h$, where $\delta=\delta_{\mu \nu}$ is the standard euclidean metric. For any immersed closed surface $f: \Sigma \hookrightarrow \mathbb{R}^{3}$ with induced metric $g=f^{*}(\delta+h)$, we consider the Willmore functional

$$
\begin{equation*}
W(f)=\frac{1}{4} \int_{\Sigma}|H|^{2} d \mu_{g} \tag{1}
\end{equation*}
$$

where $H$ is the mean curvature vector.
The first problem we study is the minimization of $W(f)$ in the class of immersed spheres in the Riemannian manifold $\left(\mathbb{R}^{3}, \delta+h\right)$ and prove the following existence result.

Theorem 1.1. Assume $\|h\|_{C^{0}} \leqslant \eta$ and $\|D h\|_{C^{0}} \leqslant \theta$, and that $\operatorname{spt} h \subset B_{r_{0}}^{e}\left(x_{0}\right)$ where $B_{r_{0}}^{e}\left(x_{0}\right)$ is the ball in euclidean metric of center $x_{0} \in \mathbb{R}^{3}$ and radius $r_{0}>0$. On the class $\left[\mathbb{S}^{2},\left(\mathbb{R}^{3}, \delta+h\right)\right]$ of smooth immersions $f: \mathbb{S}^{2} \rightarrow\left(\mathbb{R}^{3}, \delta+h\right)$, consider the Willmore functional

$$
W:\left[\mathbb{S}^{2},\left(\mathbb{R}^{3}, \delta+h\right)\right] \rightarrow \mathbb{R}, \quad W(f)=\frac{1}{4} \int_{\Sigma}|H|^{2} d \mu_{g}
$$

Assume that the scalar curvature $R_{h}$ of $\left(\mathbb{R}^{3}, \delta+h\right)$ is strictly positive in some point $\bar{x} \in \mathbb{R}^{3}$, namely $R_{h}(\bar{x})>0$. Then for $\eta$ and $r_{0} \theta$ sufficiently small there exists a minimizer $f$ in $\left[\mathbb{S}^{2},\left(\mathbb{R}^{3}, \delta+h\right)\right]$ for $W$, which is actually an embedding.

In asymptotically flat 3-manifolds, spheres which are critical points of related curvature functionals have been constructed recently by the first author [10,11]; Lamm, Metzger and Schulze [6], see also [5], studied instead the existence of spheres which are critical points of curvature functionals under constraints. They obtain the solutions as perturbations of round spheres using implicit function type arguments.

Among the aforementioned papers, the most related to the present work is [10]; the main difference here (beside the fact that the proofs are completely different, in the former the author used techniques of nonlinear analysis, here we use techniques of geometric measure theory) is that in the former the perturbed metric was $C^{\infty}$ infinitesimally close to the euclidean metric, then with infinitesimal curvature. Here instead $\delta+h$ is assumed to be close to the euclidean metric $\delta$ just in $C^{0}$ norm; indeed, in order to have $r_{0} \theta$ small, $\|D h\|_{C^{0}}$ can be large if the support of $h$ is contained in a small ball. Moreover no restrictions are imposed on the derivatives of $h$ of order higher than one, so the Riemann curvature tensor of ( $\mathbb{R}^{3}, \delta+h$ ) can be arbitrarily large. For instance, if $h_{\mu \nu}(x)=h_{0}(x) \delta_{\mu \nu}$ for a certain function $h_{0} \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right)$, then the perturbed metric $\delta_{\mu \nu}+h_{\mu \nu}=\left(1+h_{0}\right) \delta_{\mu \nu}$ is conformal to the euclidean metric and a direct computation shows that $R_{h}=2 \frac{\Delta h_{0}}{\left(1+h_{0}\right)^{2}}-\frac{5}{2} \frac{\left|d h_{0}\right|^{2}}{\left(1+h_{0}\right)^{3}}$; therefore taking $h_{0}$ with small $C^{1}$ norm but with large laplacian gives a metric with arbitrarily large curvature which fits in the assumptions of Theorem 1.1 (notice that this example is not trivial since the Willmore functional is invariant under conformal transformations of $\mathbb{R}^{3}$ but not under conformal changes of metric).

The second problem we study is the minimization of Willmore-type functionals in asymptotically euclidean (or asymptotically hyperbolic) Riemannian 3-manifolds. For that let ( $M, h$ ) be a non-compact Riemannian 3-manifold without boundary of bounded geometry, i.e.:
i) ( $M, h$ ) has bounded sectional curvature:

$$
\begin{equation*}
\left|K^{M}\right| \leqslant \Lambda<\infty \tag{2}
\end{equation*}
$$

ii) ( $M, h$ ) has strictly positive injectivity radius:

$$
\begin{equation*}
\operatorname{Inj}(M, h) \geqslant \bar{\rho}>0 . \tag{3}
\end{equation*}
$$

We assume that either
iiia) ( $M, h$ ) is asymptotically euclidean in the following very general sense: there exist compact subsets $\Omega_{1} \Subset M$ and $\Omega_{2} \Subset \mathbb{R}^{3}$ such that

$$
\begin{equation*}
\left(M \backslash \Omega_{1}\right) \text { is isometric to }\left(\mathbb{R}^{3} \backslash \Omega_{2}, \delta+o_{1}(1)\right) \text {, } \tag{4}
\end{equation*}
$$

where $\left(\mathbb{R}^{3}, \delta+o_{1}(1)\right)$ denotes the Riemannian manifold $\mathbb{R}^{3}$ endowed with the euclidean metric $\delta_{\mu \nu}+o_{1}(1)_{\mu \nu}$ and $o_{1}(1)$ denotes a symmetric bilinear form which goes to 0 with its first derivatives at infinity, namely

$$
\lim _{|x| \rightarrow \infty}\left(\left|o_{1}(1)(x)\right|+\left|\nabla o_{1}(1)(x)\right|\right)=0, \quad \text { or }
$$

iiib) ( $M, h$ ) is hyperbolic outside a compact subset, namely there exists $\Omega \Subset M$ such that the sectional curvature $K^{M} \leqslant 0$ on $M \backslash \Omega$.

For any immersed closed surface $f: \Sigma \hookrightarrow M$ with induced metric $g=f^{*} h$ and second fundamental form $A$, we consider the functional

$$
\begin{equation*}
E_{1}(f):=\int_{\Sigma}\left(\frac{|A|^{2}}{2}+1\right) d \mu_{g} \tag{5}
\end{equation*}
$$

and we prove the following existence result.
Theorem 1.2. Let ( $M, h$ ) be a non-compact Riemannian 3-manifold satisfying i), ii) and either iiia) or iiib) above. On the class $\left[\mathbb{S}^{2}, M\right]$ of smooth immersions $f: \mathbb{S}^{2} \hookrightarrow M$, consider the functional

$$
E_{1}:\left[\mathbb{S}^{2}, M\right] \rightarrow \mathbb{R}, \quad E_{1}(f)=\int_{\mathbb{S}^{2}}\left(\frac{|A|^{2}}{2}+1\right) d \mu_{g}
$$

If the scalar curvature $R^{M}(\bar{x})>6$ for some point $\bar{x} \in M$, then there exists a smooth minimizer $f$ in $\left[\mathbb{S}^{2}, M\right]$ for $E_{1}$.
Finally we will also discuss the following variant of Theorem 1.2.
Theorem 1.3. Let ( $M, h$ ) be a non-compact Riemannian 3-manifold satisfying i), ii) and either iiia) or iiib) above. On the class $\left[\mathbb{S}^{2}, M\right]$ of smooth immersions $f: \mathbb{S}^{2} \hookrightarrow M$, consider the functional

$$
W_{1}:\left[\mathbb{S}^{2}, M\right] \rightarrow \mathbb{R}, \quad W_{1}(f)=\int_{\mathbb{S}^{2}}\left(\frac{|H|^{2}}{4}+1\right) d \mu_{g}
$$

If the sectional curvature $K^{M} \leqslant 2$ and moreover the scalar curvature $R^{M}(\bar{x})>6$ for some point $\bar{x} \in M$, then there exists a smooth minimizer $f$ in $\left[\mathbb{S}^{2}, M\right]$ for $W_{1}$.

Remark 1.4. Observe that if the ambient manifold $(M, h)$ is the euclidean space $\left(\mathbb{R}^{3}, \delta\right)$, then for every smooth immersion of a sphere $f: \mathbb{S}^{2} \hookrightarrow \mathbb{R}^{3}$ one has $E_{1}(f) \geqslant W_{1}(f)>W(f) \geqslant 4 \pi$. Moreover taking the sequence of round spheres $S_{p}^{1 / n}$ of center $p$ and radius $1 / n$ one gets $E_{1}\left(S_{p}^{1 / n}\right)=W_{1}\left(S_{p}^{1 / n}\right)=4 \pi+\frac{4 \pi}{n^{2}} \downarrow 4 \pi$. So in the euclidean space the infimum of $W_{1}$ and $E_{1}$ is $4 \pi$ and is never attained. Therefore the curvature assumptions are essentials for having the existence of a minimizer.

Before passing to an overview of the paper let us comment on the assumptions of Theorems 1.2 and 1.3; we point out that a large class of 3-manifolds arising in General Relativity as spacelike timeslices of solutions to the Einstein vacuum equation perfectly fit in our framework.

First of all observe that the asymptotic assumption iiia) is very mild, indeed we are asking just an asymptotic $C^{1}$ closeness of the metric $h$ of the manifold with the euclidean metric; as explained above, this allows a lot of freedom to the curvature of $h$ which, for instance, is not constricted to vanish at infinity. Notice moreover that asymptotically spatial Schwarzschild 3-manifolds with mass (for the definition see, for instance, [6, p. 3]), or the metric considered by Schoen and Yau in [14] in the proof of the Positive Mass Theorem, outside a ball centered in the origin, easily satisfy iiia).

Also assumption iiib) is natural in General Relativity, indeed metrics which are asymptotic to Anti-de SitterSchwarzschild metrics with mass easily fit in iiib) (for the definition see for instance [12, p. 911], for the computation of the curvature see Lemma 3.1 of the same paper).

Therefore assumptions iiia) and iiib) correspond respectively to null and negative cosmological constant in the Einstein vacuum equations.

We conclude the Introduction by briefly outlining the contents of the present work. The technique adopted in the paper is the direct method in the calculus of variations, as in [16] and [3]: we consider a minimizing sequence of smooth immersions $\left\{f_{k}\right\}_{k \in \mathbb{N}} \subset\left[\mathbb{S}^{2}, M\right]$ for the desired functional, we prove that the sequence is compact in a weak sense and does not degenerate, so there exists a weak minimizer and finally one gets the existence of a smooth minimizer by proving regularity. The main difficulty here is that in all the considered problems the ambient manifold is non-compact, so a priori the minimizing sequence can become larger and larger in area and diameter, or may escape to infinity. Moreover, as in [3], the minimizing sequence can degenerate collapsing to a point. In order to prevent the aforementioned bad behaviors, we prove local and global estimates using the assumptions on the curvature of the ambient manifold. Then the weak compactness and the regularity follow as in [3].

More precisely in Section 2 we prove Theorem 1.1; for that we first derive estimates on the geometric quantities in perturbed metric, then with a blow down procedure we get that the minimizing sequences stay in a compact subset and have bounded area, finally we prevent degeneration and we apply similar methods and techniques developed by Simon in [16] or Kuwert, Mondino and Schygulla in [3] to conclude with Theorem 1.1.

In Section 3 we prove both Theorems 1.2 and 1.3; for that we first show that minimizing sequences for the considered functionals, although the ambient manifold is non-compact, stay in a compact subset of ( $M, h$ ) and do not degenerate. This enables us to apply the existence proof of [3] and to conclude existence of minimizers for the functionals $E_{1}$ and $W_{1}$.

## 2. Proof of Theorem 1.1

### 2.1. Geometric estimates and a monotonicity formula in perturbed setting

The goal of this section is to prove a monotonicity formula which links the area, the diameter and the Willmore functional of a surface $\Sigma \hookrightarrow\left(\mathbb{R}^{3}, \delta+h\right)$. The surface $\Sigma$ can be seen as immersed in two different Riemannian manifolds: $\left(\mathbb{R}^{3}, \delta\right)$ and $\left(\mathbb{R}^{3}, \delta+h\right)$. It follows that all the geometric quantities can be computed with respect to the two different spaces and will have different values: the euclidean and the perturbed ones. We use the convention that all the quantities computed with respect to the euclidean metric will have a subscript " $e$ ", for example $|\Sigma|_{e},\left(A_{e}\right)_{i j}, H_{e}, W_{e}(\Sigma), \ldots$ will denote the euclidean area of $\Sigma$, euclidean second fundamental form, euclidean mean curvature, euclidean Willmore functional, and the corresponding ones evaluated in perturbed metric will have a subscript " $h$ ", for example $|\Sigma|_{h},\left(A_{h}\right)_{i j}, H_{h}, W_{h}(\Sigma), \ldots$ are the corresponding quantities in metric $\delta+h$. Let us start with a straightforward but useful lemma.

Lemma 2.1. Assume that $\|h\|_{C^{0}\left(\mathbb{R}^{3}\right)} \leqslant \eta<1$. It follows that
i) $\left(\mathbb{R}^{3}, \delta+h\right)$ is a complete Riemannian manifold,
ii) for every pair of points $p_{1}, p_{2} \in \mathbb{R}^{3}$ we have

$$
\frac{1}{\sqrt{1+\eta}} d_{h}\left(p_{1}, p_{2}\right) \leqslant\left|p_{1}-p_{2}\right|_{\mathbb{R}^{3}} \leqslant \frac{1}{\sqrt{1-\eta}} d_{h}\left(p_{1}, p_{2}\right)
$$

where $\left|p_{1}-p_{2}\right|_{\mathbb{R}^{3}}, d_{h}\left(p_{1}, p_{2}\right)$ denote the distance respectively in $\left(\mathbb{R}^{3}, \delta\right)$ and in $\left(\mathbb{R}^{3}, \delta+h\right)$ between $p_{1}$ and $p_{2}$.
Proof. To get i) it is sufficient to prove that all the geodesics of $\left(\mathbb{R}^{3}, \delta+h\right)$ are defined on the whole $\mathbb{R}$. Consider the geodesic differential equation $\ddot{x}^{\mu}+\Gamma_{\nu \lambda}^{\mu} \dot{x}^{\nu} \dot{x}^{\lambda}=0$ and observe that the Christoffel symbols $\Gamma_{\nu \lambda}^{\mu}$ of $\left(\mathbb{R}^{3}, \delta+h\right)$ are bounded. Since the geodesics of $\left(\mathbb{R}^{3}, \delta+h\right)$ can be parametrized by arclength, the geodesic differential equation can be interpreted as a dynamical system on the spherical bundle $S\left(\mathbb{R}^{3}, \delta+h\right)$ of $\left(\mathbb{R}^{3}, \delta+h\right)$ (the bundle of the unit tangent vectors) generated by the vector field $X_{h}\left(x^{\mu}, y^{\mu}\right):=\left(y^{\mu},-\Gamma_{\nu \lambda}^{\mu} y^{\nu} y^{\lambda}\right)$, where $x \in \mathbb{R}^{3}, y \in T_{x} \mathbb{R}^{3}$ with $|y|_{h}=1$. But $X_{h}$ is a bounded vector field on $S\left(\mathbb{R}^{3}, \delta+h\right)$ which implies by standard ODE arguments (see for instance Lemma 7.2 and Lemma 7.3 of [1]) that the integral curves are defined on the whole $\mathbb{R}$.

For ii) consider the segment of the straight line [ $p_{1}, p_{2}$ ] connecting $p_{1}$ and $p_{2}$. Then by definition we have

$$
d_{h}\left(p_{1}, p_{2}\right) \leqslant \operatorname{length}_{h}\left(\left[p_{1}, p_{2}\right]\right)=\int_{0}^{1} \sqrt{(\delta+h)\left(p_{2}-p_{1}, p_{2}-p_{1}\right)} \leqslant \sqrt{1+\eta}\left|p_{1}-p_{2}\right|_{\mathbb{R}^{3}}
$$

where of course length $h_{h}\left(\left[p_{1}, p_{2}\right]\right)$ is the length of the segment $\left[p_{1}, p_{2}\right]$ in the metric $\delta+h$.
On the other hand let $\gamma_{h}:[0,1] \rightarrow \mathbb{R}^{3}$ be a minimizing geodesic in $\left(\mathbb{R}^{3}, \delta+h\right)$ connecting $p_{1}$ and $p_{2}$ (it exists by part i)). Then

$$
d_{h}\left(p_{1}, p_{2}\right)=\int_{0}^{1} \sqrt{(\delta+h)\left(\dot{\gamma_{h}}, \dot{\gamma_{h}}\right)} \geqslant \int_{0}^{1} \sqrt{(1-\eta)}\left|\dot{\gamma_{h}}\right|_{\mathbb{R}^{3}}=\sqrt{1-\eta} \text { length }_{e}\left(\gamma_{h}\right) \geqslant \sqrt{1-\eta}\left|p_{1}-p_{2}\right|_{\mathbb{R}^{3}},
$$

where of course length $\left(\gamma_{h}\right)$ is the length of $\gamma_{h}$ in euclidean metric.
Lemma 2.2. Let $\Sigma \hookrightarrow \mathbb{R}^{3}$ be an immersed, smooth, closed, orientable surface, and let $\|h\|_{C^{0}} \leqslant \eta<1 / 4$. The first fundamental form induced on $\Sigma$ by the two different metrics will be denoted respectively by $\AA_{i j}$ and $\left(\delta+\frac{\circ}{} h\right)_{i j}$ or simply by $\delta$ and $(\delta \dot{+} h)$. Then the following pointwise estimate for the area form holds:

$$
\begin{equation*}
(1-4 \eta) \sqrt{\operatorname{det} \delta} \leqslant \sqrt{\operatorname{det}(\delta \dot{+} h)} \leqslant(1+4 \eta) \sqrt{\operatorname{det} \delta} \tag{6}
\end{equation*}
$$

Proof. Let $f: \Omega \subset \mathbb{R}^{2} \rightarrow \mathbb{R}^{3}$ be a coordinate patch for the surface $\Sigma$. Of course it is enough to do all the computation for a general patch; moreover we can assume that the patch is conformal with respect to the euclidean metric (i.e. we are using isothermal coordinates w.r.t. the euclidean structure). By definition we have

$$
(\delta \stackrel{\circ}{+} h)_{i j}=(\delta+h)\left(\partial_{i} f, \partial_{j} f\right)=\stackrel{\circ}{\delta}_{i j}+h\left(\partial_{i} f, \partial_{j} f\right)
$$

By the choice of the coordinate patch we have that $\delta_{i j}$ is diagonal. It follows that

$$
\begin{equation*}
\operatorname{det}(\delta \stackrel{\circ}{+} h)=\operatorname{det}(\delta)+\AA_{11} h\left(\partial_{2} f, \partial_{2} f\right)+\AA_{22} h\left(\partial_{1} f, \partial_{1} f\right)+\operatorname{det}\left(h\left(\partial_{i} f, \partial_{j} f\right)\right) \tag{7}
\end{equation*}
$$

By assumption and by Schwartz inequality we have

$$
\left|h\left(\partial_{i} f, \partial_{i} f\right)\right| \leqslant \eta \AA_{i i}, \quad h\left(\partial_{1} f, \partial_{2} f\right)^{2} \leqslant \eta^{2} \AA_{11} \AA_{22}
$$

Putting these estimates in (7) and observing that $\eta^{2}<\eta$ we get

$$
\begin{equation*}
(1-4 \eta)(\operatorname{det} \delta) \leqslant \operatorname{det}\left(\delta+\frac{\circ}{+}\right) \leqslant(1+4 \eta)(\operatorname{det} \delta) \tag{8}
\end{equation*}
$$

and the lemma follows.

In the following lemma we derive a pointwise estimate from above and below of the mean curvature squared in perturbed setting in terms of the corresponding euclidean quantities.

Lemma 2.3. Let $\Sigma \hookrightarrow \mathbb{R}^{3}$ be an immersed, smooth, closed, orientable surface. Assume that $\|h\|_{C^{0}} \leqslant \eta$ and $\|D h\|_{C^{0}} \leqslant \theta$ with $\eta$ small. Then the following pointwise estimate holds:

$$
(1-C \eta-\gamma)\left|H_{e}\right|^{2}-(C \eta+\gamma)\left|A_{e}\right|^{2}-C_{\gamma} \theta^{2} \leqslant\left|H_{h}\right|^{2} \leqslant(1+C \eta+\gamma)\left|H_{e}\right|^{2}+(C \eta+\gamma)\left|A_{e}\right|^{2}+C_{\gamma} \theta^{2}
$$

where $\gamma>0$ is arbitrary and $C_{\gamma} \leqslant C\left(1+\frac{1}{\gamma}\right)$.
Proof. Let $p \in \Sigma$ and choose the parametrization $f$ given by the normal coordinates at $p$ with respect to the metric $\delta$, such that the coordinate vectors $\partial_{i} f$ are euclidean orthonormal and diagonalize the euclidean second fundamental form $A_{e}$ at $p$ (the first condition is trivial, the second can be achieved by a rotation). With this choice of coordinates, the euclidean Christoffel symbols $\tilde{\Gamma}_{i j}^{k}$ of $\Sigma$ vanish at $p$ and therefore

$$
\begin{equation*}
\partial_{i j}^{2} f(p)=\left(A_{e}\right)_{i j}(p) v_{e}(p)+\tilde{\Gamma}_{i j}^{k}(p) \partial_{k} f(p)=\left(A_{e}\right)_{i j}(p) v_{e}(p), \tag{9}
\end{equation*}
$$

where $\nu_{e}$ denotes the euclidean normal vector to $\Sigma$, namely $\nu_{e}=\partial_{1} f \times \partial_{2} f$.
The normal vector to $\Sigma$ in perturbed metric is denoted $v_{h}$ and has the form $\nu_{h}=v_{e}+N$, where the correction $N$ is small since $\|h\|_{C^{0}}$ is small. More precisely it follows from the orthogonality conditions $(\delta+h)\left(\partial_{i} f, \nu_{h}\right)=0$ that

$$
\delta\left(\partial_{i} f, N\right)=-h\left(\partial_{i} f, v_{e}\right)+\text { higher order terms }
$$

Imposing the normalization condition $(\delta+h)\left(v_{h}, v_{h}\right)=1$ we obtain

$$
\delta\left(N, v_{e}\right)=-\frac{1}{2} h\left(v_{e}, v_{e}\right)+\text { higher order terms }
$$

Since ( $\partial_{1} f, \partial_{2} f, \nu_{e}$ ) is an orthonormal frame in euclidean metric, we can represent $N$ as

$$
\begin{equation*}
N=-h\left(v_{e}, \partial_{1} f\right) \partial_{1} f-h\left(v_{e}, \partial_{2} f\right) \partial_{2} f-\frac{1}{2} h\left(v_{e}, v_{e}\right) v_{e}+\text { higher order terms. } \tag{10}
\end{equation*}
$$

Observe that the higher order terms can be computed in an inductive way using the orthonormalization conditions above and that for $\eta$ small

$$
\begin{equation*}
|N|_{e}=\sqrt{\delta(N, N)} \leqslant C \eta . \tag{11}
\end{equation*}
$$

Now let us compute the perturbed second fundamental form

$$
\left(A_{h}\right)_{i j}=(\delta+h)\left(v_{h},{ }^{\delta+h} \nabla_{\partial_{i} f} \partial_{j} f\right),
$$

where ${ }^{\delta+h} \nabla$ is the covariant derivative in $\left(\mathbb{R}^{3}, \delta+h\right)$. By definition

$$
{ }^{\delta+h} \nabla_{\partial_{i} f} \partial_{j} f=\partial_{i j}^{2} f+{ }^{\delta+h} \Gamma \partial_{i} f \partial_{j} f
$$

where ${ }^{\delta+h} \Gamma$ are the Christoffel symbols of $\left(\mathbb{R}^{3}, \delta+h\right)$ and ${ }^{\delta+h} \Gamma \partial_{i} f \partial_{j} f={ }^{\delta+h} \Gamma_{\nu \lambda}^{\mu} \partial_{i} f^{\nu} \partial_{j} f^{\lambda} e_{\mu}$, where $\left\{e_{\mu}\right\}$ is the standard euclidean orthonormal basis of $\left(\mathbb{R}^{3}, \delta\right)$ and $\partial_{i} f=\partial_{i} f^{\mu} e_{\mu}$.

Using (9), the perturbed second fundamental form becomes

$$
\left(A_{h}\right)_{i j}=(\delta+h)\left(v_{e}+N,\left(A_{e}\right)_{i j} v_{e}+{ }^{\delta+h} \Gamma \partial_{i} f \partial_{j} f\right) .
$$

Observing that $\left.\right|^{\delta+h} \Gamma \mid \leqslant C \theta$ and recalling (11) one gets

$$
\begin{equation*}
\left(A_{e}\right)_{i j}-C \eta\left(A_{e}\right)_{i j}-C \theta \leqslant\left(A_{h}\right)_{i j} \leqslant\left(A_{e}\right)_{i j}+C \eta\left(A_{e}\right)_{i j}+C \theta \tag{12}
\end{equation*}
$$

Squaring and using the $\gamma$-Cauchy inequality we get that for any $\gamma>0$

$$
\begin{equation*}
(1-2 \gamma-C \eta)\left|A_{e}\right|^{2}-C_{\gamma} \theta^{2}\left(1+\eta^{2}\right) \leqslant\left|A_{h}\right|^{2} \leqslant(1+2 \gamma+C \eta)\left|A_{e}\right|^{2}+C_{\gamma} \theta^{2}\left(1+\eta^{2}\right), \tag{13}
\end{equation*}
$$

where $C_{\gamma} \leqslant C\left(1+\frac{1}{\gamma}\right)$. Since $H_{h}=(\delta \stackrel{\circ}{+} h)^{i j}\left(A_{h}\right)_{i j}$ by definition and since

$$
(\AA)^{i j}-C \eta \leqslant(\delta+h)^{i j} \leqslant(\AA)^{i j}+C \eta,
$$

we get by taking the trace in (12) with respect to $\delta \dot{+} h$ that

$$
\begin{equation*}
H_{e}-C \eta\left|A_{e}\right|_{e}-C \theta \leqslant H_{h} \leqslant H_{e}+C \eta\left|A_{e}\right|_{e}+C \theta, \tag{14}
\end{equation*}
$$

where $\left|A_{e}\right|_{e}$ (in the sequel called just $\left|A_{e}\right|$ ) is the euclidean norm of the euclidean second fundamental form. Using the Cauchy inequality it follows that

$$
\begin{aligned}
\left|H_{h}\right|^{2} & \leqslant\left|H_{e}\right|^{2}+C \eta\left|H_{e}\right|\left|A_{e}\right|+C \theta\left|H_{e}\right|+C \eta^{2}\left|A_{e}\right|^{2}+C \theta\left|A_{e}\right|+C \theta^{2} \\
& \leqslant(1+C \eta+\gamma)\left|H_{e}\right|^{2}+(C \eta+\gamma)\left|A_{e}\right|^{2}+C_{\gamma} \theta^{2}
\end{aligned}
$$

The estimate from below is analogous, and the lemma is proved.
Lemma 2.4. Let $\Sigma \hookrightarrow \mathbb{R}^{3}$ be an immersed, smooth, closed, orientable surface. Assume that $\|h\|_{C^{0}} \leqslant \eta$ ( $\eta>0$ small) and $\|D h\|_{C^{0}} \leqslant \theta$, and that $\operatorname{spt} h \subset B_{r_{0}}^{e}\left(x_{0}\right)$ where $B_{r_{0}}^{e}\left(x_{0}\right)$ is the euclidean ball of center $x_{0} \in \mathbb{R}^{3}$ and radius $r_{0}>0$. Then

$$
\begin{equation*}
\left(1-C \eta-C \gamma-C_{\gamma} r_{0}^{2} \theta^{2}\right) W_{e}(\Sigma)-C_{g}(\eta+\gamma) \leqslant W_{h}(\Sigma) \tag{15}
\end{equation*}
$$

where $\gamma>0$ is arbitrary, $C_{g} \leqslant C(1+\operatorname{genus} \Sigma)$ is a constant depending on genus $\Sigma$ and $C_{\gamma} \leqslant C\left(1+\frac{1}{\gamma}\right)$. Moreover it follows for $\eta$ and $r_{0} \theta$ sufficiently small that

$$
\begin{equation*}
W_{e}(\Sigma) \leqslant \frac{3}{2} W_{h}(\Sigma)+1 \tag{16}
\end{equation*}
$$

Proof. Recalling the estimate of the area form (6), integrating the formula of Lemma 2.3 yields

$$
W_{h}(\Sigma)=\frac{1}{4} \int_{\Sigma}\left|H_{h}\right|^{2} \sqrt{\operatorname{det}(\delta \dot{+} h)} \geqslant \int_{\Sigma}\left[\left(\frac{1}{4}-C \eta-\gamma\right)\left|H_{e}\right|^{2}-(C \eta+\gamma)\left|A_{e}\right|^{2}-C_{\gamma} \theta^{2} \chi_{h}\right](1-4 \eta) \sqrt{\operatorname{det} \delta}
$$

where $\chi_{h}$ is the characteristic function of spt $h$. From the Gauss-Bonnet Theorem it follows that

$$
\int_{\Sigma}\left|A_{e}\right|^{2} \sqrt{\operatorname{det} \delta}=\int_{\Sigma}\left|H_{e}\right|^{2} \sqrt{\operatorname{det} \delta}-4 \pi \chi_{E}(\Sigma)
$$

where $\chi_{E}(\Sigma)=2-2$ genus $\Sigma$ is the Euler characteristic of $\Sigma$. Hence

$$
W_{h}(\Sigma) \geqslant(1-C \eta-C \gamma) W_{e}(\Sigma)-C_{g}(\eta+\gamma)-C_{\gamma} \theta^{2}|\Sigma \cap \operatorname{spt} h|_{e}
$$

From formula (1.3) in [16] it follows that

$$
\begin{equation*}
|\Sigma \cap \operatorname{spt} h|_{e} \leqslant\left|\Sigma \cap B_{r_{0}}^{e}\left(x_{0}\right)\right|_{e} \leqslant C r_{0}^{2} W_{e}(\Sigma) \tag{17}
\end{equation*}
$$

Therefore the lemma is proved.
Using the estimates of the previous lemmas, we get the desired monotonicity formula in the following proposition. For that we define $\Sigma_{x, \rho}:=\Sigma \cap B_{\rho}^{e}(x)$.

Proposition 2.5. Let $\Sigma \hookrightarrow \mathbb{R}^{3}$ be an immersed, smooth, closed, orientable surface. Assume $\|h\|_{C^{0}} \leqslant \eta$ and $\|D h\|_{C^{0}} \leqslant \theta$, and that spt $h \subset B_{r_{0}}^{e}\left(x_{0}\right)$ for some $x_{0} \in \mathbb{R}^{3}$ and $r_{0}>0$. Then for $\gamma, \eta$ and $r_{0} \theta$ sufficiently small the following inequality holds

$$
\sigma^{-2}\left|\Sigma_{x, \sigma}\right|_{h} \leqslant C\left[\rho^{-2}\left|\Sigma_{x, \rho}\right|_{h}+W_{h}\left(\Sigma_{x, \rho}\right)+\left[C_{g}(\eta+\gamma)+C_{\gamma} r_{0}^{2} \theta^{2}\right]\left(W_{h}(\Sigma)+1\right)\right] \quad \text { for all } 0<\sigma \leqslant \rho<\infty
$$

where $C_{g} \leqslant C(1+\operatorname{genus} \Sigma)$ is a constant depending on genus $\Sigma$ and $C_{\gamma} \leqslant C\left(1+\frac{1}{\gamma}\right)$.

Proof. Let us recall the euclidean monotonicity formula proved by Simon (formula (1.3) in [16]):

$$
\begin{equation*}
\sigma^{-2}\left|\Sigma_{x, \sigma}\right|_{e} \leqslant C\left(\rho^{-2}\left|\Sigma_{x, \rho}\right|_{e}+W_{e}\left(\Sigma_{x, \rho}\right)\right) . \tag{18}
\end{equation*}
$$

We just have to estimate from above and below the area part and from above the Willmore term. From Lemma 2.2 it follows by integration that

$$
\frac{1}{1+4 \eta}\left|\Sigma_{x, \sigma}\right|_{h} \leqslant\left|\Sigma_{x, \sigma}\right|_{e}, \quad\left|\Sigma_{x, \rho}\right|_{e} \leqslant \frac{1}{1-4 \eta}\left|\Sigma_{x, \rho}\right|_{h} .
$$

Integrating the formula of Lemma 2.3 yields

$$
W_{h}\left(\Sigma_{x, \rho}\right) \geqslant \int_{\Sigma_{x, \rho}}\left[\left(\frac{1}{4}-C \eta-\gamma\right)\left|H_{e}\right|^{2}-(C \eta+\gamma)\left|A_{e}\right|^{2}-C_{\gamma} \theta^{2} \chi_{h}\right](1-4 \eta) \sqrt{\operatorname{det} \delta},
$$

where again $\chi_{h}$ is the characteristic function of spt $h$. From the Gauss-Bonnet Theorem and (16) we get

$$
\int_{\Sigma_{x, \rho}}\left|A_{e}\right|^{2} \sqrt{\operatorname{det} \delta} \leqslant \int_{\Sigma}\left|A_{e}\right|^{2} \sqrt{\operatorname{det} \delta} \leqslant C_{g}\left(W_{e}(\Sigma)+1\right) \leqslant C_{g}\left(W_{h}(\Sigma)+1\right),
$$

where $C_{g} \leqslant C(1+\operatorname{genus} \Sigma)$ is a constant depending on genus $\Sigma$. Hence

$$
W_{h}\left(\Sigma_{x, \rho}\right) \geqslant(1-C \eta-C \gamma) W_{e}\left(\Sigma_{x, \rho}\right)-C_{g}(\eta+\gamma)\left(W_{h}(\Sigma)+1\right)-C_{\gamma} \theta^{2}\left|\Sigma_{x, \rho} \cap \operatorname{spt} h\right|_{e} .
$$

As before

$$
\left|\Sigma_{x, \rho} \cap \operatorname{spt} h\right|_{e} \leqslant\left|\Sigma \cap B_{r_{0}}^{e}\left(x_{0}\right)\right|_{e} \leqslant C r_{0}^{2} W_{e}(\Sigma) \leqslant C r_{0}^{2}\left(W_{h}(\Sigma)+1\right)
$$

and thus we get for $\eta$ and $\gamma$ sufficiently small that

$$
W_{e}\left(\Sigma_{x, \rho}\right) \leqslant C W_{h}\left(\Sigma_{x, \rho}\right)+C_{g}(\eta+\gamma)\left(W_{h}(\Sigma)+1\right)+C_{\gamma} r_{0}^{2} \theta^{2}\left(W_{h}(\Sigma)+1\right),
$$

and the proposition follows from Simon's monotonicity formula (18).

### 2.2. A priori estimates for a minimizing sequence of $W$

Under a very general assumption on the metric (we ask that the scalar curvature of the ambient manifold is strictly positive in one point) we will show global a priori estimates for minimizing sequences of the Willmore functional; more precisely we get uniform upper area bounds, uniform upper and lower bounds on the diameters and we show that minimizing sequences are contained in a compact subset of $\mathbb{R}^{3}$.

Proposition 2.6. Following the previous notation, assume that the scalar curvature $R_{h}$ of $\left(\mathbb{R}^{3}, \delta+h\right)$ is strictly positive in some point $\bar{x} \in \mathbb{R}^{3}$, namely $R_{h}(\bar{x})>0$, then

$$
\inf _{f \in\left[\mathbb{S}^{2},\left(\mathbb{R}^{3}, \delta+h\right)\right]} W_{h}(f)<4 \pi .
$$

Proof. From Proposition 3.1 of [10], on geodesic spheres $S_{\bar{x}, \rho}$ of center $\bar{x}$ and small radius $\rho$ one has

$$
W_{h}\left(S_{\bar{x}, \rho}\right)=4 \pi-\frac{2 \pi}{3} R_{h}(\bar{x}) \rho^{2}+O\left(\rho^{3}\right) .
$$

Since these surfaces are smooth embeddings of $\mathbb{S}^{2}$ and $R_{h}(\bar{x})>0$, the conclusion follows.
The last proposition together with (16) implies that if the scalar curvature $R_{h}$ of $\left(\mathbb{R}^{3}, \delta+h\right)$ is strictly positive in some point, then for a minimizing sequence $f_{k} \in\left[\mathbb{S}^{2},\left(\mathbb{R}^{3}, \delta+h\right)\right]$ of the functional $W_{h}$ in $\left[\mathbb{S}^{2},\left(\mathbb{R}^{3}, \delta+h\right)\right]$ we have for $k$ sufficiently large

$$
W_{e}\left(f_{k}\right)<8 \pi,
$$

and thus $f_{k}$ is an embedding. Therefore in order to minimize the functional $W_{h}$ in $\left[\mathbb{S}^{2},\left(\mathbb{R}^{3}, \delta+h\right)\right]$ we can take minimizing sequences of smooth spheres $\Sigma_{k}$ embedded in $\mathbb{R}^{3}$.

Proposition 2.7. Assume $\|h\|_{C^{0}} \leqslant \eta$ and $\|D h\|_{C^{0}} \leqslant \theta$, and that $\operatorname{spt} h \subset B_{r_{0}}^{e}\left(x_{0}\right)$ for some $x_{0} \in \mathbb{R}^{3}$ and $r_{0}>0$. Suppose that $\inf _{f \in\left[\mathbb{S}^{2},\left(\mathbb{R}^{3}, \delta+h\right)\right]} W_{h}(f)<4 \pi$ and let $\Sigma_{k} \hookrightarrow \mathbb{R}^{3}$ be a minimizing sequence of smooth, embedded spheres for the functional $W_{h}$ in $\left[\mathbb{S}^{2},\left(\mathbb{R}^{3}, \delta+h\right)\right]$. Then for $\eta$ and $r_{0} \theta$ sufficiently small we have that
i) there exists a compact set $K \subset \mathbb{R}^{3}$ such that $\Sigma_{k} \subset K$ for $k$ sufficiently large,
ii) there exists a constant $C<\infty$ such that $\left|\Sigma_{k}\right|_{h} \leqslant C$ for $k$ sufficiently large.

Proof. First of all observe that each surface $\Sigma_{k}$ is connected. As before let $\eta=\|h\|_{C^{0}}$ and $\theta=\|D h\|_{C^{0}}$, and let $r_{0}>0$ such that spt $h \subset B_{r_{0}}^{e}(0)$. From $W_{h}\left(\Sigma_{k}\right)<4 \pi$ it follows that

$$
\Sigma_{k} \cap B_{r_{0}}^{e}(0) \neq \emptyset
$$

since otherwise $W_{h}\left(\Sigma_{k}\right)=W_{e}\left(\Sigma_{k}\right)$ and thus $W_{e}\left(\Sigma_{k}\right) \geqslant 4 \pi$ by Theorem 7.2.2 in [18].
The goal is to prove that $\lim \sup _{k}\left(\operatorname{diam}_{e} \Sigma_{k}\right)<\infty$, because then i) follows immediately, and statement ii) follows by letting $\rho \rightarrow \infty$ in Proposition 2.5. Assume that up to subsequences

$$
\operatorname{diam}_{e} \Sigma_{k} \nearrow \infty
$$

For each $k$ we rescale in the following way. We set

$$
\begin{equation*}
\tilde{\Sigma}_{k}=\frac{1}{\operatorname{diam}_{e} \Sigma_{k}} \Sigma_{k}, \quad\left(h_{k}\right)_{\mu \nu}(x)=h_{\mu \nu}\left(\left(\operatorname{diam}_{e} \Sigma_{k}\right) x\right) \tag{19}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\operatorname{diam}_{e} \tilde{\Sigma}_{k}=1, \quad \operatorname{spt} h_{k}=\frac{1}{\operatorname{diam}_{e} \Sigma_{k}} \operatorname{spt} h \subseteq B_{r_{k}}^{e}(0) \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{k}=\frac{1}{\operatorname{diam}_{e} \Sigma_{k}} r_{0} \searrow 0 \tag{21}
\end{equation*}
$$

Let $\eta_{k}=\left\|h_{k}\right\|_{C^{0}}$ and $\theta_{k}=\left\|D h_{k}\right\|_{C^{0}}$, and observe that

$$
\begin{equation*}
\eta_{k}=\eta, \quad r_{k} \theta_{k}=r_{0} \theta \tag{22}
\end{equation*}
$$

Moreover, just from the definitions, it is easy to check the scale invariance of the Willmore functional

$$
\begin{equation*}
W_{h_{k}}\left(\tilde{\Sigma}_{k}\right)=W_{h}\left(\Sigma_{k}\right) \tag{23}
\end{equation*}
$$

Because of (22), for $\eta$ and $r_{0} \theta$ sufficiently small we can apply Proposition 2.5 to $\tilde{\Sigma}_{k}$ to get in view of (20) and the uniform bound on the Willmore energy of $\tilde{\Sigma}_{k}$ that

$$
\begin{equation*}
\left|\tilde{\Sigma}_{k}\right|_{h_{k}} \leqslant C \tag{24}
\end{equation*}
$$

Now it follows from (16) and Lemma 2.2 that

$$
\begin{equation*}
\left|\tilde{\Sigma}_{k}\right|_{e} \leqslant C, \quad W_{e}\left(\tilde{\Sigma}_{k}\right) \leqslant C \tag{25}
\end{equation*}
$$

Now define the integral, rectifiable 2-varifold $\mu_{k}^{e}$ in $\left(\mathbb{R}^{3}, \delta\right)$ by

$$
\begin{equation*}
\mu_{k}^{e}=\mathcal{H}_{e}^{2}\left\llcorner\tilde{\Sigma}_{k}\right. \tag{26}
\end{equation*}
$$

where $\mathcal{H}_{e}^{2}$ denotes the usual 2-dimensional Hausdorff measure. It follows that $\mu_{k}^{e}\left(\mathbb{R}^{3}\right) \leqslant C$ and that the first variation can be bounded by a universal constant by (25). By a compactness result for varifolds (see [17]), there exists an integral, rectifiable 2-varifold $\mu^{e}$ in $\left(\mathbb{R}^{3}, \delta\right)$ with weak mean curvature vector $H_{e} \in L^{2}\left(\mu^{e}\right)$, such that (after passing to a subsequence) $\mu_{k}^{e} \rightarrow \mu^{e}$ weakly as measures and

$$
\begin{equation*}
W_{e}\left(\mu^{e}\right)=\frac{1}{4} \int\left|H_{e}\right|^{2} d \mu^{e} \leqslant \liminf _{k \rightarrow \infty} W_{e}\left(\tilde{\Sigma}_{k}\right) \leqslant C \tag{27}
\end{equation*}
$$

More precisely we have the following: For fixed $n$ we have due to (20) that spt $h_{k} \subset B_{\frac{1}{n}}(0)$ for $k$ sufficiently large. It follows from the varifold convergence, the lower semicontinuity of the Willmore functional, the assumption and (23) that

$$
\begin{equation*}
W_{e}\left(\mu^{e}\left\llcorner\mathbb{R}^{3} \backslash B_{\frac{1}{n}}(0)\right) \leqslant \liminf _{k \rightarrow \infty} W_{e}\left(\tilde{\Sigma}_{k} \backslash B_{\frac{1}{n}}(0)\right)=\liminf _{k \rightarrow \infty} W_{h_{k}}\left(\tilde{\Sigma}_{k} \backslash B_{\frac{1}{n}}(0)\right) \leqslant \liminf _{k \rightarrow \infty} W_{h}\left(\Sigma_{k}\right)<4 \pi .\right. \tag{28}
\end{equation*}
$$

Since $H_{e} \in L^{2}\left(\mu^{e}\right)$ it follows by letting $n \rightarrow \infty$ that

$$
\begin{equation*}
W_{e}\left(\mu^{e}\right)<4 \pi . \tag{29}
\end{equation*}
$$

Now we want to prove that actually $\mu^{e}$ is not the null varifold. For that we will prove that there exists a $\beta>0$ such that

$$
\begin{equation*}
\mu_{k}^{e}\left(B_{1}^{e}(0) \backslash B_{\frac{1}{2}}^{e}(0)\right) \geqslant \beta \quad \text { for large } k \tag{30}
\end{equation*}
$$

because then it would follow from the weak convergence that

$$
\begin{equation*}
\mu^{e}\left(\overline{B_{1}^{e}(0) \backslash B_{\frac{1}{2}}^{e}(0)}\right) \geqslant \limsup _{k \rightarrow \infty} \mu_{k}^{e}\left(B_{1}^{e}(0) \backslash B_{\frac{1}{2}}^{e}(0)\right) \geqslant \beta \tag{31}
\end{equation*}
$$

To prove (30), notice that, since $\tilde{\Sigma}_{k}$ is connected, $\operatorname{diam}_{e} \tilde{\Sigma}_{k}=1, \tilde{\Sigma}_{k} \cap B_{r_{k}}^{e}(0) \neq \emptyset$ and $r_{k} \rightarrow 0$, it follows that

$$
\begin{equation*}
\text { spt } h_{k} \subset B_{\frac{1}{2}}^{e}(0), \quad \tilde{\Sigma}_{k} \cap \partial B_{\frac{3}{4}}^{e}(0) \neq \emptyset \quad \text { for } k \text { sufficiently large. } \tag{32}
\end{equation*}
$$

For $N \in \mathbb{N}$ let

$$
A_{i}=B_{\frac{1}{2}+\frac{i}{4 N}}^{e}(0) \backslash B_{\frac{1}{2}+\frac{(i-1)}{4 N}}^{e}(0), \quad i=1, \ldots, N
$$

and observe that $A_{i} \cap A_{j}=\emptyset$ for $i \neq j$ and that

$$
B_{\frac{3}{4}}^{e}(0) \backslash B_{\frac{1}{2}}^{e}(0)=\bigcup_{i=1}^{N} A_{i} .
$$

Since $\tilde{\Sigma}_{k}$ is connected, $\tilde{\Sigma}_{k} \cap B_{\frac{1}{2}}^{e}(0) \supset \tilde{\Sigma}_{k} \cap B_{r_{k}}^{e}(0) \neq \emptyset$ and $\tilde{\Sigma}_{k} \cap \partial B_{\frac{3}{4}}^{e}(0) \neq \emptyset$, it follows that for each $i \in\{1, \ldots, N\}$ there exists a point $x_{i}^{k} \in \tilde{\Sigma}_{k} \cap A_{i}$ such that $B_{\frac{1}{8 N}}^{e}\left(x_{i}^{k}\right) \subset A_{i}$. Simon's monotonicity formula (formula (1.4) in [16]) yields

$$
\begin{equation*}
\pi \leqslant C\left(64 N^{2}\left|\tilde{\Sigma}_{k} \cap B_{\frac{1}{8 N}}^{e}\left(x_{i}^{k}\right)\right|_{e}+W_{e}\left(\tilde{\Sigma}_{k} \cap B_{\frac{1}{8 N}}^{e}\left(x_{i}^{k}\right)\right)\right) \tag{33}
\end{equation*}
$$

Now assume that

$$
W_{e}\left(\tilde{\Sigma}_{k} \cap B_{\frac{1}{8 N}}^{e}\left(x_{i}^{k}\right)\right) \geqslant \frac{\pi}{2 C} \quad \text { for all } i=1, \ldots, N
$$

Since the balls $B_{\frac{1}{8 N}}^{e}\left(x_{i}^{k}\right), i=1, \ldots, N$, are pairwise disjoint, we get

$$
W_{e}\left(\tilde{\Sigma}_{k} \backslash B_{\frac{1}{2}}^{e}(0)\right) \geqslant \sum_{i=1}^{N} W_{e}\left(\tilde{\Sigma}_{k} \cap B_{\frac{1}{8 N}}^{e}\left(x_{i}^{k}\right)\right) \geqslant N \frac{\pi}{2 C} .
$$

Since the Willmore energy is uniformly bounded, we get for $N$ sufficiently large a contradiction. Thus there exists a point $x_{i}^{k}$ such that $W_{e}\left(\tilde{\Sigma}_{k} \cap B_{\frac{1}{8 N}}^{e}\left(x_{i}^{k}\right)\right) \leqslant \frac{\pi}{2 C}$, and it follows from (33) that

$$
\left|\tilde{\Sigma}_{k} \cap B_{\frac{1}{8 N}}^{e}\left(x_{i}^{k}\right)\right|_{e} \geqslant \frac{1}{64 N^{2}}\left(\frac{\pi}{C}-W_{e}\left(\tilde{\Sigma}_{k} \cap B_{\frac{1}{8 N}}^{e}\left(x_{i}^{k}\right)\right)\right) \geqslant \frac{\pi}{128 C N^{2}}>0 .
$$

This shows (30). Now since $\mu^{e} \neq 0$ is integral, it follows from a generalized monotonicity formula proved by Kuwert and Schätzle in [4] that $W_{e}\left(\mu^{e}\right) \geqslant 4 \pi$, which contradicts (29), and thus the proposition is proved.

Finally we would like to mention that a minimizing sequence $\Sigma_{k}$ cannot shrink to a point if the scalar curvature $R_{h}$ of $\left(\mathbb{R}^{3}, \delta+h\right)$ is strictly positive in some point, namely

$$
\begin{equation*}
\liminf _{k \rightarrow \infty}\left(\operatorname{diam}_{h} \Sigma_{k}\right)>0 \tag{34}
\end{equation*}
$$

This follows from the fact that in this case the infimum of the Willmore energy on the class $\left[\mathbb{S}^{2},\left(\mathbb{R}^{3}, \delta+h\right)\right]$ is strictly less than $4 \pi$ together with Proposition 2.5 in [3], which also holds for non-compact Riemannian manifolds $M$ without boundary, assuming that the minimizing sequence stays in a compact set.

### 2.3. Existence and regularity of minimizers for the Willmore energy

Since this semi-perturbative setting is closely related to the setting in [16], we just sketch the procedure for proving existence and regularity, pointing out the main differences with [16]. We refer to the mentioned paper for more details and also to [3] or [15].

Let $\Sigma_{k} \in\left[\mathbb{S}^{2},\left(\mathbb{R}^{3}, \delta+h\right)\right]$ be a minimizing sequence for the Willmore energy $W_{h}$ in perturbed metric. We assume that the scalar curvature $R_{h}$ of $\left(\mathbb{R}^{3}, \delta+h\right)$ is strictly positive in some point $\bar{x} \in \mathbb{R}^{3}$, namely $R_{h}(\bar{x})>0$. Define the integral, rectifiable 2 -varifold $\mu_{k}^{h}$ in $\left(\mathbb{R}^{3}, \delta+h\right)$ by

$$
\begin{equation*}
\mu_{k}^{h}=\mathcal{H}_{h}^{2}\left\llcorner\Sigma_{k},\right. \tag{35}
\end{equation*}
$$

where $\mathcal{H}_{h}^{2}$ is the 2-dimensional Hausdorff measure with respect to the metric $\delta+h$. It follows from Proposition 2.7 and the minimizing sequence property that for $\eta$ and $r_{0} \theta$ sufficiently small

$$
\mu_{k}^{h} \rightarrow \mu^{h} \quad \text { in the varifold sense, }
$$

where $\mu^{h}$ is an integral, rectifiable 2-varifold with weak mean curvature vector $H_{h} \in L^{2}\left(\mu^{h}\right)$ such that by lower semicontinuity

$$
W_{h}\left(\mu^{h}\right)=\frac{1}{4} \int\left|H_{h}\right|^{2} d \mu^{h} \leqslant \liminf _{k \rightarrow \infty} W_{h}\left(\Sigma_{k}\right)=\inf _{\left[\mathbb{S}^{2},\left(\mathbb{R}^{3}, \delta+h\right)\right]} W_{h}<4 \pi .
$$

Now our candidate for a minimizer is given by

$$
\Sigma=\operatorname{spt} \mu^{h} .
$$

Now it follows from the monotonicity formula as in [16] that

$$
\text { spt } \mu_{k}^{h} \rightarrow \operatorname{spt} \mu^{h}=\Sigma \quad \text { in the Hausdorff distance sense. }
$$

From this convergence and (34) it follows that

$$
\operatorname{diam}_{h}\left(\operatorname{spt} \mu^{h}\right)>0
$$

Moreover remember that due to (16) we may assume that for some $\delta_{0}>0$

$$
W_{e}\left(\Sigma_{k}\right) \leqslant 8 \pi-\delta_{0} .
$$

Now we define the so called bad points with respect to a given $\varepsilon>0$ in the following way: define the Radon measures $\alpha_{k}$ on $\mathbb{R}^{3}$ by

$$
\alpha_{k}=\mu_{k}^{h}\left\llcorner\left|A_{k}^{h}\right|^{2} .\right.
$$

From (13) and the Gauss-Bonnet Theorem it follows that $\alpha_{k}\left(\mathbb{R}^{3}\right) \leqslant C$ is uniformly bounded, therefore there exists a Radon measure $\alpha$ on $\mathbb{R}^{3}$ such that (after passing to a subsequence) $\alpha_{k} \rightarrow \alpha$ weakly as Radon measures. It follows that $\operatorname{spt} \alpha \subset \Sigma$ and $\alpha\left(\mathbb{R}^{3}\right) \leqslant C$. Now we define the bad points with respect to $\varepsilon>0$ by

$$
\begin{equation*}
\mathcal{B}_{\varepsilon}=\left\{\xi \in \Sigma \mid \alpha(\{\xi\})>\varepsilon^{2}\right\} . \tag{36}
\end{equation*}
$$

Since $\alpha\left(\mathbb{R}^{3}\right) \leqslant C$, there exist only finitely many bad points. Moreover for $\xi_{0} \in \Sigma \backslash \mathcal{B}_{\varepsilon}$ there exists a $\rho_{0}=\rho_{0}\left(\xi_{0}, \varepsilon\right)>0$ such that $\alpha\left(B_{\rho_{0}}^{e}\left(\xi_{0}\right)\right)<\frac{3}{2} \varepsilon^{2}$, and since $\alpha_{k} \rightarrow \alpha$ weakly as measures we get

$$
\begin{equation*}
\left.\int_{B_{\rho_{0}}^{e}} \mid \xi_{0}\right)\left(\left.A_{k}^{h}\right|^{2} d \mu_{k}^{h} \leqslant \frac{3}{2} \varepsilon^{2} \quad \text { for } k\right. \text { sufficiently large. } \tag{37}
\end{equation*}
$$

Consider geodesic normal coordinates of the Riemannian manifold $\left(\mathbb{R}^{3}, \delta+h\right)$ centered at $\xi_{0}$ (the coordinates of $\xi_{0}$ are 0 ); in these coordinates the metric can be written as (see for example [7, formula (5.4), p. 61])

$$
\begin{equation*}
(\delta+h)_{\mu \nu}(x)=\delta_{\mu \nu}+\frac{1}{3} R_{\mu \sigma \lambda \nu} x^{\sigma} x^{\lambda}+O\left(|x|^{3}\right)=\delta_{\mu \nu}+o_{1}(1)(x)_{\mu \nu} \tag{38}
\end{equation*}
$$

where as before $\left|o_{1}(1)(x)\right|+\left|D o_{1}(1)(x)\right| \rightarrow 0$ for $x \rightarrow 0$. Called $\operatorname{inj}\left(\xi_{0}\right)>0$ the injectivity radius at $\xi_{0}$, for $\rho_{0}<$ $\operatorname{inj}\left(\xi_{0}\right)$ we can put on $B_{\rho_{0}}\left(\xi_{0}\right)$ the normal coordinates just introduced and work on $\Sigma_{k} \cap B_{\rho_{0}}\left(\xi_{0}\right)$ as it was immersed in the manifold $\left(\mathbb{R}^{3}, \delta+\tilde{h}\right)$, where $\|\tilde{h}\|_{C^{1}}$ can be taken arbitrarily small (for $\rho_{0}$ small enough). Then taking $\gamma>0$ sufficiently small in estimate (13), using (6) and Proposition 2.5 , we conclude that for $\rho_{0}$ small enough the bound (37) implies

$$
\begin{equation*}
\int_{\Sigma_{k} \cap B_{\rho_{0}}^{e}\left(\xi_{0}\right)}\left|A_{k}^{e}\right|^{2} d \mathcal{H}_{e}^{2} \leqslant 2 \varepsilon^{2} \quad \text { for } k \text { sufficiently large. } \tag{39}
\end{equation*}
$$

Now fix $\xi_{0} \in \Sigma \backslash \mathcal{B}_{\varepsilon}$ and let $\rho_{0}$ as in (39). Let $\xi \in \Sigma \cap B \frac{\rho_{0}}{2}\left(\xi_{0}\right)$. We want to apply Simon's graphical decomposition lemma to show that the surfaces $\Sigma_{k}$ can be written as a graph with small Lipschitz norm together with some "pimples" with small diameter in a neighborhood around the point $\xi$. This is done in exactly the same way Simon did in [16]. We just sketch this procedure. By the Hausdorff convergence there exists a sequence $\xi_{k} \in \Sigma_{k}$ such that $\xi_{k} \rightarrow \xi$. In view of (39) and the monotonicity formula applied to $\Sigma_{k}$ and $\xi_{k}$ the assumptions of Simon's graphical decomposition lemma are satisfied for $\rho \leqslant \frac{\rho_{0}}{4}$ and infinitely many $k \in \mathbb{N}$. Since $W_{e}\left(\Sigma_{k}\right) \leqslant 8 \pi-\delta_{0}$, we can apply Lemma 1.4 in [16] to deduce that for $\theta \in\left(0, \frac{1}{2}\right)$ small enough, $\tau \in\left(\frac{\rho}{4}, \frac{\rho}{2}\right)$ and infinitely many $k \in \mathbb{N}$ only one of the discs $D_{\tau, l}^{k}$ appearing in the graphical decomposition lemma can intersect the ball $B_{\theta} \frac{\rho}{4}\left(\xi_{k}\right)$ at fixed $k$. Moreover, by a slight perturbation from $\xi_{k}$ to $\xi$, we may assume that $\xi \in L_{k}$ for all $k \in \mathbb{N}$. Now $L_{k} \rightarrow L$ in $\xi+G_{2}\left(\mathbb{R}^{3}\right)$, and therefore we may furthermore assume that the planes, on which the graph functions are defined, do not depend on $k \in \mathbb{N}$. After all we get a graphical decomposition in the following way.

Lemma 2.8. Let $\xi_{0} \in \Sigma \backslash \mathcal{B}_{\varepsilon}$ and $\rho_{0}$ as in (39). Let $\xi \in \Sigma \cap B_{\frac{\rho_{0}}{2}}\left(\xi_{0}\right)$. Then for $\varepsilon \leqslant \varepsilon_{0}, \rho \leqslant \frac{\rho_{0}}{4}$ and infinitely many $k \in \mathbb{N}$ there exist pairwise disjoint closed subsets $P_{1}^{k}, \ldots, P_{N_{k}}^{k}$ of $\Sigma_{k}$ such that

$$
\Sigma_{k} \cap \overline{B_{\theta \frac{\rho}{8}}(\xi)}=D_{k} \cap \overline{B_{\theta \frac{\rho}{8}}(\xi)}=\left(\operatorname{graph} u_{k} \cup \bigcup_{n} P_{n}^{k}\right) \cap \overline{B_{\theta \frac{\rho}{8}}(\xi)},
$$

where $D_{k}$ is a topological disc and where the following holds:

1. The sets $P_{n}^{k}$ are topological discs disjoint from graph $u_{k}$.
2. $u_{k} \in C^{\infty}\left(\overline{\Omega_{k}}, L^{\perp}\right)$, where $L \subset \mathbb{R}^{3}$ is a 2 -dimensional plane with $\xi \in L$, and $\Omega_{k}=\left(B_{\lambda_{k}}(\xi) \cap L\right) \backslash \bigcup_{m} d_{k, m}$. Here $\lambda_{k}>\frac{\rho}{4}$ and the sets $d_{k, m} \subset L$ are pairwise disjoint closed discs.
3. The following inequalities hold:

$$
\begin{align*}
& \sum_{m} \operatorname{diam} d_{k, m}+\sum_{n} \operatorname{diam} P_{n}^{k} \leqslant c\left(\int_{\Sigma_{k} \cap B_{2 \rho}^{e}(\xi)}\left|A_{k}^{e}\right|^{2} d \mathcal{H}_{e}^{2}\right)^{\frac{1}{4}} \rho \leqslant c \varepsilon^{\frac{1}{2}} \rho,  \tag{40}\\
& \left\|u_{k}\right\|_{L^{\infty}\left(\Omega_{k}\right)} \leqslant c \varepsilon^{\frac{1}{6}} \rho+\delta_{k}, \quad \text { where } \delta_{k} \rightarrow 0,  \tag{41}\\
& \left\|D u_{k}\right\|_{L^{\infty}\left(\Omega_{k}\right)} \leqslant c \varepsilon^{\frac{1}{6}}+\delta_{k}, \quad \text { where } \delta_{k} \rightarrow 0 . \tag{42}
\end{align*}
$$

In the next step one proves a power decay for the $L^{2}$ norm of the second fundamental form on small balls around the good points $\xi \in \Sigma \backslash \mathcal{B}_{\varepsilon}$. This will help us to show that $\Sigma$ is actually $C^{1, \alpha} \cap W^{2,2}$ away from the bad points.

Lemma 2.9. Let $\xi_{0} \in \Sigma \backslash \mathcal{B}_{\varepsilon}$. There exists a $\rho_{0}=\rho_{0}\left(\xi_{0}, \varepsilon\right)>0$ such that for all $\xi \in \Sigma \cap B \frac{\rho_{0}}{2}\left(\xi_{0}\right)$ and all $\rho \leqslant \frac{\rho_{0}}{4}$ we have

$$
\liminf _{k \rightarrow \infty} \int_{\Sigma_{k} \cap B_{\theta \frac{\rho}{8}}^{e}(\xi)}\left|A_{k}^{e}\right|^{2} d \mathcal{H}_{e}^{2} \leqslant c \rho^{\alpha},
$$

where $\alpha \in(0,1)$ and $c<\infty$ are universal constants.
The proof of this lemma is the same as in [16], noticing that in view of the expansion of the metric in normal coordinates as above one can pass from the setting $\left(\mathbb{R}^{3}, \delta+h\right)$ to the standard euclidean setting up to an error bounded by $c \rho^{2}$ (for more details see also the proof Lemma 3.6 in [3]).

Next one shows that the candidate minimizer $\Sigma$ is given locally by a Lipschitz graph with small Lipschitz norm away from the bad points. Again we briefly sketch the construction, for more details see the aforementioned papers. First of all one replaces the pimples of the Graphical Decomposition Lemma 2.8 with appropriate graph extensions with small $C^{1}$ norm, thus they converge to a Lipschitz function with small Lipschitz norm. Then, using a generalized Poincaré inequality proved in Lemma A. 1 in [16] together with the previous Lemma 2.9, one proves that for all $\xi \in \Sigma \cap B_{\frac{\rho_{0}}{2}}^{e}\left(\xi_{0}\right)$ and all sufficiently small $\rho$

$$
\begin{equation*}
\mu^{h}\left\llcorner B_{\rho}^{e}(\xi)=\mathcal{H}_{h}^{2}\left\llcorner\left(\operatorname{graph} u \cap B_{\rho}^{e}(\xi)\right),\right.\right. \tag{43}
\end{equation*}
$$

where $u \in C^{0,1}\left(B_{\rho}^{e}(\xi) \cap L, L^{\perp}\right)$. For more details see the proof of Lemma 3.7 in [3].
Since the limit measure $\mu^{h}$ has weak mean curvature $H_{h} \in L^{2}\left(\mu^{h}\right)$, it follows from the definition of the weak mean curvature that $u \in W^{2,2}$; moreover using Lemma 2.9 one can show that the $L^{2}$ norm of the Hessian of $u$ satisfies the following power decay

$$
\begin{equation*}
\int_{B_{\rho} \cap L}\left|D^{2} u\right|^{2} \leqslant c \rho^{\alpha} . \tag{44}
\end{equation*}
$$

From Morrey's lemma (see [2, Theorem 7.19]) it follows that $u \in C^{1, \alpha} \cap W^{2,2}$. Thus our candidate minimizer can be written as a $C^{1, \alpha} \cap W^{2,2}$-graph away from the bad points.

Now one excludes the bad points $\mathcal{B}_{\varepsilon}$ by proving a similar power decay as in Lemma 2.9 for balls around the bad points. This relies on the fact that we are minimizing among spheres. For details see [ $3, \mathrm{pp} .17 \mathrm{ff}]$. Therefore our candidate minimizer is given locally by a $C^{1, \alpha} \cap W^{2,2}$-graph everywhere.

Again as in [3] one can now show that $\Sigma$ is actually a topological sphere. Via a standard approximation argument one can check that

$$
\inf \left\{W_{h}(\Sigma) \mid \Sigma \text { is a smooth embedded } 2 \text {-sphere }\right\}=\inf \left\{W_{h}(\Sigma) \mid \Sigma \text { is a } C^{1} \cap W^{2,2} \text {-embedded 2-sphere }\right\} .
$$

Then by lower semicontinuity of the Willmore energy as mentioned before and the strict $8 \pi$ bound of the euclidean Willmore energy it follows that $\Sigma$ is an embedded 2 -sphere which minimizes $W_{h}$ among $C^{1} \cap W^{2,2}$-embedded 2-spheres, in particular it satisfies a fourth order Euler Lagrange equation, which fits into the scheme of Lemma 3.2 in [16]. Higher regularity and actually smoothness follow as in [16], for more details see again [3]. Therefore Theorem 1.1 is proved.

## 3. Proof of Theorem 1.2 and Theorem 1.3

In this section we prove Theorems 1.2 and 1.3. Recall the assumptions on the ambient manifold: $(M, h)$ is a noncompact 3-manifold without boundary, of bounded geometry (i.e. satisfying (2) and (3)) which is either asymptotically euclidean as in iiia) of the Introduction or is hyperbolic outside a compact subset as in iiib).

### 3.1. A priori estimates for a minimizing sequence of $E_{1}$ and $W_{1}$

In this subsection we prove the geometric a priori estimates on minimizing sequences of $E_{1}$ and $W_{1}$ needed for having compactness and non-degeneracy; namely we prove lower and upper bounds on the diameters and we show that
the minimizing sequences cannot escape to infinity (the upper bound on the area clearly follows from the expression of $W_{1}, E_{1}$ ). Since the ambient manifold is non-compact, it is not trivial a priori that the minimizing sequences have a uniform upper diameter bound. But actually this holds, and it is proved below after a local monotonicity formula (a similar monotonicity formula has been obtained independently by Link in his PhD thesis, see [9]).

Lemma 3.1. Let $(M, h)$ be a (maybe non-compact) 3-manifold of bounded geometry, i.e. satisfying (2) and (3). Consider a smooth surface $\Sigma$ immersed in $(M, h)$ and fix $x_{0} \in M$. Then there exists a radius $\rho_{0}=\rho_{0}(\Lambda, \bar{\rho})$ and constant $C_{\Lambda, \bar{\rho}}$ depending just on the bounds on the injectivity radius and the sectional curvature but independent of $x_{0}$ such that for any $0<\sigma<\rho<\rho_{0}$ the following local monotonicity formula holds:

$$
\begin{equation*}
\sigma^{-2}\left|\Sigma \cap B_{\sigma}\left(x_{0}\right)\right| \leqslant C_{\Lambda, \bar{\rho}}\left(\rho^{-2}\left|\Sigma \cap B_{\rho}\left(x_{0}\right)\right|+E\left(\Sigma \cap B_{\rho}\left(x_{0}\right)\right)\right) \tag{45}
\end{equation*}
$$

where $E\left(\Sigma \cap B_{\rho}\left(x_{0}\right)\right):=\frac{1}{2} \int_{\Sigma \cap B_{\rho}\left(x_{0}\right)}|A|^{2} d \mu_{g}$.
Proof. Fix a point $x_{0} \in M$ and on the metric ball $B_{\bar{\rho}}\left(x_{0}\right) \subset M$ consider Riemann normal coordinates centered in $x_{0}$, i.e. $x_{0}$ is the origin in the coordinate system. As explained before in (38), in these coordinates the metric $h$ of $M$ is a perturbation of the euclidean metric in the coordinate system:

$$
h_{\mu \nu}(x)=\delta_{\mu \nu}+\tilde{h}_{\mu \nu}^{x_{0}}(x)=\delta_{\mu \nu}+o_{1}^{x_{0}}(1)(x)_{\mu \nu},
$$

where the remainder $\left|o_{1}^{x_{0}}(1)(x)\right|+\left|D o_{1}^{x_{0}}(1)(x)\right| \rightarrow 0$ for $x \rightarrow 0$ uniformly with respect to $x_{0}$ thanks to assumptions (2) and (3). Let us recall the euclidean monotonicity formula of Simon (formula 1.3 in [16]):

$$
\begin{equation*}
(2 \sigma)^{-2}\left|\Sigma \cap B_{2 \sigma}^{e}\left(x_{0}\right)\right|_{e} \leqslant C\left((\rho / 2)^{-2}\left|\Sigma \cap B_{\rho / 2}^{e}\left(x_{0}\right)\right|_{e}+W_{e}\left(\Sigma \cap B_{\rho / 2}^{e}\left(x_{0}\right)\right)\right) \tag{46}
\end{equation*}
$$

for $0<2 \sigma<\rho / 2<\bar{\rho}$. For $0<\sigma<2 \sigma<\rho / 2<\rho<\rho_{0}=\rho_{0}(\bar{\rho}, \Lambda)$ small enough, using Lemma 2.1 and Lemma 2.2 we estimate the area term as follows

$$
\frac{1}{C}\left|\Sigma \cap B_{\sigma}^{h}\left(x_{0}\right)\right|_{h} \leqslant\left|\Sigma \cap B_{2 \sigma}^{e}\left(x_{0}\right)\right|_{e}, \quad\left|\Sigma \cap B_{\rho / 2}^{e}\left(x_{0}\right)\right|_{e} \leqslant C\left|\Sigma \cap B_{\rho}^{h}\left(x_{0}\right)\right|_{h},
$$

where $B_{\sigma}^{e}\left(x_{0}\right)$ and $B_{\sigma}^{h}\left(x_{0}\right)$ are the balls in the coordinate metric and in metric $h,|\cdot|_{e}$ and $|\cdot|_{h}$ are the areas in the coordinate metric and in metric $h$. Now let us bound the Willmore term. Using Lemma 2.3 and estimate (13), since $\left|H_{h}\right|^{2} \leqslant 2\left|A_{h}\right|^{2}$ we get

$$
\left|H_{e}\right|^{2} \leqslant C\left(\left|H_{h}\right|^{2}+\left|A_{h}\right|^{2}+1\right) \leqslant C\left(\left|A_{h}\right|^{2}+1\right) \quad \text { in } B_{\rho_{0}}\left(x_{0}\right) \text { for } \rho_{0}=\rho_{0}(\bar{\rho}, \Lambda) \text { small enough, }
$$

which integrated gives (we use again Lemma 2.1 and Lemma 2.2)

$$
\begin{equation*}
W_{e}\left(\Sigma \cap B_{\rho / 2}^{e}\left(x_{0}\right)\right) \leqslant C\left(\int_{\Sigma \cap B_{\rho}^{h}\left(x_{0}\right)}\left|A_{h}\right|^{2} \sqrt{\delta \dot{+} h}+\left|\Sigma \cap B_{\rho}^{h}\left(x_{0}\right)\right|_{h}\right) . \tag{47}
\end{equation*}
$$

We conclude that

$$
\sigma^{-2}\left|\Sigma \cap B_{\sigma}^{h}\left(x_{0}\right)\right|_{h} \leqslant C_{\Lambda, \bar{\rho}}\left(\rho^{-2}\left|\Sigma \cap B_{\rho}^{h}\left(x_{0}\right)\right|_{h}+\int_{\Sigma \cap B_{\rho}^{h}\left(x_{0}\right)}\left|A_{h}\right|^{2} \sqrt{\delta \dot{+} h}\right)
$$

for a constant $C_{\Lambda, \bar{\rho}}$ depending just on the bounds on the injectivity radius and the sectional curvature but independent on the base point $x_{0}$.

Proposition 3.2. Let $(M, h)$ be a (maybe non-compact) Riemannian 3-manifold of bounded geometry, i.e. satisfying (2) and (3).

Then there exists a constant $C=C(\bar{\rho}, \Lambda)>0$ such that for every connected, smooth, closed, immersed, oriented surface $\Sigma \hookrightarrow(M, h)$ we have

$$
\operatorname{diam} \Sigma \leqslant \max \left\{1, C\left(\mu_{g}(\Sigma)+W(\Sigma)-\chi_{E}(\Sigma)\right)\right\}
$$

where $\mu_{g}(\Sigma), W(\Sigma)$ and $\chi_{E}(\Sigma)$ are the area, the Willmore functional and the Euler characteristic of $\Sigma$.

Proof. We may assume that $\operatorname{diam}_{g} \Sigma \geqslant 1$, otherwise the proposition follows immediately. Since $(M, h)$ is of bounded geometry, by Lemma 3.1 there exists a constant $C=C(\bar{\rho}, \Lambda)$ such that for $0<\sigma<\rho<\rho_{0}=\rho_{0}(\bar{\rho}, \Lambda)$ the local monotonicity formula (45) holds, namely

$$
\sigma^{-2} \mu_{g}\left(\Sigma \cap B_{\sigma}(x)\right) \leqslant C\left(\rho^{-2} \mu_{g}\left(\Sigma \cap B_{\rho}(x)\right)+E\left(\Sigma \cap B_{\rho}(x)\right)\right)
$$

Letting $\sigma \rightarrow 0$ it follows for every $\rho \leqslant \rho_{0}$ and $x \in \Sigma$ that

$$
\begin{equation*}
1 \leqslant C\left(\rho^{-2} \mu_{g}\left(\Sigma \cap B_{\rho}(x)\right)+E\left(\Sigma \cap B_{\rho}(x)\right)\right) \tag{48}
\end{equation*}
$$

Since $\Sigma$ is compact, there exists a pair of points $x, y \in \Sigma$ such that $d(x, y)=\operatorname{diam} \Sigma$. Let

$$
\frac{1}{2} \min \left(1, \rho_{0}\right)<\rho<\min \left(1, \rho_{0}\right)<\operatorname{diam} \Sigma
$$

Let $N \geqslant 1$ be such that $\frac{1}{2} \operatorname{diam} \Sigma \leqslant N \rho \leqslant \operatorname{diam} \Sigma$ and define for $i=1, \ldots, N$ the sets

$$
A_{i}=B_{i \rho}(x) \backslash B_{(i-1) \rho}(x)
$$

where $B_{i \rho}(x)$ is the metric ball. Since the surface $\Sigma$ is connected, for each annulus $A_{i}$ there exists a metric ball $B_{\frac{\rho}{3}}\left(x_{i}\right) \subset A_{i}$ with center $x_{i} \in \Sigma$. For each ball $B_{\frac{\rho}{3}}\left(x_{i}\right)$ we can apply the estimate (48). Since the balls $B_{\frac{\rho}{3}}\left(x_{i}\right)$ are pairwise disjoint, summing over $i$ yields

$$
N \leqslant C \sum_{i=1}^{N}\left(\rho^{-2} \mu_{g}\left(\Sigma \cap B_{\frac{\rho}{3}}\left(x_{i}\right)\right)+E\left(\Sigma \cap B_{\frac{\rho}{3}}\left(x_{i}\right)\right)\right) \leqslant C\left(\rho^{-2} \mu_{g}(\Sigma)+E(\Sigma)\right)
$$

Multiplying both sides by $\rho^{2}$ it follows since $\rho \leqslant 1$ that

$$
\rho \operatorname{diam} \Sigma \leqslant 2 N \rho^{2} \leqslant C\left(\mu_{g}(\Sigma)+E(\Sigma)\right)
$$

By definition of $\rho$ we have $\frac{1}{\rho}<2 \max \left(1,1 / \rho_{0}\right) \leqslant C=C(\bar{\rho}, \Lambda)$, so

$$
\begin{equation*}
\operatorname{diam} \Sigma \leqslant C\left(\mu_{g}(\Sigma)+E(\Sigma)\right) \tag{49}
\end{equation*}
$$

Now, by the Gauss equation, observe that

$$
\begin{equation*}
\frac{1}{4}|H|^{2}-\frac{1}{2}\left|A^{\circ}\right|^{2}=\frac{1}{2}\left(|H|^{2}-|A|^{2}\right)=K_{g}-K^{M} \tag{50}
\end{equation*}
$$

where $K_{g}$ is the sectional curvature (also called Gauss curvature) of the induced metric on $\Sigma$ and $K^{M}$ is the sectional curvature of the tangent plane of $\Sigma$ in $T M$. Integrating (50), by Gauss-Bonnet Theorem we obtain

$$
\begin{equation*}
E(\Sigma):=\frac{1}{2} \int_{\Sigma}|A|^{2} d \mu_{g} \leqslant \frac{1}{2} \int_{\Sigma}|H|^{2} d \mu_{g}+\Lambda \mu_{g}(\Sigma)-2 \pi \chi_{E}(\Sigma)=2 W(\Sigma)+\Lambda \mu_{g}(\Sigma)-2 \pi \chi_{E}(\Sigma) \tag{51}
\end{equation*}
$$

and therefore the proposition follows combining (51) and (49).
In order to prove an upper and lower bound on the diameters, we first show that the infimum of $W_{1}$ and $E_{1}$ is strictly less than $4 \pi$, assuming that there exists a point $\bar{x} \in M$ where the scalar curvature is greater than 6 .

Lemma 3.3. Let $(M, h)$ be a (maybe non-compact) Riemannian 3-manifold. Assume there exists a point $\bar{x} \in M$ where the scalar curvature is greater than 6, namely

$$
R^{M}(\bar{x})>6
$$

Then there exist $\epsilon>0$ and $\rho>0$ such that the geodesic sphere $S_{\bar{x}, \rho}$ of center $\bar{x}$ and radius $\rho$ satisfies

$$
\begin{aligned}
& E_{1}\left(S_{\bar{x}, \rho}\right)=\int_{S_{\bar{x}, \rho}}\left(\frac{|A|^{2}}{2}+1\right) d \mu_{g}<4 \pi-2 \epsilon, \\
& W_{1}\left(S_{\bar{x}, \rho}\right)=\int_{S_{\bar{x}, \rho}}\left(\frac{|H|^{2}}{4}+1\right) d \mu_{g}<4 \pi-2 \epsilon .
\end{aligned}
$$

Proof. From Proposition 3.1 of [10] it follows that on the geodesic spheres $S_{\bar{x}, \rho}$ one has

$$
W\left(S_{\bar{x}, \rho}\right)=\frac{1}{4} \int_{S_{\bar{x}, \rho}}|H|^{2} d \mu_{g}=4 \pi-\frac{2 \pi}{3} R^{M}(\bar{x}) \rho^{2}+O\left(\rho^{3}\right) .
$$

From Eq. (8) in the proof of Proposition 3.1 in [10] it follows that

$$
\left|S_{\bar{x}, \rho}\right|_{g}=4 \pi \rho^{2}+O\left(\rho^{4}\right)
$$

Hence the expansion of $W_{1}$ on small geodesic spheres is

$$
W_{1}\left(S_{\bar{x}, \rho}\right)=4 \pi-\left(\frac{2}{3} R^{M}(\bar{x})-4\right) \pi \rho^{2}+O\left(\rho^{3}\right) .
$$

Thus if $R^{M}(\bar{x})>6$, for $\rho>0$ and $\epsilon>0$ sufficiently small the second inequality follows.
For the first inequality observe that $\frac{1}{2}|A|^{2}=\frac{1}{4}|H|^{2}+\frac{1}{2}\left|A^{\circ}\right|^{2}$. Moreover

$$
\frac{1}{2} \int_{S_{\bar{x}, \rho}}\left|A^{\circ}\right|^{2} d \mu_{g}=\frac{1}{4} \int_{S_{\bar{x}, \rho}}\left(k_{1}-k_{2}\right)^{2} d \mu_{g}=\int_{S_{\bar{x}, \rho}}\left(\frac{|H|^{2}}{4}-k_{1} k_{2}\right) d \mu_{g}
$$

is the so called Conformal Willmore functional and was studied by the first author in [11]. In the cited paper the expansion of the functional on geodesic spheres of small radius is computed, and it follows by putting $w=0$ in Lemma 3.5 and Proposition 3.8 of [11] that

$$
\frac{1}{2} \int_{S_{\bar{x}, \rho}}\left|A^{\circ}\right|^{2} d \mu_{g}=O\left(\rho^{4}\right)
$$

Therefore $E_{1}\left(S_{\bar{x}, \rho}\right)=W_{1}\left(S_{\bar{x}, \rho}\right)+O\left(\rho^{4}\right)$, and the first inequality follows from the second one.
Thanks to Proposition 3.2, Lemma 3.3 and Remark 1.4, we show in the next step that minimizing sequences for the functional $E_{1}$, respectively $W_{1}$, stay in a compact subset of the manifold $M$.

Proposition 3.4. Let $(M, h)$ be a non-compact Riemannian 3-manifold without boundary with bounded geometry, i.e. satisfying (2) and (3), with asymptotic behavior as in iiia) or in iiib). Assume that the scalar curvature is strictly greater than 6 at a point $\bar{x} \in M$, namely

$$
R^{M}(\bar{x})>6 .
$$

Let $f_{k}: \mathbb{S}^{2} \hookrightarrow M$ be a minimizing sequence for $E_{1}$, respectively $W_{1}$. Then there exists a compact subset $K \Subset M$ such that $f_{k}\left(\mathbb{S}^{2}\right) \subset K$ for all $k \in \mathbb{N}$.

Proof. From the assumption on the scalar curvature it follows from Lemma 3.3 that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E_{1}\left(f_{k}\right) \leqslant 4 \pi-2 \epsilon, \quad \text { respectively } \quad \lim _{k \rightarrow \infty} W_{1}\left(f_{k}\right) \leqslant 4 \pi-2 \epsilon . \tag{52}
\end{equation*}
$$

Since $\frac{1}{2}|A|^{2}=\frac{1}{4}|H|^{2}+\frac{1}{2}\left|A^{\circ}\right|^{2}$, clearly

$$
\begin{equation*}
W(f) \leqslant W_{1}(f) \leqslant E_{1}(f) \quad \forall f \in\left[\mathbb{S}^{2}, M\right], \tag{53}
\end{equation*}
$$

and Proposition 3.2 implies

$$
\begin{equation*}
\operatorname{diam}_{M}\left(f_{k}\left(\mathbb{S}^{2}\right)\right) \leqslant 1+C\left(\mu_{g_{k}}\left(\mathbb{S}^{2}\right)+W\left(f_{k}\right)\right) \leqslant C \tag{54}
\end{equation*}
$$

for some constant $C<\infty$ independent of $k$.
Let us first consider the case ( $M, h$ ) asymptotically euclidean and $f_{k}$ minimizing sequence for $W_{1}$; if the thesis is not true, then, up to subsequences, for every $k \in \mathbb{N}$ we can take a point $\xi_{k} \in f_{k}\left(\mathbb{S}^{2}\right) \subset \mathbb{R}^{3}$ (recall that outside a compact subset, $(M, h)$ is isometric to $\left(\mathbb{R}^{3}, \delta+o_{1}(1)\right)$ ) such that $\left|\xi_{k}\right| \rightarrow \infty$. Since by (54) we have that diam $f_{k}\left(\mathbb{S}^{2}\right) \leqslant C$, it follows that

$$
\liminf _{k \rightarrow \infty}\left\|o_{1}(1)\right\|_{C^{1}\left(f_{k}\left(\mathbb{S}^{2}\right)\right)}=0
$$

Repeating the proof of Lemma 2.4 yields

$$
\liminf _{k \rightarrow \infty} W_{1}\left(f_{k}\right) \geqslant \liminf _{k \rightarrow \infty} W\left(f_{k}\right) \geqslant \liminf _{k \rightarrow \infty} W_{e}\left(f_{k}\right) \geqslant 4 \pi
$$

which contradicts (52). Thus there exists a compact subset $K \Subset M$ such that $f_{k}\left(\mathbb{S}^{2}\right) \subset K$ for all $k \in \mathbb{N}$. The case ( $M, h$ ) asymptotically euclidean and $f_{k}$ minimizing sequence of $E_{1}$ follows by (53): repeating the arguments above we again arrive to contradict (52).

Now consider the case $(M, h)$ hyperbolic outside a compact subset: there exists $\Omega \Subset M$ such that the sectional curvature $K^{M} \leqslant 0$ on $M \backslash \Omega$. The Gauss equation (50) implies that on $f_{k}\left(\mathbb{S}^{2}\right) \cap(M \backslash \Omega)$ one has

$$
\begin{equation*}
\frac{1}{4}|H|^{2} \geqslant K_{g} \tag{55}
\end{equation*}
$$

If by contradiction the sequence $f_{k}$ is not contained in any compact subset of $M$, then it follows from the diameter bound that, up to subsequences, $f_{k}\left(\mathbb{S}^{2}\right) \subset M \backslash \Omega$. Since we are working on spheres, integrating (55) and using the Gauss-Bonnet Theorem yields

$$
\begin{equation*}
\frac{1}{2} \int|A|^{2} d \mu_{g} \geqslant \frac{1}{4} \int|H|^{2} d \mu_{g} \geqslant 4 \pi \tag{56}
\end{equation*}
$$

which implies $E_{1}\left(f_{k}\right) \geqslant W_{1}\left(f_{k}\right) \geqslant 4 \pi$, contradicting (52).
Now we conclude that the minimizing sequences $f_{k} \in\left[\mathbb{S}^{2}, M\right]$ for $W_{1}$ or $E_{1}$ cannot shrink to a point, namely

$$
\begin{equation*}
\liminf _{k \rightarrow \infty}\left(\operatorname{diam}_{M}\left(f_{k}\left(\mathbb{S}^{2}\right)\right)\right)>0 \tag{57}
\end{equation*}
$$

Indeed by Proposition 3.4 there exists a compact subset $K \Subset M$ containing all the surfaces, up to subsequences: $f_{k}\left(\mathbb{S}^{2}\right) \subset K$. By Lemma 3.3 and inequality (53) it follows that on the minimizing sequence we have

$$
\begin{equation*}
\liminf _{k} W\left(f_{k}\right) \leqslant 4 \pi-2 \epsilon \tag{58}
\end{equation*}
$$

Then (57) follows from (58) together with Proposition 2.5 in [3], which also holds for non-compact Riemannian manifolds without boundary if the minimizing sequence stays in a compact subset.

### 3.2. Existence and regularity of minimizers for $E_{1}$, respectively $W_{1}$

Let ( $M, h$ ) be a non-compact Riemannian 3-manifold without boundary as in Proposition 3.4. For the problem of minimizing the functional $W_{1}$, namely for the proof of Theorem 1.3 , we assume in addition that the sectional curvature $K^{M} \leqslant 2$. Let $f_{k} \in\left[\mathbb{S}^{2}, M\right]$ be a minimizing sequence for the functional $E_{1}$, respectively $W_{1}$. It follows from the previous lemmas and propositions that
i) there exists a constant $C<\infty$ such that $\mu_{k}\left(\mathbb{S}^{2}\right) \leqslant C$, where $\mu_{k}$ is the induced area measure,
ii) there exists a compact subset $K \Subset M$ such that $f_{k}\left(\mathbb{S}^{2}\right) \subset K$,
iii) there exists a constant $0<C<\infty$ such that $\frac{1}{C} \leqslant \operatorname{diam}\left(f_{k}\left(\mathbb{S}^{2}\right)\right) \leqslant C$.

Now observe that it follows directly from (50) that if $K^{M} \leqslant 2$, then we can estimate the $L^{2}$ norm of the second fundamental form by the functional $W_{1}$, namely we have that

$$
\frac{1}{2} \int|A|^{2} d \mu_{g} \leqslant 2 W_{1}(f)-4 \pi
$$

for every immersion $f \in\left[\mathbb{S}^{2}, M\right]$. Therefore, no matter if $f_{k}$ is a minimizing sequence for $E_{1}$ or $W_{1}$, it follows in addition from Lemma 3.3 that
vi)

$$
\limsup _{k \rightarrow \infty} \frac{1}{2} \int\left|A_{k}\right|^{2} d \mu_{k}<4 \pi
$$

where $A_{k}$ denotes the second fundamental form of $f_{k}$.
The properties above are actually all the properties for minimizing sequences for the functional $E_{1}$, respectively $W_{1}$, one needs to apply the existence proof in [3]. Although in the aforementioned paper it is assumed that the manifold $M$ is compact, we can apply the techniques developed there since minimizing sequences in our setting stay in a compact subset of the non-compact manifold $M$, which is enough. Thus the proof of Theorem 1.1 and Theorem 1.2 in [3] can be directly applied in our situation, which proves Theorem 1.2 and Theorem 1.3.
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