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## Abstract

We consider the eigenvalue problem

$$
\begin{cases}-\Delta v=\lambda \mu e^{u_{\lambda}} v & \text { in } \Omega  \tag{0.1}\\ \|v\|_{\infty}=1 & \\ v=0 & \text { on } \partial \Omega\end{cases}
$$

where $\Omega$ is a bounded smooth domain of $\mathbb{R}^{2}, \lambda>0$ is a real parameter and $u_{\lambda}$ is a solution of

$$
\begin{cases}-\Delta u_{\lambda}=\lambda e^{u_{\lambda}} & \text { in } \Omega, \\ u_{\lambda}=0 & \text { on } \partial \Omega\end{cases}
$$

such that $\lambda \int_{\Omega} e^{u_{\lambda}} \rightarrow 8 \pi$ as $\lambda \rightarrow 0$. In this paper we study the asymptotic behavior of the eigenvalues $\mu$ of $(0.1)$ as $\lambda \rightarrow 0$. Moreover some explicit estimates for the four first eigenvalues and eigenfunctions are given.

Other related results as the Morse index of the solution $u_{\lambda}$ will be proved.
© 2007 Elsevier Masson SAS. All rights reserved.

## 1. Introduction

Let us consider the Gelfand problem,

$$
\begin{cases}-\Delta u=\lambda e^{u} & \text { in } \Omega,  \tag{1.1}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where $\Omega$ is a smooth bounded domain of $\mathbb{R}^{2}$ and $\lambda>0$ is a real parameter.
Eq. (1.1) has many applications. For example it arises in the contest of the statistical Mechanics as done in [5,6] (see also [17,9] and references therein).

Another interesting field where (1.1) appears is in the Chern-Simon-Higgs model (see for example [23] and the references therein).

[^0]Throughout the paper we will consider a solution $u_{\lambda}$ to (1.1) satisfying

$$
\begin{equation*}
\lambda \int_{\Omega} e^{u_{\lambda}} \rightarrow 8 \pi \quad \text { as } \lambda \rightarrow 0 . \tag{1.2}
\end{equation*}
$$

The behavior of solutions of (1.1) satisfying (1.2) was largely studied by many authors. We can just mention here the papers $[8,11,12,20,22,23]$ as well as many others.

Condition (1.2) corresponds to study the so-called one point blowing-up solution, i.e. solutions whose maximum is achieved exactly at one point where the solution goes to $+\infty$.

For this class of solutions, denoted by $u_{\lambda}$, we consider the eigenvalue problem

$$
\begin{cases}-\Delta v=\lambda \mu e^{u_{\lambda}} v & \text { in } \Omega,  \tag{1.3}\\ \|v\|_{\infty}=1, & \\ v=0 & \text { on } \partial \Omega\end{cases}
$$

and we study some properties of the eigenvalues $\mu$ and of the corresponding eigenfunctions.
Problem (1.3) comes out from the eigenvalue problem related to the second derivative of the functional

$$
F(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2}-\lambda \int_{\Omega} e^{u}
$$

in the Hilbert space $H_{0}^{1}(\Omega)$. The study of the spectrum of $F^{\prime \prime}$ is crucial to calculate the Morse index of the solution $u_{\lambda}$. One of the result of this paper will be the computation of the Morse index of the solution $u_{\lambda}$ in some special cases.

Another interesting problem linked to (1.3) is the classical problem of the nodal line of the second eigenfunction. It was proved by A. Melas [19] that if we consider the second eigenfunction of the Laplace operator in a planar convex domains then its nodal line touches the boundary. This result is largely open for eigenfunctions of higher order. In this paper we describe some properties of the nodal line of the eigenfunctions to (1.3). For example we show that, if $\Omega$ is convex, the nodal line of the second and third eigenfunction touches the boundary. On the other hand, without any assumption on $\Omega$, we prove that the nodal line of the fourth eigenfunction does not touch the boundary of $\Omega$. Moreover, the asymptotic behavior of these eigenfunctions is described.

A crucial tool in the study the eigenvalue problem (1.3) is given by the following "limit" problem,

$$
\left\{\begin{array}{l}
-\Delta v=\frac{\mu_{\infty}}{\left(1+|x|^{2} / 8\right)^{2}} v \quad \text { in } \mathbb{R}^{2}  \tag{1.4}\\
v \in L^{\infty}\left(\mathbb{R}^{2}\right)
\end{array}\right.
$$

Roughly speaking, the eigenvalues $\mu_{\lambda}$ of (1.3) converge to the eigenvalues $\mu_{\infty}$ of the problem (1.4) as $\lambda \rightarrow 0$ and the same happens for the corresponding eigenfunctions (up to a scale argument). This will be stated precisely in Section 11.

The eigenfunctions of problem (1.4) can be explicitly computed using the Legendre function. In this way one can see that any eigenvalue has multiplicity greater than 1 and the corresponding eigenfunctions can be divided in two classes.

The first one is given by nonradial functions which go to zero at infinity and the second one is given by radial functions which converge to a nonzero constant at infinity. These two types of limiting eigenfunctions give rise to eigenfunctions of problem (1.3) which behave differently.

In this way we give some "global" results about the spectrum of (1.3) but the most important aim of this paper is to study with great attention the first fourth eigenvalues.

For example we will see that the second and the third eigenfunctions of (1.3) look like the nonradial eigenfunctions related to the eigenvalue $\mu_{\infty}=1$ and the fourth eigenfunction of (1.3) looks like the radial eigenfunction related again to $\mu_{\infty}=1$.

In this case we will compute asymptotic expansions for the eigenvalues and related eigenfunction. Note that, even in the case of the first eigenvalue, more work is needed.

The asymptotic estimate on the second and third eigenvalue enables to derive some results on the Morse index of the solution. The first one says that if $\Omega$ is a convex domain then the Morse index of the solution $u_{\lambda}$ of (1.1) is exactly 1 (see Corollary 2.8 ). Moreover, for a general domain we will derive that the Morse index of the solution $u_{\lambda}$ is at most 2 . This last result appears differently from singular problems in higher dimensions (see [1] for example).

Finally, we observe that our results have some similarities with the corresponding in [16], where was considered a perturbed critical Sobolev exponent in $\mathbb{R}^{N}$ for $N \geqslant 3$. But since in $\mathbb{R}^{2}$ we do not have the Sobolev Embedding Theorem and some orthogonality properties of the eigenfunctions, here the problem seems harder.

The paper is organized as follows: in Section 2 we state our main results; in Section 3 we recall some known facts about problem (1.1); in Section 4 we consider the first eigenvalue and the first eigenfunction and in Section 5 we give an important estimate on the second eigenvalue; in Section 6 we study the behavior of the second eigenfunction; Section 7 is devoted to the third eigenvalue and the third eigenfunction; in Section 8 the asymptotic behavior of the second and third eigenvalues of (1.1) is proved and, using a result of [4], we have that, for a convex domain, the Morse index of the solution $u_{\lambda}$ is 1 ; in Section 9 we consider the nodal region for the second and third eigenfunctions; in Section 10 we treat the case of the fourth eigenfunction; in Section 11 finally we get the asymptotic behavior of the spectrum of problem (1.1).

## 2. Statement of the results

Let $G(x, y)$ be the Green's function of $-\Delta$ in $\Omega$ with Dirichlet boundary conditions. Then

$$
\begin{equation*}
G(x, y)=-\frac{1}{2 \pi} \log |x-y|+H(x, y) \tag{2.1}
\end{equation*}
$$

where $H(x, y)$ is the regular part of the Green function. Let $R(x)=H(x, x)$ be the Robin function of $\Omega$.
Let us consider the solution $u_{\lambda}$ of (1.1) satisfying (1.2). For such a solution we consider the eigenvalue problem

$$
\begin{cases}-\Delta v=\lambda \mu e^{u_{\lambda}} v & \text { in } \Omega,  \tag{2.2}\\ \|v\|_{\infty}=1, & \text { on } \partial \Omega \\ v=0 & \end{cases}
$$

It is well known that problem (2.2) admits a sequence of eigenvalues $\mu_{1, \lambda}<\mu_{2, \lambda} \leqslant \mu_{3, \lambda} \leqslant \cdots$. Let $v_{i, \lambda}$ be the eigenfunction corresponding to the eigenvalue $\mu_{i, \lambda}$, i.e. $v_{i, \lambda}$ solves

$$
\begin{cases}-\Delta v_{i, \lambda}=\lambda \mu_{i, \lambda} e^{u} v_{i, \lambda} & \text { in } \Omega,  \tag{2.3}\\ \left\|v_{i, \lambda}\right\|_{\infty}=1, & \text { on } \partial \Omega . \\ v_{i, \lambda}=0 & \end{cases}
$$

In order to state our results we recall that if $x_{\lambda}$ is a maximum point of $u_{\lambda}$, i.e. a point such that $u_{\lambda}\left(x_{\lambda}\right)=\left\|u_{\lambda}\right\|_{\infty}$, we have that $x_{\lambda}$ converges to a point $x_{0} \in \Omega$ (see Section 3 for details). Let

$$
\begin{equation*}
\delta_{\lambda}=\left(\frac{1}{\lambda e^{\left\|u_{\lambda}\right\|_{\infty}}}\right)^{1 / 2} \tag{2.4}
\end{equation*}
$$

and $\tilde{v}_{i, \lambda}(x)=v_{i, \lambda}\left(\delta_{\lambda} x+x_{\lambda}\right)$ be the rescaled eigenfunction defined in the domain $\Omega_{\lambda}=\frac{1}{\delta} \lambda_{\lambda}\left(\Omega-x_{\lambda}\right)$.
We start with some results concerning the eigenvalues and the eigenfunctions of (2.2).
Theorem 2.1. Let $u_{\lambda}$ be a solution of (1.1) which satisfies (1.2), and let $\mu_{1, \lambda}$ be the first eigenvalue of (2.3) and $v_{1, \lambda}$ be the first eigenfunction. Then

$$
\begin{align*}
& \mu_{1, \lambda}=-\frac{1}{2 \log \lambda}(1+\mathrm{o}(1)) ;  \tag{2.5}\\
& \frac{v_{1, \lambda}}{\mu_{1, \lambda}} \rightarrow 8 \pi G\left(x, x_{0}\right) \quad \text { in } C_{\mathrm{loc}}^{1}\left(\bar{\Omega} \backslash\left\{x_{0}\right\}\right) \lambda \rightarrow 0 ;  \tag{2.6}\\
& \tilde{v}_{1, \lambda} \rightarrow 1 \quad \text { in } C_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right) \lambda \rightarrow 0 . \tag{2.7}
\end{align*}
$$

Theorem 2.2. In the same assumption of Theorem 2.1, we have

$$
\begin{equation*}
\tilde{v}_{i, \lambda}(x) \rightarrow \tilde{v}_{i}=\frac{a_{1}^{i} x_{1}+a_{2}^{i} x_{2}}{8+|x|^{2}} \quad \text { as } \lambda \rightarrow 0 \tag{2.8}
\end{equation*}
$$

in $C_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right)$ for $i=2,3$ and some vectors $a^{i}=\left(a_{1}^{i}, a_{2}^{i}\right) \neq 0$,

$$
\begin{equation*}
\frac{v_{i, \lambda}(x)}{\delta_{\lambda}} \rightarrow 2 \pi \sum_{k=1}^{2} a_{k}^{i} \frac{\partial G\left(x, x_{0}\right)}{\partial y_{k}} \quad \text { as } \lambda \rightarrow 0 \tag{2.9}
\end{equation*}
$$

in $C_{\mathrm{loc}}^{1}\left(\bar{\Omega} \backslash\left\{x_{0}\right\}\right)$, for $i=2,3$, where $\left(a_{1}^{i}, a_{2}^{i}\right)$ are the same as in (2.8).
Theorem 2.3. Let $c_{1} \leqslant c_{2}$ be the eigenvalues of the Hessian matrix $D^{2} R\left(x_{0}\right)$ of the Robin function at $x_{0}$. Then

$$
\begin{equation*}
\frac{1-\mu_{i, \lambda}}{\delta_{\lambda}^{2}} \rightarrow 24 \pi \eta_{i} \quad \text { as } \lambda \rightarrow 0 \tag{2.10}
\end{equation*}
$$

for $i=2,3$. Moreover $\eta_{2}=c_{1}$ and $\eta_{3}=c_{2}$, and the vector $a^{i}$ of (2.8) are the eigenvectors corresponding to $c_{i-1}$.
Next we study some properties of the nodal line of the eigenfunctions. Let us recall that the nodal set of $v_{i, \lambda}$ is defined as

$$
\begin{equation*}
N_{i, \lambda}=\left\{x \in \Omega: v_{i, \lambda}(x)=0\right\} \tag{2.11}
\end{equation*}
$$

Theorem 2.4. In the same assumptions of Theorem 2.1, we have:
(i) if $\Omega$ be convex, then $\overline{N_{i, \lambda}} \cap \partial \Omega \neq \emptyset$, for $i=2,3$ with $\lambda$ small enough;
(ii) the eigenfunctions $v_{i, \lambda}(x), i=2,3$, have only two nodal regions, if $\lambda$ is small enough.

Now we consider the fourth eigenvalue, getting the following results:
Theorem 2.5. In the same hypothesis of Theorem 2.1 we have

$$
\begin{align*}
& \tilde{v}_{4, \lambda} \rightarrow \tilde{v}_{4}=b \frac{8-|x|^{2}}{8+|x|^{2}} \quad \text { in } C_{\operatorname{loc}}^{1}\left(\mathbb{R}^{2}\right) \text { as } \lambda \rightarrow 0  \tag{2.12}\\
& v_{4, \lambda}(x) \log \lambda \rightarrow 4 \pi b G\left(x, x_{0}\right) \quad \text { in } C_{\operatorname{loc}}^{1}\left(\bar{\Omega} \backslash\left\{x_{0}\right\}\right) \text { as } \lambda \rightarrow 0  \tag{2.13}\\
& 1-\mu_{4, \lambda}=-\frac{1}{\log \lambda}\left(c_{1}+\mathrm{o}(1)\right) \tag{2.14}
\end{align*}
$$

where $b \in \mathbb{R}, b \neq 0, c_{0}=\frac{\pi}{6}$ and $c_{1}=\frac{2(1-4 \pi)}{c_{0}}<0$.
Theorem 2.6. The eigenvalue $\mu_{4, \lambda}$ is simple and the corresponding eigenfunction $v_{4, \lambda}$ has only two nodal regions if $\lambda$ is small enough. Moreover the closure of the nodal set of $v_{4, \lambda}$ does not touch the boundary.

Corollary 2.7. Let $x_{\lambda}$ be the maximum point of $u_{\lambda}$ in $\Omega$, and $\lim x_{\lambda}=x_{0} \in \Omega$. Then if $x_{0}$ is a nondegenerate critical point of the Robin function $R(x)$ of $\Omega$, denoting by $m\left(x_{0}\right)$ the Morse index of $x_{0}$ as a critical point of $R(x)$, we find that the Morse index of $u_{\lambda}$ is equal to $m\left(x_{0}\right)+1$.

The previous result enable us to compute the Morse index of the solution $u_{\lambda}$. We recall that the Morse index of a solution $u_{\lambda}$ is the number of eigenvalue $\mu$ less than 1 .

Corollary 2.8. Let $\Omega$ be a domain of $\mathbb{R}^{2}$. Then,
(i) the Morse index of $u_{\lambda}$ in $\Omega$ is 1 or 2 ;
(ii) if $\Omega$ is a convex set then the Morse index of $u_{\lambda}$ in $\Omega$ is exactly one.

Our final result concerns the convergence of the whole spectrum. A crucial role is played by the limit problem (1.4). In order to state the precise result we need to introduce long and noisy notations. For this reason we prefer to state the results in Section 10. We just say that it will be proved that the whole spectrum converges to the corresponding one of the "limit problem" and an analogous convergence holds for the related eigenfunctions.

## 3. Preliminaries and known results

Let us recall the following known facts:
Theorem 3.1. Let $u_{\lambda}$ be a solution of (1.1) satisfying (1.2). Then if $x_{\lambda}$ is a point such that $u_{\lambda}\left(x_{\lambda}\right)=\left\|u_{\lambda}\right\|_{\infty}$, we have that $x_{\lambda}$ converges to a point $x_{0} \in \Omega$ such that

$$
\begin{align*}
& \nabla R\left(x_{0}\right)=0,  \tag{3.1}\\
& u_{\lambda}(x) \rightarrow 8 \pi G\left(x, x_{0}\right) \quad \text { in } C_{\mathrm{loc}}^{1}\left(\bar{\Omega} \backslash\left\{x_{0}\right\}\right),  \tag{3.2}\\
& \left|u_{\lambda}(x)-\log \frac{e^{u_{\lambda}\left(x_{\lambda}\right)}}{\left(1+\frac{1}{8} \lambda e^{u_{\lambda}\left(x_{\lambda}\right)}\left|x-x_{\lambda}\right|^{2}\right)^{2}}\right| \leqslant C \quad \text { in } \bar{\Omega},  \tag{3.3}\\
& \left\|u_{\lambda}\right\|_{\infty}=-2 \log \lambda+C_{0}-8 \pi R\left(x_{0}\right)+\mathrm{o}(1) \quad \text { as } \lambda \rightarrow 0, \tag{3.4}
\end{align*}
$$

where $C_{0}=2 \log 8$ and $R\left(x_{0}\right)=H\left(x_{0}, x_{0}\right)$.
Proof. Estimates (3.1) and (3.2) are proved in [20] while estimate (3.3) is proved in [15] using a result of [18]. In [15] it is also proved (3.4).

Let $\delta_{\lambda}$ be as in (2.4). Then, from (3.4) it follows that $\delta_{\lambda}^{2} \rightarrow 0$. Considering the rescaled function

$$
\begin{equation*}
\tilde{u}_{\lambda}(x)=u\left(\delta_{\lambda} x+x_{\lambda}\right)-\left\|u_{\lambda}\right\|_{\infty} \tag{3.5}
\end{equation*}
$$

for $x \in \Omega_{\lambda}=\frac{1}{\delta \lambda}\left(\Omega-x_{\lambda}\right)$, the estimate (3.3) gives the following

$$
\begin{equation*}
\tilde{u}_{\lambda}(x) \leqslant C+\log \frac{1}{\left(1+|x|^{2} / 8\right)^{2}} \quad \text { in } \Omega_{\lambda}, \tag{3.6}
\end{equation*}
$$

where $C>0$.
Theorem 3.2. Every solution $U \in C^{2}\left(\mathbb{R}^{2}\right)$ of the problem

$$
\left\{\begin{array}{l}
-\Delta u=e^{u} \quad \text { in } \mathbb{R}^{2},  \tag{3.7}\\
\int_{\mathbb{R}^{2}} e^{u}<\infty,
\end{array}\right.
$$

is given by

$$
\begin{equation*}
U_{\delta, y}(x)=\log \frac{8 \delta}{\left(\delta+|x-y|^{2}\right)^{2}} \tag{3.8}
\end{equation*}
$$

for any $(\delta, y) \in \mathbb{R}^{+} \times \mathbb{R}^{2}$.
Proof. See Chen and Li [10].
In the sequel we write

$$
U(x)=U_{8,0}=\log \frac{1}{\left(1+|x|^{2} / 8\right)^{2}} .
$$

Theorem 3.3. Let $v \in C^{2}\left(\mathbb{R}^{2}\right)$ be a solution of the following problem

$$
\left\{\begin{array}{l}
-\Delta v=\frac{1}{\left(1+1 \times\left.\right|^{2} / 8\right)^{2}} v \quad \text { in } \mathbb{R}^{2},  \tag{3.9}\\
v \in L^{\infty}\left(\mathbb{R}^{2}\right) .
\end{array}\right.
$$

Then

$$
\begin{equation*}
v(x)=\sum_{i=1}^{2} \frac{a_{i} x_{i}}{8+|x|^{2}}+b \frac{8-|x|^{2}}{8+|x|^{2}} \tag{3.10}
\end{equation*}
$$

for some $a_{i}, b \in \mathbb{R}$.

Proof. See [11] or also [13] for a more detailed proof.
Lemma 3.4. Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^{2}$. For any $y \in \Omega$ we have

$$
\begin{align*}
& \int_{\partial \Omega}(x-y) \cdot v(x)\left(\frac{\partial G(x, y)}{\partial v_{x}}\right)^{2} d \sigma_{x}=\frac{1}{2 \pi},  \tag{3.11}\\
& \int_{\partial \Omega} v_{i}(x)\left(\frac{\partial G(x, y)}{\partial v_{x}}\right)^{2} d \sigma_{x}=-\frac{\partial R(y)}{\partial y_{i}},  \tag{3.12}\\
& \frac{\partial^{2} R(y)}{\partial y_{i} \partial y_{j}}=-2 \int_{\partial \Omega} \frac{\partial G(x, y)}{\partial x_{i}} \frac{\partial}{\partial y_{j}}\left(\frac{\partial G(x, y)}{\partial v_{x}}\right) d \sigma_{x},  \tag{3.13}\\
& 2 \int_{\partial \Omega}(x-y) \cdot v_{x} \frac{\partial G}{\partial v_{x}}(x, y) \frac{\partial^{2} G}{\partial y_{i} \partial v_{x}}(x, y) d \sigma_{x}=-\frac{\partial R}{\partial y_{i}}(y),  \tag{3.14}\\
& \int_{\partial \Omega} \frac{\partial^{2} G}{\partial v_{x} \partial y_{i}}(x, y) d \sigma_{x}=0 \tag{3.15}
\end{align*}
$$

for $i, j=1,2$.
Proof. See [15] for the proof of (3.11)-(3.13). Let us prove (3.14). Differentiating (3.11) we obtain

$$
2 \int_{\partial \Omega}(x-y) \cdot v_{x} \frac{\partial G}{\partial v_{x}}(x, y) \frac{\partial^{2} G}{\partial y_{i} \partial v_{x}}(x, y) d \sigma_{x}=\int_{\partial \Omega} v_{i}\left(\frac{\partial G}{\partial v_{x}}(x, y)\right)^{2} d \sigma_{x} .
$$

The claim follows from (3.12).
To prove (3.15) is sufficient to note that

$$
\int_{\partial \Omega} \frac{\partial G}{\partial v_{x}}(x, y) d \sigma_{x}=\int_{\Omega} \Delta G(x, y) d x \equiv-1
$$

and differentiate.
Lemma 3.5. Let $u_{\lambda}$ be a solution of (1.1). Then the function $\tilde{u}_{\lambda}: \Omega_{\lambda}=\left(\Omega-x_{\lambda}\right) / \delta_{\lambda} \mapsto \mathbb{R}$,

$$
\begin{equation*}
\tilde{u}_{\lambda}(x)=u_{\lambda}\left(\delta_{\lambda} x+x_{\lambda}\right)-\left\|u_{\lambda}\right\| \tag{3.16}
\end{equation*}
$$

verifies

$$
\begin{equation*}
\tilde{u}_{\lambda}(x) \rightarrow \log \frac{1}{\left(1+|x|^{2} / 8\right)^{2}} \quad \text { in } C_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right) \tag{3.17}
\end{equation*}
$$

Proof. The result is standard (see [15] for example).

## 4. On the first eigenvalue and the first eigenfunction

Let $\mu_{1, \lambda}$ be the first eigenvalue of problem (2.2) and $v_{1, \lambda}$ the corresponding eigenfunction which solves

$$
\begin{cases}-\Delta v_{1, \lambda}=\lambda \mu_{1, \lambda} e^{u_{\lambda}} v_{1, \lambda} & \text { in } \Omega  \tag{4.1}\\ \left\|v_{1, \lambda}\right\|_{\infty}=1, & \\ v_{1, \lambda}=0 & \text { on } \partial \Omega\end{cases}
$$

The first eigenvalue is given by the classical (Rayleigh-Ritz) variational formula, namely

$$
\begin{equation*}
\mu_{1, \lambda}=\inf _{\substack{v \in H_{0}^{1}(\Omega) \\ v \neq 0}} \frac{\int_{\Omega}|\nabla v|^{2} d x}{\lambda \int_{\Omega} e^{u_{\lambda}} v^{2} d x} \tag{4.2}
\end{equation*}
$$

Lemma 4.1. Let $\mu_{1, \lambda}$ be as stated before. Then $\mu_{1, \lambda} \rightarrow 0$ as $\lambda \rightarrow 0$.
Proof. We want to estimate $\mu_{1, \lambda}$ using formula (4.2). Consider the function $u_{\lambda} \in H_{0}^{1}(\Omega)$. Then, by (1.1)

$$
\begin{equation*}
\mu_{1, \lambda} \leqslant \frac{\int_{\Omega}\left|\nabla u_{\lambda}\right|^{2}}{\lambda \int_{\Omega} e^{u_{\lambda}} u_{\lambda}^{2}}=\frac{\int_{\Omega} e^{u_{\lambda}} u_{\lambda}}{\int_{\Omega} e^{u_{\lambda}} u_{\lambda}^{2}} . \tag{4.3}
\end{equation*}
$$

Using the rescaled function $\tilde{u}_{\lambda}(y)=u_{\lambda}\left(\delta_{\lambda} y+x_{\lambda}\right)-\left\|u_{\lambda}\right\|_{\infty}$ we have

$$
\begin{equation*}
\lambda \int_{\Omega} e^{u_{\lambda}} u_{\lambda}=\lambda \int_{\Omega} e^{u_{\lambda}}\left(u_{\lambda}-\left\|u_{\lambda}\right\|_{\infty}\right)+\lambda\left\|u_{\lambda}\right\|_{\infty} \int_{\Omega} e^{u_{\lambda}} \tag{4.4}
\end{equation*}
$$

while

$$
\begin{equation*}
\lambda \int_{\Omega} e^{u_{\lambda}} u_{\lambda}^{2}=\lambda \int_{\Omega} e^{u_{\lambda}}\left(u_{\lambda}-\left\|u_{\lambda}\right\|_{\infty}\right)^{2}+\lambda\left\|u_{\lambda}\right\|_{\infty}^{2} \int_{\Omega} e^{u_{\lambda}}+2 \lambda\left\|u_{\lambda}\right\|_{\infty} \int_{\Omega} e^{u_{\lambda}}\left(u_{\lambda}-\left\|u_{\lambda}\right\|_{\infty}\right) . \tag{4.5}
\end{equation*}
$$

Inserting (4.4) and (4.5) into (4.3), and then rescaling, we get

$$
\begin{equation*}
\mu_{1, \lambda} \leqslant \frac{\int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{u}_{\lambda}+\left\|u_{\lambda}\right\|_{\infty \lambda} \int_{\Omega} e^{u_{\lambda}}}{\int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{u}_{\lambda}^{2}+2\left\|u_{\lambda}\right\|_{\infty} \int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{u}_{\lambda}+\left\|u_{\lambda}\right\|_{\infty}^{2} \lambda \int_{\Omega} e^{u_{\lambda}}} . \tag{4.6}
\end{equation*}
$$

By the estimate (3.6), we see that

$$
\begin{align*}
& \left|e^{\tilde{u}_{\lambda}} \tilde{u}_{\lambda}\right| \leqslant C \frac{C-\log \left(1+|y|^{2} / 8\right)^{2}}{\left(8+|y|^{2}\right)^{2}}  \tag{4.7}\\
& \left|e^{\tilde{u}_{\lambda}} \tilde{u}_{\lambda}^{2}\right| \leqslant C \frac{\left(C-\log \left(1+|y|^{2} / 8\right)^{2}\right)^{2}}{\left(8+|y|^{2}\right)^{2}} \tag{4.8}
\end{align*}
$$

By (4.7) and (4.8), we can pass into the limit into (4.6) getting

$$
\begin{equation*}
\mu_{1, \lambda} \leqslant \frac{C_{1}+\mathrm{o}(1)+\left\|u_{\lambda}\right\|_{\infty}(8 \pi+\mathrm{o}(1))}{C_{2}+\mathrm{o}(1)+2\left\|u_{\lambda}\right\|_{\infty}\left(C_{1}+\mathrm{o}(1)\right)+(8 \pi+\mathrm{o}(1))\left\|u_{\lambda}\right\|_{\infty}^{2}}=\frac{1}{\left\|u_{\lambda}\right\|_{\infty}}(1+\mathrm{o}(1)) \tag{4.9}
\end{equation*}
$$

where $C_{1}=\int_{\mathbb{R}^{2}} e^{U} U=-16 \pi$ and $C_{2}=\int_{\mathbb{R}^{2}} e^{U} U^{2}=64 \pi$. The claim follows using (3.4).
Lemma 4.2. Let $\mu_{1, \lambda}$ and $v_{1, \lambda}$ be as stated before and let $\tilde{v}_{1, \lambda}(x)=v_{1, \lambda}\left(\delta_{\lambda} x+x_{\lambda}\right)$. Then $\tilde{v}_{1, \lambda} \rightarrow c$ in $C_{\text {loc }}^{2}\left(\mathbb{R}^{2}\right)$, where $c \neq 0$ is a constant.

Proof. It is easy to see that $\tilde{v}_{1, \lambda}$ satisfies the equation

$$
\begin{cases}-\Delta \tilde{v}_{1, \lambda}=\mu_{1, \lambda} e^{\tilde{u}_{\lambda}} \tilde{v}_{1, \lambda} & \text { in } \Omega_{\lambda},  \tag{4.10}\\ \left\|\tilde{v}_{1, \lambda}\right\|_{\infty}=1, & \text { on } \partial \Omega_{\lambda}, \\ \tilde{v}_{1, \lambda}=0 & \end{cases}
$$

where $\Omega_{\lambda}=\left(\Omega-x_{\lambda}\right) / \delta_{\lambda}$. From (3.6) the right-hand side of equation (4.10) is bounded in $L^{\infty}$. Moreover $\left\|\tilde{v}_{1, \lambda}\right\|_{\infty}=1$ implies that $\left|\nabla \tilde{v}_{1, \lambda}\right|$ is bounded in $L^{2}\left(\mathbb{R}^{2}\right)$. Then using the standard elliptic regularity theory, $\tilde{v}_{1, \lambda} \rightarrow v_{1}$ in $C_{\text {loc }}^{2}\left(\mathbb{R}^{2}\right)$, where $v_{1}$ satisfies

$$
\begin{equation*}
\Delta v_{1}=0 \quad \text { in } \mathbb{R}^{2} \tag{4.11}
\end{equation*}
$$

and since $\left\|\tilde{v}_{1}\right\|_{\infty}=1$ we infer that $v_{1}$ is a constant. We want to show that $v_{1} \not \equiv 0$. Let $z_{\lambda}$ be the points of $\Omega_{\lambda}$ such that $\tilde{v}_{1, \lambda}\left(z_{\lambda}\right)=1$. If $v_{1} \equiv 0$ then $z_{\lambda}$ should go to the infinity. So let us consider

$$
\hat{v}_{1, \lambda}=\tilde{v}_{1, \lambda}\left(\frac{x}{|x|^{2}}\right),
$$

and

$$
\hat{u}_{\lambda}=\tilde{u}_{\lambda}\left(\frac{x}{|x|^{2}}\right) .
$$

Then $\hat{v}_{1, \lambda}$ satisfies the equation

$$
-\Delta \hat{v}_{1, \lambda}=\frac{1}{|x|^{4}} \mu_{1, \lambda} e^{\hat{u}_{\lambda}(x)} \hat{v}_{1, \lambda}(x)
$$

where (again by (3.3))

$$
\begin{aligned}
\frac{1}{|x|^{4}} \mu_{1, \lambda} e^{\hat{u}_{\lambda}(x)} & \leqslant \mu_{1, \lambda} \frac{1}{|x|^{4}}\left(\frac{C}{1+1 /\left(8|x|^{2}\right)}\right) \\
& \leqslant C \mu_{1, \lambda} \frac{64|x|^{4}}{|x|^{4}\left(8|x|^{2}+1\right)^{2}} \leqslant 64 C \mu_{1, \lambda} \rightarrow 0 .
\end{aligned}
$$

Moreover $\left\|\hat{v}_{1, \lambda}\right\|_{\infty} \leqslant 1$ and $\hat{v}_{1, \lambda} \rightarrow 0$ in $C_{\text {loc }}^{2}\left(\mathbb{R}^{2} \backslash\{0\}\right)$, so that $\hat{v}_{1, \lambda} \rightarrow 0$ in $L^{2}\left(B_{1}(0)\right)$. Since the capacity of one point is zero, we can apply the regularity theory to $\hat{v}_{\lambda}$ (see Theorem 8.17 in [14]) observing that

$$
\left\|\hat{v}_{1, \lambda}\right\|_{L^{\infty}\left(B_{\frac{1}{2}}(0)\right)} \leqslant C\left\|\hat{v}_{1, \lambda}\right\|_{L^{2}\left(B_{1}(0)\right)} \rightarrow 0 .
$$

This gives a contradiction since $\left\|\hat{v}_{\lambda}\right\|_{L^{\infty}\left(B_{\frac{1}{2}}(0)\right)}=\hat{v}_{\lambda}\left(z_{\lambda}\right)=1$.
Remark 4.3. In Lemma 4.5 we will show that $c=1$.
Lemma 4.4. Let $\mu_{1, \lambda}$ be the first eigenvalue of problem (4.1). Then

$$
\mu_{1, \lambda}=-\frac{1}{2 \log \lambda(1+o(1))} .
$$

Proof. Multiplying Eq. (4.1) for $u_{\lambda}$ and integrating, we get

$$
\begin{equation*}
\int_{\Omega} \nabla v_{1, \lambda} \cdot \nabla u_{\lambda} d x=\lambda \mu_{1, \lambda} \int_{\Omega} e^{u_{\lambda}} u_{\lambda} v_{1, \lambda} d x \tag{4.12}
\end{equation*}
$$

while using Eq. (1.1) we get

$$
\begin{equation*}
\int_{\Omega} \nabla u_{\lambda} \cdot \nabla v_{1, \lambda} d x=\lambda \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda} d x \tag{4.13}
\end{equation*}
$$

Then

$$
\lambda \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda} d x=\lambda \mu_{1, \lambda} \int_{\Omega} e^{u_{\lambda}} u_{\lambda} v_{1, \lambda} d x .
$$

Rescaling both sides we have

$$
\begin{equation*}
\int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{v}_{1, \lambda} d y=\mu_{1, \lambda} \int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{u}_{\lambda} \tilde{v}_{1, \lambda} d y+\mu_{1, \lambda}\left\|u_{\lambda}\right\|_{\infty} \int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{v}_{1, \lambda} d y . \tag{4.14}
\end{equation*}
$$

Using estimate (3.6) and $\left\|\tilde{v}_{1, \lambda}\right\|_{\infty}=1$, we can pass to the limit in (4.14) and then

$$
\int_{\mathbb{R}^{2}} e^{U(y)} v_{1}(y) d y+\mathrm{o}(1)=\mu_{1, \lambda} \int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}(y)} \tilde{u}_{\lambda}(y) \tilde{v}_{1, \lambda}(y) d y+\mu_{1, \lambda}\left\|u_{\lambda}\right\|_{\infty}\left(\int_{\mathbb{R}^{2}} e^{U(y)} v_{1}(y) d y+\mathrm{o}(1)\right) .
$$

Again by estimate (4.7) and the boundedness of $\left\|v_{1, \lambda}\right\|_{\infty}$ we have

$$
\begin{aligned}
8 \pi c+\mathrm{o}(1) & =\mu_{1, \lambda}\left(\int_{\mathbb{R}^{2}} e^{U(y)} U(y) v_{1}(y) d y+\mathrm{o}(1)\right)+\mu_{1, \lambda}\left\|u_{\lambda}\right\|_{\infty}(8 \pi c+\mathrm{o}(1)) \\
& =\mu_{1, \lambda}(-16 \pi c+\mathrm{o}(1))+\mu_{1, \lambda}\left\|u_{\lambda}\right\|_{\infty}(8 \pi c+\mathrm{o}(1)) .
\end{aligned}
$$

Passing to the limit as $\lambda \rightarrow 0$, we infer that $\lim _{\lambda \rightarrow 0} \mu_{1, \lambda}\left\|u_{\lambda}\right\|_{\infty}=1$ and the lemma is proved using the estimate (3.4).

Lemma 4.5. Let $v_{1, \lambda}$ and $\mu_{1, \lambda}$ be as stated before. Then

$$
\begin{equation*}
\frac{v_{1, \lambda}(x)}{\mu_{1, \lambda}} \rightarrow 8 \pi G\left(x, x_{0}\right) \quad \text { in } C_{\mathrm{loc}}^{1}\left(\bar{\Omega} \backslash\left\{x_{0}\right\}\right) \text { as } \lambda \rightarrow 0 . \tag{4.15}
\end{equation*}
$$

Proof. Let $x \in \bar{\Omega} \backslash\left\{x_{0}\right\}$. Using the Green's identity formula we have from (4.1),

$$
\begin{align*}
\frac{v_{1, \lambda}(x)}{\mu_{1, \lambda}} & =\lambda \int_{\Omega} G(x, y) e^{u_{\lambda}(y)} v_{1, \lambda}(y) d y \\
& =\lambda G\left(x, x_{0}\right) \int_{\Omega} e^{u_{\lambda}(y)} v_{1, \lambda}(y) d y+\lambda \int_{\Omega}\left[G(x, y)-G\left(x, x_{0}\right)\right] e^{u_{\lambda}(y)} v_{1, \lambda}(y) d y \\
& =G\left(x, x_{0}\right) \int_{\tilde{\Omega}_{\lambda}} e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{1, \lambda}(y) d y+I_{1, \lambda} \\
& =8 \pi c G\left(x, x_{0}\right)+\mathrm{o}(1)+I_{1, \lambda} . \tag{4.16}
\end{align*}
$$

The passage into the limit is done by using the estimate (3.6) and $\left|v_{1, \lambda}\right| \leqslant 1$.
To prove (4.15), we have to show that $I_{1, \lambda} \rightarrow 0$. We can choose $\rho>0$ such that $B_{\rho}\left(x_{0}\right) \subset \Omega$ and $x \notin B_{\rho}\left(x_{0}\right)$. Then

$$
\begin{aligned}
I_{1, \lambda} & =\lambda \int_{\Omega}\left[G(x, y)-G\left(x, x_{0}\right)\right] e^{u_{\lambda}(y)} v_{1, \lambda}(y) d y \\
& =\lambda \int_{\Omega \backslash B_{\rho}\left(x_{0}\right)}\left[G(x, y)-G\left(x, x_{0}\right)\right] e^{u_{\lambda}(y)} v_{1, \lambda}(y) d y+\lambda \int_{B_{\rho}\left(x_{0}\right)}\left[G(x, y)-G\left(x, x_{0}\right)\right] e^{u_{\lambda}(y)} v_{1, \lambda}(y) d y .
\end{aligned}
$$

By estimate (3.3) and (3.4) we have

$$
\lambda e^{u_{\lambda}(y)} v_{1, \lambda}(y) \leqslant \frac{C \lambda}{\left(c \lambda+\frac{1}{8}\left|y-x_{\lambda}\right|^{2}\right)^{2}} .
$$

Recalling that $x_{\lambda} \rightarrow x_{0}$ we have that $\left|y-x_{\lambda}\right| \geqslant \frac{\rho}{2}$ in $\Omega \backslash B_{\rho}\left(x_{0}\right)$, if $\lambda$ is small enough. Hence we get

$$
\begin{align*}
\lambda \int_{\Omega \backslash B_{\rho}\left(x_{0}\right)}\left[G(x, y)-G\left(x, x_{0}\right)\right] e^{u_{\lambda}(y)} v_{1, \lambda}(y) d y & \leqslant \frac{C \lambda}{\left(c \lambda+\rho^{2} / 32\right)^{2}} \int_{\Omega \backslash B_{\rho}\left(x_{0}\right)}\left[G(x, y)-G\left(x, x_{0}\right)\right] d y \\
& \leqslant \frac{C^{\prime} \lambda}{\left(c \lambda+\rho^{2} / 32\right)^{2}} . \tag{4.17}
\end{align*}
$$

Choosing $\rho=\lambda^{k}$ with $k<\frac{1}{4}$ we get

$$
\lambda \int_{\Omega \backslash B_{\rho}\left(x_{0}\right)}\left[G(x, y)-G\left(x, x_{0}\right)\right] e^{u_{\lambda}(y)} v_{1, \lambda}(y) d y \rightarrow 0 .
$$

On the other hand we have

$$
\lambda \int_{B_{\rho}\left(x_{0}\right)}\left[G(x, y)-G\left(x, x_{0}\right)\right] e^{u_{\lambda}(y)} v_{1, \lambda}(y) d y \leqslant \sup _{y \in B_{\rho}\left(x_{0}\right)}\left|G(x, y)-G\left(x, x_{0}\right)\right| \lambda \int_{B_{\rho}\left(x_{0}\right)} e^{u_{\lambda}} v_{1, \lambda} d y \rightarrow 0
$$

because $x \notin B_{\rho}\left(x_{0}\right)$ and $\lambda e^{u_{\lambda}(y)} v_{1, \lambda}(y) \in L^{1}(\Omega)$. In this way we have that $I_{1, \lambda} \rightarrow 0$ and from estimate (4.16) we get (4.15).

The same proof applies for the derivatives of $v_{1, \lambda}$.
Now we prove that $c=1$. We already know from Lemma 4.2 that $c \neq 0$. Let $z_{\lambda} \in \Omega$ such that $v_{1, \lambda}\left(z_{\lambda}\right)=1$. This can be done since, by the definition of $v_{1, \lambda}$, we have $v_{1, \lambda}>0$ in $\Omega$. Up to a subsequence $z_{\lambda} \rightarrow z \in \bar{\Omega}$. If $z \neq x_{0}$ using equation (4.15), we have

$$
\begin{equation*}
\frac{1}{\mu_{1, \lambda}}=\frac{v_{1, \lambda}\left(z_{\lambda}\right)}{\mu_{1, \lambda}} \rightarrow 8 \pi c G\left(z, x_{0}\right) \tag{4.18}
\end{equation*}
$$

and this is not possible since the left-hand side goes to infinity while the right-hand side is bounded.
Hence we have that $z=x_{0}$. We have the following alternative: either $\left|z_{\lambda}-x_{\lambda}\right|>\delta_{\lambda} R$ for any $R>0$ or $z_{\lambda} \in$ $B_{\delta_{\lambda} R}\left(x_{\lambda}\right)$ for $R>0$ and $\lambda$ sufficiently small.

Case 1. We consider first the case where $\left|z_{\lambda}-x_{\lambda}\right|>\delta_{\lambda} R$ for any $R>0$. Set $w_{\lambda}(x)=v_{1, \lambda}\left(r_{\lambda} x+x_{\lambda}\right)-\gamma_{\lambda}$ where $\gamma_{\lambda}=\frac{1}{2 \pi} \mu_{1, \lambda} \log \frac{1}{r_{\lambda}} \int_{\Omega_{\lambda}} e^{\tilde{\lambda}_{\lambda}(y)} \tilde{v}_{1, \lambda}(y) d y$ and $r_{\lambda}=\left|z_{\lambda}-x_{\lambda}\right|$. The function $w_{\lambda}(x)$ is defined in the set $\hat{\Omega}_{\lambda}=$ $\left(\Omega-x_{\lambda}\right) / r_{\lambda}$. Since $z_{\lambda} \rightarrow x_{0}$ we have that $r_{\lambda} \rightarrow 0$ as $\lambda \rightarrow 0$ and so $\hat{\Omega}_{\lambda} \rightarrow \mathbb{R}^{2}$.

Using the Green's representation formula we can write

$$
w_{\lambda}(x)=\mu_{1, \lambda} \int_{\Omega_{\lambda}} G\left(r_{\lambda} x+x_{\lambda}, \delta_{\lambda} y+x_{\lambda}\right) e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{1, \lambda}(y) d y-\gamma_{\lambda}
$$

and by the standard decomposition of the Green's function we get

$$
\begin{align*}
w_{\lambda}(x) & =\mu_{1, \lambda} \int_{\Omega_{\lambda}} \frac{1}{2 \pi} \log \frac{1}{\left|r_{\lambda} x-\delta_{\lambda} y\right|} e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{1, \lambda}(y) d y-\gamma_{\lambda}+\mu_{1, \lambda} \int_{\Omega_{\lambda}} H\left(r_{\lambda} x+x_{\lambda}, \delta_{\lambda} y+x_{\lambda}\right) e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{1, \lambda}(y) d y \\
& =\frac{1}{2 \pi} \mu_{1, \lambda} \int_{\Omega_{\lambda}} \log \frac{1}{\left|x-\left(\delta_{\lambda} / r_{\lambda}\right) y\right|} e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{1, \lambda}(y) d y+\mu_{1, \lambda} \int_{\Omega_{\lambda}} H\left(r_{\lambda} x+x_{\lambda}, \delta_{\lambda} y+x_{\lambda}\right) e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{1, \lambda}(y) d y \\
& =\mu_{1, \lambda} 8 \pi c\left(\log \frac{1}{|x|}+H\left(x_{0}, x_{0}\right)+\mathrm{o}(1)\right), \tag{4.19}
\end{align*}
$$

where we used (3.6), and the boundedness of $H\left(r_{\lambda} x+x_{\lambda}, \delta_{\lambda} y+x_{\lambda}\right)$ because $r_{\lambda} x+x_{\lambda}$ is an interior point of $\Omega_{\lambda}$. Hence we obtain

$$
\begin{equation*}
\frac{w_{\lambda}(x)}{\mu_{1, \lambda}} \rightarrow w(x)=8 \pi c\left(\log \frac{1}{|x|}+R\left(x_{0}\right)\right) \quad \text { in } C_{\mathrm{loc}}\left(R^{2} \backslash\{0\}\right) . \tag{4.20}
\end{equation*}
$$

The same can be shown for the derivatives of $w_{\lambda}$ to derive the convergence in $C_{\text {loc }}^{1}$ ( $R^{2} \backslash\{0\}$ ).
This gives us a contradiction since we have a sequence of points $\hat{z}_{n}=\left(z_{n}-x_{n}\right) / r_{n}$ such that $\nabla w_{n}\left(\hat{z}_{n}\right)=0$, which converge to a point $\hat{z}$ such that $|\hat{z}|=1$ and $\nabla w(\hat{z})=0$. This is a contradiction with (4.20).

Case 2. Here we assume that $z_{\lambda} \in B_{\delta_{\lambda} R}\left(x_{\lambda}\right)$ for some $R>0$. Let $\tilde{z}_{\lambda}=\left(z_{\lambda}-x_{\lambda}\right) / \delta_{\lambda}$. Then $\tilde{z}_{\lambda} \in B_{R}(0)$ and $\tilde{v}_{1, \lambda}\left(\tilde{z}_{\lambda}\right)=1$. Reasoning as in the proof of Lemma 4.2 we have that $\tilde{v}_{1, \lambda} \rightarrow c$ uniformly in $B_{2 R}(0)$ and since $\tilde{v}_{1, \lambda}\left(\tilde{z}_{\lambda}\right)=1$ this implies that $c=1$.

Remark 4.6. We observe here that the proof of Lemma 4.5 implies that the maximum points of $v_{1, \lambda}$ are inside the ball $B_{\delta_{\lambda} R}\left(x_{\lambda}\right)$ for some $R>0$ and hence they converge to $x_{0}$.

Proof of Theorem 2.1. This is derived from Lemmas 4.2, 4.4 and 4.5.

## 5. Estimates for the second eigenvalue

Lemma 5.1. For any eigenfunction $v_{i, \lambda}$ we have the following integral identity

$$
\begin{equation*}
\int_{\partial \Omega} \frac{\partial u_{\lambda}}{\partial x_{j}} \frac{\partial v_{i, \lambda}}{\partial \nu} d \sigma_{x}=\lambda\left(1-\mu_{i, \lambda}\right) \int_{\Omega} e^{u_{\lambda}} v_{i, \lambda} \frac{\partial u_{\lambda}}{\partial x_{j}} d x \tag{5.1}
\end{equation*}
$$

for $j=1,2$.
Proof. Differentiating Eq. (1.1) with respect to $x_{j}$ we get

$$
\begin{equation*}
-\Delta \frac{\partial u_{\lambda}}{\partial x_{j}}=\lambda e^{u_{\lambda}} \frac{\partial u_{\lambda}}{\partial x_{j}} \quad \text { in } \Omega \text { for } j=1,2 . \tag{5.2}
\end{equation*}
$$

Multiplying (5.2) by $v_{i, \lambda}$ and integrating we get

$$
\begin{equation*}
\int_{\Omega} \nabla\left(\frac{\partial u_{\lambda}}{\partial x_{j}}\right) \cdot \nabla v_{i, \lambda} d x=\lambda \int_{\Omega} e^{u_{\lambda}} \frac{\partial u_{\lambda}}{\partial x_{j}} v_{i, \lambda} d x \tag{5.3}
\end{equation*}
$$

while multiplying Eq. (2.3) by $\frac{\partial u_{\lambda}}{\partial x_{j}}$ we have

$$
\begin{equation*}
\int_{\Omega} \nabla v_{i, \lambda} \cdot \nabla\left(\frac{\partial u_{\lambda}}{\partial x_{j}}\right) d x-\int_{\partial \Omega} \frac{\partial u_{\lambda}}{\partial x_{j}} \frac{\partial v_{i, \lambda}}{\partial \nu} d \sigma_{x}=\lambda \mu_{i, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{i, \lambda} \frac{\partial u_{\lambda}}{\partial x_{j}} . \tag{5.4}
\end{equation*}
$$

Using (5.3) and (5.4) we get (5.1).
Let $u_{\lambda}$ be a solution of (1.1) satisfying (1.2), and let $x_{\lambda} \in \Omega$ such that $u_{\lambda}\left(x_{\lambda}\right)=\left\|u_{\lambda}\right\|_{\infty}$. By Theorem $3.1 x_{\lambda} \rightarrow x_{0} \in$ $\Omega$, hence there exists $\rho>0$ such that $B\left(x_{\lambda}, 2 \rho\right) \subset \Omega$. Let $\tilde{\Phi} \in C_{0}^{\infty}(B(0,2 \rho))$ such that $\tilde{\Phi}=1$ in $B(0, \rho) ; 0 \leqslant \tilde{\Phi} \leqslant 1$ in $B(0,2 \rho)$ and let

$$
\begin{equation*}
\Phi(x)=\tilde{\Phi}\left(x-x_{\lambda}\right) . \tag{5.5}
\end{equation*}
$$

Proposition 5.2. We have

$$
\begin{align*}
& \mu_{2, \lambda} \leqslant 1+C \delta_{\lambda}^{2},  \tag{5.6}\\
& \mu_{2, \lambda} \rightarrow 1 . \tag{5.7}
\end{align*}
$$

Proof. We estimate the second eigenvalue using again the variational formula

$$
\begin{equation*}
\mu_{2, \lambda}=\inf _{v \in H_{0}^{1}(\Omega), v \neq 0, v \perp v_{1, \lambda}} \frac{\int_{\Omega}|\nabla v|^{2}}{\lambda \int_{\Omega} e^{u_{\lambda}} v^{2}} . \tag{5.8}
\end{equation*}
$$

To this end let $\psi_{1}(x)=\frac{\partial u_{\lambda}}{\partial x_{1}}(x)$ and $v=\Phi \psi_{1}+a_{1, \lambda} v_{1, \lambda}$. We take

$$
\begin{equation*}
a_{1, \lambda}=-\frac{\lambda \int_{\Omega} e^{u_{\lambda}} \Phi \psi_{1} v_{1, \lambda}}{\lambda \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda}^{2}}=-\frac{N_{1, \lambda}}{D_{1, \lambda}} \tag{5.9}
\end{equation*}
$$

so that $v \perp v_{1, \lambda}$ in $H_{0}^{1}(\Omega)$.
Step 1: Here we show that $a_{1, \lambda}=\mathrm{o}(1)$. We estimate $D_{1, \lambda}$ in (5.9) as follows

$$
D_{1, \lambda}=\lambda \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda}^{2}=\int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{v}_{1, \lambda}^{2}=8 \pi+\mathrm{o}(1) .
$$

This implies that $D_{1, \lambda} \geqslant 7 \pi>0$ if $\lambda$ is small enough. We only have to prove that $N_{1, \lambda}=\mathrm{o}(1)$. To do this, we observe that, since $\Phi=1$ on $B_{\rho}\left(x_{\lambda}\right)$,

$$
\begin{equation*}
N_{1, \lambda}=\lambda \int_{\Omega} e^{u_{\lambda}} \frac{\partial u_{\lambda}}{\partial x_{1}} v_{1, \lambda} \Phi d x=\lambda \int_{\Omega \backslash B_{\rho}\left(x_{\lambda}\right)} e^{u_{\lambda}} \frac{\partial u_{\lambda}}{\partial x_{1}} v_{1, \lambda} \Phi d x+\lambda \int_{B_{\rho}\left(x_{\lambda}\right)} e^{u_{\lambda}} \frac{\partial u_{\lambda}}{\partial x_{1}} v_{1, \lambda} d x=I_{1}+I_{2} . \tag{5.10}
\end{equation*}
$$

By the convergence results (3.2) and (4.15) it is easy to see that

$$
\begin{equation*}
I_{1}=\lambda \int_{\Omega \backslash B_{\rho}\left(x_{\lambda}\right)} e^{u_{\lambda}} \frac{\partial u_{\lambda}}{\partial x_{1}} v_{1, \lambda} \Phi d x=\mathrm{O}\left(\lambda \mu_{1, \lambda}\right)=\mathrm{o}(1) . \tag{5.11}
\end{equation*}
$$

To estimate $I_{2}$ we use Eq. (5.1) where $i=1$, i.e.

$$
\begin{equation*}
\left(1-\mu_{1, \lambda}\right) \lambda \int_{\Omega} e^{u_{\lambda}} \frac{\partial u_{\lambda}}{\partial x_{1}} v_{1, \lambda}=\int_{\partial \Omega} \frac{\partial u_{\lambda}}{\partial x_{1}} \frac{\partial v_{1, \lambda}}{\partial v_{x}} d \sigma_{x} . \tag{5.12}
\end{equation*}
$$

Using convergence (3.2), (4.15) and (3.12) it is easy to see that

$$
\int_{\partial \Omega} \frac{\partial u_{\lambda}}{\partial x_{1}} \frac{\partial v_{1, \lambda}}{\partial v_{x}} d \sigma_{x}=\mu_{1, \lambda}\left((8 \pi)^{2} \int_{\partial \Omega} \nu_{1}\left(\frac{\partial G}{\partial v_{x}}\left(x, x_{0}\right)\right)^{2} d \sigma_{x}+\mathrm{o}(1)\right)=\mathrm{o}\left(\mu_{1, \lambda}\right) .
$$

By (2.5) we get that (5.12) implies

$$
\lambda \int_{\Omega} e^{u_{\lambda}} \frac{\partial u_{\lambda}}{\partial x_{1}} v_{1, \lambda}=\lambda \int_{\Omega \backslash B_{\rho}\left(x_{\lambda}\right)} e^{u_{\lambda}} \frac{\partial u_{\lambda}}{\partial x_{1}} v_{1, \lambda}+\lambda \int_{B_{\rho}\left(x_{\lambda}\right)} e^{u_{\lambda}} \frac{\partial u_{\lambda}}{\partial x_{1}} v_{1, \lambda}=\mathrm{o}\left(\mu_{1, \lambda}\right) .
$$

Arguing as in (1.3) we get $\lambda \int_{\Omega \backslash B_{\rho}\left(x_{\lambda}\right)} e^{u_{\lambda}} \frac{\partial u_{\lambda}}{\partial x_{1}} v_{1, \lambda}=\mathrm{O}\left(\lambda \mu_{1, \lambda}\right)$ and this implies that $\lambda \int_{B_{\rho}\left(x_{\lambda}\right)} e^{u_{\lambda} \frac{\partial u_{\lambda}}{\partial x_{1}}} v_{1, \lambda}=\mathrm{o}\left(\mu_{1, \lambda}\right)$. This last estimate together with (5.10) and (5.11) implies that $N_{1, \lambda}=\mathrm{o}\left(\mu_{1, \lambda}\right)$.

Step 2: Here we prove estimate (5.6). Recalling the definition of $v$ we have

$$
\begin{align*}
\int_{\Omega}|\nabla v|^{2} & =\int_{\Omega}\left|\nabla \Phi \psi_{1}\right|^{2}+2 a_{1, \lambda} \int_{\Omega} \nabla\left(\Phi \psi_{1}\right) \cdot \nabla v_{1, \lambda}+\left(a_{1, \lambda}\right)^{2} \int_{\Omega}\left|\nabla v_{1, \lambda}\right|^{2} \\
& =\int_{\Omega}\left|\nabla \Phi \psi_{1}\right|^{2}+2 a_{1, \lambda} \mu_{1, \lambda} \lambda \int_{\Omega} e^{u_{\lambda}} \Phi \psi_{1} v_{1, \lambda}+\left(a_{1, \lambda}\right)^{2} \lambda \mu_{1, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda}^{2} \\
& =\int_{\Omega}\left|\nabla \Phi \psi_{1}\right|^{2}-\left(a_{1, \lambda}\right)^{2} \lambda \mu_{1, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda}^{2} . \tag{5.13}
\end{align*}
$$

Since $\psi_{1}$ solves Eq. (5.2) we have

$$
\int_{\Omega}\left|\nabla \Phi \psi_{1}\right|^{2}=\int_{\Omega} \psi_{1}^{2}|\nabla \Phi|^{2}+\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi_{1}^{2} .
$$

Inserting this in (5.13) and forgetting the lower order term we can write

$$
\int_{\Omega}|\nabla v|^{2}=\int_{\Omega} \psi_{1}^{2}|\nabla \Phi|^{2}+\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi_{1}^{2}+\mathrm{o}(1) .
$$

In a similar way we have

$$
\begin{align*}
\lambda \int_{\Omega} e^{u_{\lambda}} v^{2} & =\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi_{1}^{2}+2 a_{1, \lambda} \lambda \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda} \Phi \psi_{1}+\left(a_{1, \lambda}\right)^{2} \lambda \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda}^{2} \\
& =\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi_{1}^{2}+\mathrm{o}(1) . \tag{5.14}
\end{align*}
$$

Inserting (5.13) and (5.14) into (5.8) we get

$$
\begin{equation*}
\mu_{2, \lambda} \leqslant \frac{\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi_{1}^{2}+\int_{\Omega} \psi_{1}^{2}|\nabla \Phi|^{2}+\mathrm{o}(1)}{\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi_{1}^{2}+\mathrm{o}(1)}=1+\frac{\int_{\Omega} \psi_{1}^{2}|\nabla \Phi|^{2}+\mathrm{o}(1)}{\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi_{1}^{2}+\mathrm{o}(1)} . \tag{5.15}
\end{equation*}
$$

We only have to estimate both integrals in (5.15). For the first one we use the convergence of $u_{\lambda}$ to $8 \pi G\left(x, x_{0}\right)$ in $C_{\text {loc }}^{1}\left(\bar{\Omega} \backslash\left\{x_{0}\right\}\right)$, getting

$$
\begin{align*}
\int_{\Omega}|\nabla \Phi|^{2} \psi_{1}^{2} & =\int_{\Omega \backslash B_{\rho}\left(x_{\lambda}\right)}|\nabla \Phi|^{2} \psi_{1}^{2} \\
& =(8 \pi)^{2} \int_{\Omega \backslash B_{\rho}\left(x_{0}\right)}|\nabla \Phi|^{2}\left(\frac{\partial G\left(x, x_{0}\right)}{\partial x_{1}}\right)^{2}+\mathrm{o}(1)=c_{0}+\mathrm{o}(1), \tag{5.16}
\end{align*}
$$

where $c_{0}>0$; while, for the second one, a simple rescaling argument leads to

$$
\begin{align*}
\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi_{1}^{2} & =\frac{1}{\delta_{\lambda}^{2}} \int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}(y)} \Phi^{2}\left(\delta_{\lambda} y+x_{\lambda}\right)\left(\frac{\partial \tilde{u}_{\lambda}}{\partial y_{1}}(y)\right)^{2} d y \\
& =\frac{1}{\delta_{\lambda}^{2}}\left(\Phi^{2}\left(x_{0}\right) \int_{\mathbb{R}^{2}} e^{U(y)}\left(\frac{\partial U}{\partial y_{1}}\right)^{2} d y+\mathrm{o}(1)\right)=\frac{1}{\delta_{\lambda}^{2}}\left(\frac{4}{3} \pi+\mathrm{o}(1)\right) . \tag{5.17}
\end{align*}
$$

Here we use estimates (A.1) and (3.6) to pass to the limit. Finally we have

$$
\mu_{2, \lambda} \leqslant 1+\frac{c_{0}+\mathrm{o}(1)}{\left(1 / \delta_{\lambda}^{2}\right)\left(c_{1}+\mathrm{o}(1)\right)+\mathrm{o}(1)} \leqslant 1+2 \frac{c_{0}}{c_{1}} \delta_{\lambda}^{2}
$$

where $c_{1}=\frac{4}{3} \pi$ and $c_{0} / c_{1}>0$. So (5.6) is proved.
Step 3: In this step we prove (5.7). Let $\mu_{2}=\lim _{\lambda \rightarrow 0} \mu_{2, \lambda}$. By (5.6) $\mu_{2} \in[0,1]$. We assume $\mu_{2}<1$ and we reach a contradiction. Let us consider a second eigenfunction $v_{2, \lambda}$ related to $\mu_{2, \lambda}$. Then $v_{2, \lambda}$ solves

$$
\begin{cases}-\Delta v_{2, \lambda}=\lambda \mu_{2, \lambda} e^{u} v_{2, \lambda} & \text { in } \Omega  \tag{5.18}\\ \left\|v_{2, \lambda}\right\|_{\infty}=1, & \text { on } \partial \Omega \\ v_{2, \lambda}=0 & \end{cases}
$$

Let $\tilde{v}_{2, \lambda}=v_{2, \lambda}\left(\delta_{\lambda} x+x_{\lambda}\right)$ be the rescaled function. Now $\tilde{v}_{2, \lambda}$ solves

$$
\begin{cases}-\Delta \tilde{v}_{2, \lambda}=\mu_{2, \lambda} e^{\tilde{u}_{\lambda}} v_{2, \lambda} & \text { in } \Omega_{\lambda} \\ \left\|\tilde{v}_{2, \lambda}\right\|_{\infty}=1, & \\ \tilde{v}_{2, \lambda}=0 & \text { on } \partial \Omega_{\lambda}\end{cases}
$$

Let us show that $\nabla \tilde{v}_{2, \lambda}$ is uniformly bounded in $L^{2}\left(\mathbb{R}^{2}\right)$. Indeed

$$
\int_{\mathbb{R}^{2}}\left|\nabla \tilde{v}_{2, \lambda}\right|^{2}=\mu_{2, \lambda} \int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{v}_{2, \lambda}^{2} \leqslant \mu_{2, \lambda} \int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \rightarrow 8 \pi \mu_{2} .
$$

So by the standard elliptic regularity theory we obtain that $\tilde{v}_{2, \lambda} \rightarrow \tilde{v}_{2}$ in $C_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right)$, where $\tilde{v}_{2}$ is a solution of

$$
\left\{\begin{array}{l}
-\Delta \tilde{v}_{2}=\mu_{2} \frac{1}{\left(1+|x|^{2} / 8\right)^{2}} \tilde{v}_{2} \quad \text { in } \mathbb{R}^{2},  \tag{5.19}\\
\left\|\tilde{v}_{2}\right\|_{\infty} \leqslant 1 .
\end{array}\right.
$$

Let us prove that $\tilde{v}_{2} \neq 0$. To do this let $z_{\lambda}$ be the point of $\Omega_{\lambda}$ such that $\tilde{v}_{2, \lambda}\left(z_{\lambda}\right)=1$. If $\tilde{v}_{2} \equiv 0$, then $z_{\lambda}$ should go to infinity. Let us consider the function

$$
\hat{v}_{2, \lambda}=\tilde{v}_{2, \lambda}\left(\frac{x}{|x|^{2}}\right) .
$$

Then $\hat{v}_{2, \lambda}$ solves

$$
\begin{equation*}
-\Delta \hat{v}_{2, \lambda}=\frac{1}{|x|^{4}} e^{\hat{u}_{\lambda}} \hat{v}_{2, \lambda} . \tag{5.20}
\end{equation*}
$$

As in the proof of Lemma 4.2 , we can show that the right-hand side of $(5.20)$ is bounded in $L^{\infty}\left(\mathbb{R}^{2}\right)$ so that $\left|\nabla \hat{v}_{2, \lambda}\right|$ is uniformly bounded in $L^{2}\left(\mathbb{R}^{2}\right)$ and $\hat{v}_{2, \lambda} \rightarrow 0$ in $C_{\text {loc }}^{2}\left(\mathbb{R}^{2} \backslash\{0\}\right)$. Using the regularity theory we reach a contradiction as in the proof of Lemma 4.2.

At this point we note that $\mu_{2}$ is an eigenvalue for problem (1.4) an $\tilde{v}_{2}$ the corresponding eigenfunction. If $\mu_{2}<1$ then $\mu_{2}=0$ and $\tilde{v}_{2}=1$. But we get a contradiction since $v_{2, \lambda}$ is orthogonal to $v_{1, \lambda}$ and then

$$
\int \nabla v_{1, \lambda} \cdot \nabla v_{2, \lambda}=0 \Longrightarrow \lambda \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda} v_{2, \lambda}=0 \Longrightarrow \int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{v}_{1, \lambda} \tilde{v}_{2, \lambda}=0 .
$$

Passing to the limit we obtain

$$
\int_{\mathbb{R}^{2}} e^{U(y)} d y=0
$$

a contradiction. Hence $\mu_{2, \lambda} \rightarrow 1$.

Lemma 5.3. We have

$$
\begin{equation*}
\tilde{v}_{2, \lambda} \rightarrow \frac{a_{1}^{(2)} x_{1}+a_{2}^{(2)} x_{2}}{8+|x|^{2}}+b^{(2)} \frac{8-|x|^{2}}{8+|x|^{2}} \tag{5.21}
\end{equation*}
$$

in $C_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right)$, with $\left(a_{1}^{(2)}, a_{2}^{(2)}, b^{(2)}\right) \neq(0,0,0) \in \mathbb{R}^{3}$.
Proof. Arguing as in the last part of the proof of Proposition 5.2 , we see that $\tilde{v}_{2, \lambda} \rightarrow \tilde{v}_{2}$ in $C_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right)$ where $\tilde{v}_{2}$ solves

$$
\left\{\begin{array}{l}
-\Delta \tilde{v}_{2}=\frac{1}{\left(1+|x|^{2} / 8\right)^{2}} \tilde{v}_{2} \quad \text { in } \mathbb{R}^{2}  \tag{5.22}\\
\left\|\tilde{v}_{2}\right\|_{\infty}=1
\end{array}\right.
$$

Recalling Theorem 3.3 we have

$$
\tilde{v}_{2}\left(x_{1}, x_{2}\right)=\frac{a_{1}^{(2)} x_{1}+a_{2}^{(2)} x_{2}}{8+|x|^{2}}+b^{(2)} \frac{8-|x|^{2}}{8+|x|^{2}}
$$

But $\tilde{v}_{2} \equiv 0$ is not possible by Step 3 of Proposition 5.2 , so $\left(a_{1}^{(2)}, a_{2}^{(2)}, b^{(2)}\right) \neq 0$.

## 6. Asymptotic behavior of the second eigenfunction

Lemma 6.1. If the number $b^{(2)}$ of Lemma 5.3 is different from zero then

$$
\begin{equation*}
v_{2, \lambda}(x) \log \lambda \rightarrow 4 \pi b^{(2)} G\left(x, x_{0}\right) \quad \text { in } C^{1}(\omega) \tag{6.1}
\end{equation*}
$$

where $\omega$ is any compact set in $\bar{\Omega} \backslash\left\{x_{0}\right\}$.
Proof. Multiplying Eq. (1.1) and (5.18) by $v_{2, \lambda}$ and $u_{\lambda}$ respectively we get

$$
\begin{equation*}
\lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda}=\mu_{2, \lambda} \lambda \int_{\Omega} e^{u_{\lambda}} u_{\lambda} v_{2, \lambda} \tag{6.2}
\end{equation*}
$$

Then

$$
\begin{aligned}
\lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda}= & \lambda \mu_{2, \lambda} \int_{\Omega} e^{u_{\lambda}}\left(u_{\lambda}-\left\|u_{\lambda}\right\|_{\infty}\right) v_{2, \lambda}+\lambda\left\|u_{\lambda}\right\|_{\infty} \mu_{2, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda} \\
= & \mu_{2, \lambda} \int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{u}_{\lambda} \tilde{v}_{2, \lambda}+\lambda\left\|u_{\lambda}\right\|_{\infty} \mu_{2, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda} \\
= & -\int_{\mathbb{R}^{2}} \frac{2}{\left(1+|x|^{2} \mid / 8\right)^{2}} \log \left(1+\frac{|x|^{2}}{8}\right)\left(\frac{a_{1}^{(2)} x_{1}+a_{2}^{(2)} x_{2}}{8+|x|^{2}}+b^{(2)} \frac{8-|x|^{2}}{8+|x|^{2}}\right) d x+\mathrm{o}(1) \\
& +\lambda\left\|u_{\lambda}\right\|_{\infty} \mu_{2, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda} .
\end{aligned}
$$

In the last estimate we can pass to the limit since

$$
\left|e^{\tilde{u}_{\lambda}} \tilde{u}_{\lambda} \tilde{v}_{2, \lambda}\right| \leqslant\left|\frac{2}{\left(1+|x|^{2} / 8\right)^{2}} \log \left(1+\frac{|x|^{2}}{8}\right)\right| \in L^{1}\left(\mathbb{R}^{2}\right) .
$$

So we obtain the following estimate:

$$
\begin{equation*}
\lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda}=8 \pi b^{(2)}+\mathrm{o}(1)+\lambda\left\|u_{\lambda}\right\|_{\infty} \mu_{2, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda} \tag{6.3}
\end{equation*}
$$

A simple rescaling argument shows us that $\lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda} \rightarrow 0$ as $\lambda \rightarrow 0$. Inserting this into the (6.3) and recalling (3.4), we find that

$$
\begin{equation*}
\lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda} d x=\frac{4 \pi b^{(2)}}{\log \lambda}(1+\mathrm{o}(1)) \tag{6.4}
\end{equation*}
$$

Using the Green's representation formula we can write

$$
\begin{align*}
v_{2, \lambda}(x) \log \lambda & =\lambda \log \lambda \mu_{2, \lambda} \int_{\Omega} G(x, y) e^{u_{\lambda}(y)} v_{2, \lambda}(y) d y \\
& =\mu_{2, \lambda} G\left(x, x_{0}\right) \lambda \log \lambda \int_{\Omega} e^{u_{\lambda}(y)} v_{2, \lambda}(y) d y+\mu_{2, \lambda} \lambda \log \lambda \int_{\Omega}\left[G(x, y)-G\left(x, x_{0}\right)\right] e^{u_{\lambda}(y)} v_{2, \lambda}(y) d y \\
& =4 \pi b^{(2)} G\left(x, x_{0}\right)+\mathrm{o}(1)+I_{2, \lambda} \tag{6.5}
\end{align*}
$$

where we used (6.4). To prove (6.1) we only have to show that

$$
\begin{equation*}
I_{2, \lambda}=\mu_{2, \lambda} \lambda \log \lambda \int_{\Omega}\left[G(x, y)-G\left(x, x_{0}\right)\right] e^{u_{\lambda}(y)} v_{2, \lambda}(y) d y=\mathrm{o}(1) \tag{6.6}
\end{equation*}
$$

As in the proof of Lemma $4.5 \forall x \in \Omega \backslash\left\{x_{0}\right\}$, we can choose $\rho>0$ such that $x \notin B_{2 \rho}\left(x_{0}\right) \subset \Omega$ and we can split $\Omega$ in two pieces $\Omega \backslash B_{\rho}\left(x_{0}\right)$ and $B_{\rho}\left(x_{0}\right)$. Proceeding again as in the proof of Lemma 4.5 and using estimate (3.3), we get

$$
\begin{equation*}
\mu_{2, \lambda} \lambda \log \lambda \int_{\Omega \backslash B_{\rho}\left(x_{0}\right)}\left[G(x, y)-G\left(x, x_{0}\right)\right] e^{u_{\lambda}(y)} v_{2, \lambda}(y) d y \leqslant \frac{C^{\prime} \lambda \log \lambda}{\left(c \lambda+\rho^{2} / 32\right)^{2}} \tag{6.7}
\end{equation*}
$$

Now we can consider the integral inside the ball $B_{\rho}\left(x_{0}\right)$. Then

$$
\begin{align*}
& \mu_{2, \lambda} \lambda \log \lambda \int_{B_{\rho}\left(x_{0}\right)}\left[G(x, y)-G\left(x, x_{0}\right)\right] e^{u_{\lambda}(y)} v_{2, \lambda}(y) d y \\
& \leqslant \lambda \log \lambda(1+o(1)) \int_{B_{\rho}\left(x_{0}\right)}\left|G(x, y)-G\left(x, x_{0}\right)\right| e^{u_{\lambda}(y)} d y \\
& \leqslant C \lambda \log \lambda \int_{B_{\rho}\left(x_{0}\right)}|\nabla G(x, \xi)|\left|y-x_{0}\right| e^{u_{\lambda}(y)} d y \\
& \leqslant \rho \log \lambda \sup _{y \in B_{\rho}\left(x_{0}\right)}|\nabla G(x, y)| \lambda \int_{\Omega} e^{u_{\lambda}(y)} d y \leqslant C \rho \log \lambda \tag{6.8}
\end{align*}
$$

Here we used that $x \notin B_{2 \rho}\left(x_{0}\right)$ and $|\nabla G(x, y)|$ is uniformly bounded for $y \in B_{\rho}\left(x_{0}\right)$. Now we can let $\rho$ go to zero in such a way that both (6.7) and (6.8) go to zero. We can take, for example, $\rho=\lambda^{k}$ for any $k<\frac{1}{4}$. We proved so far (6.6) and then (6.1) follows from (6.5).

Lemma 6.2. For any eigenfunction $v_{i, \lambda}$ we have the following integral identity

$$
\begin{equation*}
\int_{\partial \Omega} \frac{\partial v_{i, \lambda}}{\partial v}\left((x-y) \cdot \nabla u_{\lambda}(x)+2\right) d \sigma=\lambda\left(1-\mu_{i, \lambda}\right) \int_{\Omega} e^{u_{\lambda}} v_{i, \lambda}\left((x-y) \cdot \nabla u_{\lambda}+2\right) . \tag{6.9}
\end{equation*}
$$

Proof. Let $w_{\lambda}(x)=(x-y) \cdot \nabla u_{\lambda}(x)+2$ for any $y \in \mathbb{R}^{2}$. Then it is easy to see that

$$
\begin{cases}-\Delta w_{\lambda}=\lambda e^{u_{\lambda}} w_{\lambda} & \text { in } \Omega  \tag{6.10}\\ w_{\lambda}(x)=(x-y) \cdot v \frac{\partial u_{\lambda}}{\partial v}+2 & \text { on } \partial \Omega\end{cases}
$$

Using $v_{i, \lambda}$ as a test function we have

$$
\begin{equation*}
\int_{\Omega} \nabla w_{\lambda} \cdot \nabla v_{i, \lambda}=\lambda \int_{\Omega} e^{u_{\lambda}} w_{\lambda} v_{i, \lambda} \tag{6.11}
\end{equation*}
$$

while from Eq. (2.3) we get

$$
\begin{equation*}
\int_{\Omega} \nabla v_{i, \lambda} \cdot \nabla w_{\lambda}-\int_{\partial \Omega} \frac{\partial v_{i, \lambda}}{\partial \nu} w_{\lambda}(x) d \sigma=\lambda \mu_{i, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{i, \lambda} w_{\lambda} \tag{6.12}
\end{equation*}
$$

Hence (6.9) follows.
Proposition 6.3. We have

$$
\begin{equation*}
\tilde{v}_{2, \lambda}(x) \rightarrow \tilde{v}_{2}=\frac{a_{1}^{(2)} x_{1}+a_{2}^{(2)} x_{2}}{8+|x|^{2}} \quad \text { as } \lambda \rightarrow 0 \tag{6.13}
\end{equation*}
$$

in $C_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right)$, for some $\left(a_{1}^{(2)}, a_{2}^{(2)}\right) \neq 0$.
Proof. By Lemma 5.3 we only have to prove that $b^{(2)}=0$. To do this we use the identity (6.9) for $i=2$. If by contradiction $b^{(2)} \neq 0$ using Lemma 6.1 and (3.2) we can pass to the limit in the left-hand side of (6.9) getting

$$
\begin{equation*}
\log \lambda \int_{\partial \Omega} \frac{\partial v_{2, \lambda}}{\partial v} w_{\lambda}(x) d \sigma=4 \pi b^{(2)} \int_{\partial \Omega}\left(8 \pi(x-y) \cdot v \frac{\partial G\left(x, x_{0}\right)}{\partial v}+2\right) \frac{\partial G\left(x, x_{0}\right)}{\partial v} d \sigma+\mathrm{o}(1) . \tag{6.14}
\end{equation*}
$$

Using Eq. (3.11) with $y=x_{0}$ we have

$$
\begin{equation*}
\int_{\partial \Omega}\left(x-x_{0}\right) \cdot v\left(\frac{\partial G\left(x, x_{0}\right)}{\partial v}\right)^{2} d \sigma=\frac{1}{2 \pi} \tag{6.15}
\end{equation*}
$$

while using that $G\left(x, x_{0}\right)$ is harmonic in $\Omega \backslash\left\{x_{0}\right\}$, one can prove that

$$
\begin{equation*}
\int_{\partial \Omega} \frac{\partial G\left(x, x_{0}\right)}{\partial v} d \sigma=-1 \tag{6.16}
\end{equation*}
$$

Now we consider the right-hand side of (6.9). A simple rescaling argument give us

$$
\begin{align*}
\lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda} w_{\lambda} d x & =\int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{2, \lambda}(y)\left(y \cdot \nabla \tilde{u}_{\lambda}(y)+2\right) d y \\
& =\int_{\mathbb{R}^{2}} \frac{128\left(8-|y|^{2}\right)}{\left(8+|y|^{2}\right)^{3}}\left(\sum_{j=1}^{2} a_{j}^{(2)} \frac{y_{j}}{8+|y|^{2}}+b^{(2)} \frac{8-|y|^{2}}{8+|y|^{2}}\right) d y+\mathrm{o}(1) \\
& =c_{0} b^{(2)}(1+\mathrm{o}(1)), \tag{6.17}
\end{align*}
$$

where the passage into the limit is done using estimate (3.6) and the boundedness of $y \cdot \nabla \tilde{u}_{\lambda}(y)+2$ (see (A.1)). We observe here that $c_{0}=\frac{16}{3} \pi>0$. Inserting (6.15), (6.16) and (6.17) into (6.9), we have

$$
\begin{equation*}
\left(1-\mu_{2, \lambda}\right)\left(c_{0} b^{(2)}+o(1)\right)=\frac{4 \pi b^{(2)}}{\log \lambda}(1+o(1)) \tag{6.18}
\end{equation*}
$$

Hence if $b^{(2)} \neq 0$, we find

$$
\begin{equation*}
1-\mu_{2, \lambda}=-\frac{1}{\log \lambda} c_{1}(1+\mathrm{o}(1)) \quad \text { where } c_{1}=-\frac{8 \pi}{c_{0}}=-\frac{3}{2}<0 \tag{6.19}
\end{equation*}
$$

This implies that for $\lambda$ small enough

$$
\begin{equation*}
1-\mu_{2, \lambda} \leqslant-\frac{c_{1}}{2 \log \lambda} . \tag{6.20}
\end{equation*}
$$

But from (5.6), we get

$$
\begin{equation*}
1-\mu_{2, \lambda} \geqslant-C \delta_{\lambda}^{2}, \tag{6.21}
\end{equation*}
$$

which implies with (6.20) that

$$
\frac{c_{1}}{2} \geqslant C \delta_{\lambda}^{2} \log \lambda,
$$

giving a contradiction since $c_{1}<0$ while the r.h.s. goes to zero. So $b^{(2)}=0$ and the claim follows.
Proposition 6.4. We have

$$
\begin{equation*}
\frac{v_{2, \lambda}(x)}{\delta_{\lambda}} \rightarrow 2 \pi \sum_{k=1}^{2} a_{k}^{(2)} \frac{\partial G\left(x, x_{0}\right)}{\partial y_{k}} \quad \text { as } \lambda \rightarrow 0 \tag{6.22}
\end{equation*}
$$

in $C_{\text {loc }}^{1}\left(\bar{\Omega} \backslash\left\{x_{0}\right\}\right)$, where $\left(a_{1}^{(2)}, a_{2}^{(2)}\right)$ is the same as in (6.13).
Proof. Using the Green's representation formula we have

$$
v_{2, \lambda}(x)=\lambda \mu_{2, \lambda} \int_{\Omega} G(x, y) e^{u_{\lambda}(y)} v_{2, \lambda}(y) d y
$$

Note that $\forall x \in \Omega \backslash\left\{x_{0}\right\}$ we can choose $\rho>0, \rho \in \mathbb{R}$ such that $B_{2 \rho}\left(x_{0}\right) \subset \Omega$ and $x \notin B_{2 \rho}\left(x_{0}\right)$. For such a value of $\rho$ we can write

$$
\begin{equation*}
v_{2, \lambda}(x)=\lambda \mu_{2, \lambda} \int_{\Omega \backslash B_{\rho}\left(x_{0}\right)} G(x, y) e^{u_{\lambda}(y)} v_{2, \lambda}(y) d y+\lambda \mu_{2, \lambda} \int_{B_{\rho}\left(x_{0}\right)} G(x, y) e^{u_{\lambda}(y)} v_{2, \lambda}(y) d y=I_{1}+I_{2} . \tag{6.23}
\end{equation*}
$$

First we study the behavior of $I_{1}$. Using the estimate (3.3) and since $G(x, y) \in L_{y}^{1}(\Omega)$ we have

$$
\begin{equation*}
\left|I_{1}\right| \leqslant \frac{C \lambda}{\left(c \lambda+\rho^{2}\right)^{2}} \int_{\Omega} G(x, y) d y \leqslant \frac{C \lambda}{\left(c \lambda+\rho^{2}\right)^{2}} . \tag{6.24}
\end{equation*}
$$

We can let $\rho \rightarrow 0$ in such a way that

$$
\left|I_{1}\right|=\mathrm{o}\left(\delta_{\lambda}\right),
$$

for example choosing $\rho=\lambda^{k}$ for $\lambda<\frac{1}{4}$.
For $y \in B_{\rho}\left(x_{0}\right)$ and $x \notin B_{2 \rho}\left(x_{0}\right)$ the function $G(x, y)$ is regular and we can expand it in Taylor series

$$
\begin{equation*}
G(x, y)=G\left(x, x_{\lambda}\right)+\sum_{j=1}^{2} \frac{\partial G}{\partial y_{j}}\left(x, x_{\lambda}\right)\left(y-x_{\lambda}\right)_{j}+\frac{1}{2} \sum_{j, k=1}^{2} \frac{\partial^{2} G}{\partial y_{j} \partial y_{k}}\left(x, \eta_{\lambda}\right)\left(y-x_{\lambda}\right)_{j}\left(y-x_{\lambda}\right)_{k}, \tag{6.25}
\end{equation*}
$$

where $\eta_{\lambda}$ is a point between $y$ and $x_{\lambda}$ which are both contained in $B_{\rho}\left(x_{0}\right)$. To study the behavior of $I_{2}$ we write

$$
\begin{aligned}
I_{2}= & \lambda \mu_{2, \lambda} \int_{B_{\rho}\left(x_{0}\right)}\left(G\left(x, x_{\lambda}\right)+\sum_{j=1}^{2} \frac{\partial G}{\partial y_{j}}\left(x, x_{\lambda}\right)\left(y-x_{\lambda}\right)_{j}\right) e^{u_{\lambda}(y)} v_{2, \lambda}(y) d y \\
& +\lambda \mu_{2, \lambda} \int_{B_{\rho}\left(x_{0}\right)} \frac{1}{2} \sum_{j, k=1}^{2} \frac{\partial^{2} G}{\partial y_{j} \partial y_{k}}\left(x, \eta_{\lambda}\right)\left(y-x_{\lambda}\right)_{j}\left(y-x_{\lambda}\right)_{k} e^{u_{\lambda}(y)} v_{2, \lambda}(y) d y
\end{aligned}
$$

$$
\begin{align*}
= & G\left(x, x_{0}\right)(1+\mathrm{o}(1)) \int_{B_{\lambda}} e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{2, \lambda}(y) d y \\
& +\delta_{\lambda} \sum_{j=1}^{2} \frac{\partial G}{\partial y_{j}}\left(x, x_{0}\right)(1+\mathrm{o}(1)) \int_{B_{\lambda}} e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{2, \lambda}(y) y_{j} d y+R_{\lambda}, \tag{6.26}
\end{align*}
$$

where $R_{\lambda}=\frac{1}{2} \lambda \mu_{2, \lambda} \sum_{j, k=1}^{2} \int_{B_{\rho}\left(x_{0}\right)} \frac{\partial^{2} G}{\partial y_{j} \partial y_{k}}\left(x, \eta_{\lambda}\right) e^{u_{\lambda}(y)} v_{2, \lambda}(y)\left(y-x_{\lambda}\right)_{j}\left(y-x_{\lambda}\right)_{k} d y$ and $B_{\lambda}=\left(B_{\rho}\left(x_{0}\right)-x_{\lambda}\right) / \delta_{\lambda}$.
Now we want to show that

$$
R_{\lambda}=\mathrm{o}\left(\delta_{\lambda}\right)
$$

We observe that since $y$ and $x_{\lambda} \in B_{\rho}\left(x_{0}\right)$ then also $\eta_{\lambda} \in B_{\rho}\left(x_{0}\right)$. Moreover since $x \notin B_{2 \rho}\left(x_{0}\right)$ we have

$$
\left|\frac{\partial^{2} G}{\partial y_{j} \partial y_{k}}\left(x, \eta_{\lambda}\right)\right| \leqslant \sup _{z \in B_{\rho}\left(x_{0}\right), j, k=1,2}\left|\frac{\partial^{2} G}{\partial y_{j} \partial y_{k}}(x, z)\right|=C .
$$

Using that $\left|v_{2, \lambda}(y)\right| \leqslant 1$ and $\mu_{2, \lambda}=1+\mathrm{o}(1)$ we get

$$
\begin{equation*}
\left|R_{\lambda}\right| \leqslant C \lambda \int_{B_{\rho}\left(x_{0}\right)} e^{u_{\lambda}}\left|y-x_{\lambda}\right|^{2} d y \leqslant C \rho \delta_{\lambda} \int_{B_{\lambda}} e^{\tilde{u}_{\lambda}(y)}|y| d y . \tag{6.27}
\end{equation*}
$$

Letting $\rho$ going to zero we obtain that $R_{\lambda}=\mathrm{o}\left(\delta_{\lambda}\right)$.
Gluing together (6.23), (6.24), (6.26), and (6.27) we derive

$$
\begin{align*}
v_{2, \lambda}(x)= & G\left(x, x_{0}\right)(1+\mathrm{o}(1)) \int_{B_{\lambda}} e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{2, \lambda}(y) d y \\
& +\delta_{\lambda} \sum_{j=1}^{2} \frac{\partial G}{\partial y_{j}}\left(x, x_{0}\right)(1+\mathrm{o}(1)) \int_{B_{\lambda}} e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{2, \lambda}(y) y_{j} d y+\mathrm{o}\left(\delta_{\lambda}\right) . \tag{6.28}
\end{align*}
$$

In order to prove (2.9) we have to estimate $\gamma_{\lambda}=\int_{B_{\lambda}} e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{2, \lambda}(y) d y$. We will show that

$$
\gamma_{\lambda}=o\left(\delta_{\lambda}\right) .
$$

We prove this by contradiction. So let us suppose that $\lim _{\lambda \rightarrow 0} \frac{\delta_{\lambda}}{\gamma_{\lambda}}=c$ with $c \in \mathbb{R}, c<\infty$. From (6.28) we derive

$$
\begin{equation*}
\frac{v_{2, \lambda}(x)}{\gamma_{\lambda}}=G\left(x, x_{0}\right)+c \sum_{j=1}^{2} \frac{\partial G}{\partial y_{j}}\left(x, x_{0}\right) \int_{B_{\lambda}} e^{\tilde{\lambda}_{\lambda}(y)} \tilde{v}_{2, \lambda}(y) y_{j} d y+\mathrm{o}(1) . \tag{6.29}
\end{equation*}
$$

Note that $B_{\lambda} \rightarrow \mathbb{R}^{2}$ and we can pass into the limit in (6.29) using (3.6). We also observe that $\tilde{v}_{2}(y)=$ $\left(a_{1}^{(2)} y_{1}+a_{2}^{(2)} y_{2}\right) /\left(8+|y|^{2}\right)=-\frac{1}{4} \sum_{j=1}^{2} a_{k}^{(2)} \frac{\partial U(y)}{\partial y_{k}}$. Then (6.29) becomes

$$
\begin{align*}
\frac{v_{2, \lambda}(x)}{\gamma_{\lambda}} & =G\left(x, x_{0}\right)-\frac{c}{4} \sum_{j=1}^{2} \frac{\partial G}{\partial y_{j}}\left(x, x_{0}\right) \int_{\mathbb{R}^{2}} e^{U(y)} \sum_{k=1}^{2} a_{k}^{(2)} \frac{\partial U}{\partial y_{k}} y_{j} d y+\mathrm{o}(1) \\
& =G\left(x, x_{0}\right)-\frac{c}{4} \sum_{j=1}^{2} \frac{\partial G}{\partial y_{j}}\left(x, x_{0}\right) \int_{\mathbb{R}^{2}} \sum_{k=1}^{2} a_{k}^{(2)} \frac{\partial e^{U(y)}}{\partial y_{k}} y_{j} d y+\mathrm{o}(1) \\
& =G\left(x, x_{0}\right)+\frac{1}{4} c \sum_{j=1}^{2} \frac{\partial G}{\partial y_{j}}\left(x, x_{0}\right) \sum_{k=1}^{2} a_{k}^{(2)} \int_{\mathbb{R}^{2}} e^{U(y)} \delta_{k}^{j} d y+\mathrm{o}(1) \\
& =G\left(x, x_{0}\right)+2 \pi c \sum_{j=1}^{2} a_{j}^{(2)} \frac{\partial G}{\partial y_{j}}\left(x, x_{0}\right)+\mathrm{o}(1) . \tag{6.30}
\end{align*}
$$

In a similar way one can prove the convergence in $C^{1}\left(\bar{\Omega} \backslash\left\{x_{0}\right\}\right)$.
Now to estimate $1-\mu_{2, \lambda}$ we use identity (5.1) evaluated in $v_{2, \lambda}$ i.e.

$$
\begin{equation*}
\int_{\partial \Omega} \frac{\partial u_{\lambda}}{\partial x_{j}} \frac{\partial v_{2, \lambda}}{\partial \nu} d \sigma_{x}=\lambda\left(1-\mu_{2, \lambda}\right) \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda} \frac{\partial u_{\lambda}}{\partial x_{j}} d x . \tag{6.31}
\end{equation*}
$$

Let us consider first the 1.h.s. of (6.31). Passing to the limit we get

$$
\begin{align*}
\int_{\partial \Omega} \frac{\partial u_{\lambda}}{\partial x_{j}} \frac{\partial v_{2, \lambda}}{\partial v_{x}} d \sigma_{x}= & \gamma_{\lambda}\left(8 \pi \int_{\partial \Omega} \frac{\partial G}{\partial x_{j}}\left(x, x_{0}\right) \frac{\partial G}{\partial v_{x}}\left(x, x_{0}\right) d \sigma_{x}\right) \\
& +\gamma_{\lambda}\left(8 \pi \int_{\partial \Omega} \frac{\partial G\left(x, x_{0}\right)}{\partial x_{j}} \frac{\partial}{\partial v}\left(2 \pi c \sum_{k=1}^{2} a_{k}^{(2)} \frac{\partial G\left(x, x_{0}\right)}{\partial y_{k}}\right) d \sigma_{x}\right)+\mathrm{o}\left(\gamma_{\lambda}\right) \\
= & \gamma_{\lambda}\left(8 \pi \int_{\partial \Omega} v_{j}\left(\frac{\partial G}{\partial v_{x}}\left(x, x_{0}\right)\right)^{2} d \sigma_{x}\right) \\
& +\gamma_{\lambda}\left(16 \pi^{2} c \sum_{k=1}^{2} a_{k}^{(2)} \int_{\partial \Omega} \frac{\partial G\left(x, x_{0}\right)}{\partial x_{j}} \frac{\partial}{\partial y_{k}} \frac{\partial G\left(x, x_{0}\right)}{\partial v} d \sigma_{x}\right)+\mathrm{o}\left(\gamma_{\lambda}\right) \\
= & \gamma_{\lambda}\left(-8 \pi \frac{\partial R}{\partial y_{j}}\left(x_{0}\right)-8 \pi^{2} c \sum_{k=1}^{2} a_{k}^{(2)} \frac{\partial^{2} R\left(x_{0}\right)}{\partial x_{k} x_{j}}+\mathrm{o}(1)\right) \\
= & \gamma_{\lambda}\left(-8 \pi^{2} c \sum_{k=1}^{2} a_{k}^{(2)} \frac{\partial^{2} R\left(x_{0}\right)}{\partial x_{k} x_{j}}+\mathrm{o}(1)\right) \tag{6.32}
\end{align*}
$$

where we use the identities (3.12), (3.13) and that $x_{0}$ is a critical point of $R(y)$. For the right-hand side of (6.31) we have

$$
\begin{align*}
\lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda} \frac{\partial u_{\lambda}}{\partial x_{j}} d x & =\frac{1}{\delta_{\lambda}} \int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{v}_{2, \lambda} \frac{\partial \tilde{u}_{\lambda}}{\partial y_{j}} d y \\
& =-\frac{4}{\delta_{\lambda}} \int_{\mathbb{R}^{2}} \frac{64 y_{j}}{\left(8+|y|^{2}\right)^{3}} \frac{a_{1}^{(2)} y_{1}+a_{2}^{(2)} y_{2}}{8+|y|^{2}} d y(1+\mathrm{o}(1)) ; \tag{6.33}
\end{align*}
$$

where the passage into the limit is done using the estimate (see (A.1)

$$
\left|e^{\tilde{u}_{\lambda}} \tilde{v}_{2, \lambda} \frac{\partial \tilde{u}_{\lambda}}{\partial y_{j}}\right| \leqslant C \frac{64}{\left(8+|y|^{2}\right)^{2}}\left\|\tilde{v}_{2, \lambda}\right\|_{\infty} .
$$

Hence (6.33) becomes

$$
\begin{align*}
\lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda} \frac{\partial u_{\lambda}}{\partial x_{j}} d x & =\frac{1}{\delta_{\lambda}}\left(-256 \sum_{k=1}^{2} a_{k}^{(2)} \int_{\mathbb{R}^{2}} \frac{y_{k} y_{j}}{\left(8+|y|^{2}\right)^{4}} d y(1+\mathrm{o}(1))\right) \\
& =\frac{1}{\delta_{\lambda}}\left(-\frac{\pi}{3} a_{j}^{(2)}+\mathrm{o}(1)\right) . \tag{6.34}
\end{align*}
$$

Putting together (6.31), (6.32) and (6.34) we obtain

$$
\begin{equation*}
\gamma_{\lambda}\left(-8 \pi^{2} c \sum_{k=1}^{2} a_{k}^{(2)} \frac{\partial^{2} R\left(x_{0}\right)}{\partial x_{k} x_{j}}+\mathrm{o}(1)\right)=\left(1-\mu_{2, \lambda}\right) \frac{1}{\delta_{\lambda}}\left(-\frac{\pi}{3} a_{j}^{(2)}+\mathrm{o}(1)\right), \tag{6.35}
\end{equation*}
$$

and finally

$$
\begin{equation*}
\left(1-\mu_{2, \lambda}\right)=24 \pi c \eta \delta_{\lambda} \gamma_{\lambda}(1+o(1)) \tag{6.36}
\end{equation*}
$$

where $\eta=\left(\sum_{k=1}^{2} a_{k}^{(2)} \frac{\partial^{2} R\left(x_{0}\right)}{\partial x_{k} x_{j}}\right) / a_{j}^{(2)}$ for $j$ such that $a_{j}^{(2)} \neq 0$.
Now we consider the Pohozaev identity (6.9) computed at the point $x_{\lambda}$. Using (6.30) and passing into the limit in the l.h.s. of (6.9) we find

$$
\begin{align*}
& \int_{\partial \Omega} \frac{\partial v_{2, \lambda}}{\partial v_{x}}\left(\left(x-x_{\lambda}\right) \cdot \nabla u_{\lambda}(x)+2\right) d \sigma_{x} \\
&= \gamma_{\lambda} \int_{\partial \Omega} \frac{\partial G}{\partial v_{x}}\left(x, x_{0}\right)\left(8 \pi\left(x-x_{0}\right) \cdot \nabla G\left(x, x_{0}\right)+2\right) d \sigma_{x} \\
&+\gamma_{\lambda} 2 \pi c \sum_{j=1}^{2} a_{j}^{(2)} \int_{\partial \Omega} \frac{\partial^{2} G}{\partial v_{x} y_{j}}\left(x, x_{0}\right)\left(8 \pi\left(x-x_{0}\right) \cdot \nabla G\left(x, x_{0}\right)+2\right)+\mathrm{o}\left(\gamma_{\lambda}\right) \\
&= 2 \gamma_{\lambda}(1+\mathrm{o}(1)) . \tag{6.37}
\end{align*}
$$

In the last passage we used (3.11), (3.12) and (3.15). Concerning the r.h.s. of (6.9) a simple scaling argument gives

$$
\begin{equation*}
\lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda}\left(\left(x-x_{\lambda}\right) \cdot \nabla u_{\lambda}+2\right) d x=\int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{2, \lambda}(y)(y \cdot \nabla \tilde{u}+2) d y=\mathrm{o}(1) . \tag{6.38}
\end{equation*}
$$

In (6.38) we can pass to the limit using estimate (3.6), (A.1) and the boundedness of $v_{2, \lambda}$. Putting together (6.37) and (6.38) we obtain

$$
\begin{equation*}
2 \gamma_{\lambda}(1+o(1))=\left(1-\mu_{2, \lambda}\right) o(1) \tag{6.39}
\end{equation*}
$$

Comparing (6.36) and (6.39) we have

$$
2 \gamma_{\lambda}(1+\mathrm{o}(1))=24 \pi c \gamma_{\lambda} \eta \delta_{\lambda} \mathrm{o}(1)(1+\mathrm{o}(1))
$$

which is impossible.
We have shown so far that $\gamma_{\lambda} / \delta_{\lambda} \rightarrow 0$. Then from (6.28) and (6.30) we have

$$
\frac{v_{2, \lambda}(x)}{\delta_{\lambda}}=2 \pi \sum_{j=1}^{2} a_{j}^{(2)} \frac{\partial G}{\partial y_{j}}\left(x, x_{0}\right)+\mathrm{o}(1)
$$

Lemma 6.5. We have

$$
\begin{equation*}
1-\mu_{2, \lambda}=24 \pi \eta \delta_{\lambda}^{2}(1+\mathrm{o}(1)) \tag{6.40}
\end{equation*}
$$

where $\eta=\left(\sum_{k=1}^{2} a_{k}^{(2)} \frac{\partial^{2} R\left(x_{0}\right)}{\partial x_{k} x_{j}}\right) / a_{j}^{(2)}$ for $j$ such that $a_{j}^{(2)} \neq 0$.
Proof. We estimate the behavior of $\left(1-\mu_{2, \lambda}\right)$ using (6.31). The proof is the same as before using (6.22) instead of (6.30). Then we obtain

$$
\begin{equation*}
1-\mu_{2, \lambda}=24 \pi \eta \delta_{\lambda}^{2}(1+\mathrm{o}(1)) \tag{6.41}
\end{equation*}
$$

where $\eta=\left(\sum_{k=1}^{2} a_{k}^{(2)} \frac{\partial^{2} R\left(x_{0}\right)}{\partial x_{k} x_{j}}\right) / a_{j}^{(2)}$ for $j$ such that $a_{j}^{(2)} \neq 0$.

## 7. Estimates for the third eigenvalue and the third eigenfunction

Proposition 7.1. We have

$$
\begin{align*}
& \mu_{3, \lambda} \leqslant 1+C \delta_{\lambda}^{2},  \tag{7.1}\\
& \mu_{3, \lambda} \rightarrow 1 . \tag{7.2}
\end{align*}
$$

Proof. To estimate the third eigenvalue we use the analogous of formula (5.8), i.e.

$$
\begin{equation*}
\mu_{3, \lambda}=\inf _{v \in H_{0}^{1}(\Omega), v \neq 0, v \perp\left\{v_{1, \lambda}, v_{2, \lambda}\right\}} \frac{\int_{\Omega}|\nabla v|^{2}}{\lambda \int_{\Omega} e^{u_{\lambda}} v^{2}} . \tag{7.3}
\end{equation*}
$$

Let $\psi_{2}(x)=b_{1} \frac{\partial u_{\lambda}}{\partial x_{1}}(x)+b_{2} \frac{\partial u_{\lambda}}{\partial x_{2}}(x)$ where $b=\left(b_{1}, b_{2}\right) \in \mathbb{R}^{2}, b \neq 0$ and $b \perp a^{(2)}$ in $\mathbb{R}^{2}$, where $a^{(2)}$ is the same as Proposition 6.3. To simplify the notation we suppose here $a_{1}^{(2)}=0$ and we let $\psi_{2}(x)=\frac{\partial u_{\lambda}}{\partial x_{1}}(x)$. The general case follows in the same way.

To estimate the third eigenvalue we chose $v=\Phi \psi_{2}+a_{1, \lambda} v_{1, \lambda}+a_{2, \lambda} v_{2, \lambda}$, where

$$
a_{i, \lambda}=-\frac{\lambda \int_{\Omega} e^{u_{\lambda}} \Phi \psi_{2} v_{i, \lambda}}{\lambda \int_{\Omega} e^{u_{\lambda}} v_{i, \lambda}^{2}}=-\frac{N_{i, \lambda}}{D_{i, \lambda}} \quad \text { for } i=1,2
$$

in such a way that $v \perp v_{1, \lambda}$ and $v \perp v_{2, \lambda}$ in $H_{0}^{1}(\Omega)$. We already know that $a_{1, \lambda}=\mathrm{o}(1)$ (see the proof of Proposition 5.2). To estimate $a_{2, \lambda}$ we observe, for the moment, that

$$
D_{2, \lambda}=\int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{v}_{2, \lambda}^{2} \rightarrow \int_{\mathbb{R}^{2}} e^{U}\left(\frac{a_{2}^{(2)} x_{2}}{8+|x|^{2}}\right)^{2}=\frac{1}{12}\left(a_{2}^{(2)}\right)^{2} \pi
$$

For what concerns $N_{2, \lambda}$ we can write down it in the following way

$$
\begin{equation*}
N_{2, \lambda}=\lambda \int_{\Omega} e^{u_{\lambda}} \Phi \frac{\partial u_{\lambda}}{\partial x_{1}} v_{2, \lambda}=\lambda \int_{\Omega \backslash B_{\rho}\left(x_{\lambda}\right)} e^{u_{\lambda}} \Phi \frac{\partial u_{\lambda}}{\partial x_{1}} v_{2, \lambda}+\lambda \int_{B_{\rho}\left(x_{\lambda}\right)} e^{u_{\lambda}} \frac{\partial u_{\lambda}}{\partial x_{1}} v_{2, \lambda}=I_{1}+I_{2} . \tag{7.4}
\end{equation*}
$$

As in the proof of Proposition 5.2 it is easy to see that $I_{1}=\mathrm{O}\left(\lambda \delta_{\lambda}\right)$. Rescaling we can write

$$
\begin{equation*}
I_{2}=\frac{1}{\delta_{\lambda}} \int_{\substack{B \frac{\rho}{\delta_{\lambda}}(0)}} e^{\tilde{u}_{\lambda}} \frac{\partial \tilde{u}_{\lambda}}{\partial x_{1}} \tilde{v}_{2, \lambda}=\frac{1}{\delta_{\lambda}}\left(-4 a_{2}^{(2)} \int_{\mathbb{R}^{2}} \frac{y_{1} y_{2}}{\left(8+|y|^{2}\right)^{4}} d y+\mathrm{o}(1)\right) . \tag{7.5}
\end{equation*}
$$

This proves that $\delta_{\lambda}\left(a_{2, \lambda}\right)^{2}=\mathrm{o}(1)$.
Reasoning as we did in (5.13), we can find

$$
\begin{align*}
\int_{\Omega}|\nabla v|^{2} & =\int_{\Omega}\left|\nabla \Phi \psi_{2}\right|^{2}-\left(a_{1, \lambda}\right)^{2} \lambda \mu_{1, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda}^{2}-\left(a_{2, \lambda}\right)^{2} \lambda \mu_{2, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda}^{2} \\
& =\int_{\Omega} \psi_{2}^{2}|\nabla \Phi|^{2}+\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi_{2}^{2}-\left(a_{1, \lambda}\right)^{2} \lambda \mu_{1, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda}^{2}-\left(a_{2, \lambda}\right)^{2} \lambda \mu_{2, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda}^{2} . \tag{7.6}
\end{align*}
$$

In the same way,

$$
\begin{equation*}
\lambda \int_{\Omega} e^{u_{\lambda}} v^{2}=\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi_{2}^{2}-\left(a_{1, \lambda}\right)^{2} \lambda \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda}^{2}-\left(a_{2, \lambda}\right)^{2} \lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda}^{2} . \tag{7.7}
\end{equation*}
$$

Inserting (7.6) and (7.7) in (7.3) we obtain

$$
\begin{equation*}
\mu_{3, \lambda} \leqslant 1+\frac{\int_{\Omega} \psi_{2}^{2}|\nabla \Phi|^{2}+\left(1-\mu_{1, \lambda}\right)\left(a_{1, \lambda}\right)^{2} \lambda \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda}^{2}+\left(1-\mu_{2, \lambda}\right)\left(a_{2, \lambda}\right)^{2} \lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda}^{2}}{\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi_{2}^{2}-\left(a_{1, \lambda}\right)^{2} \lambda \int_{\Omega} e^{u_{\lambda}} v_{1, \lambda}^{2}-\left(a_{2, \lambda}\right)^{2} \lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda}^{2}} \tag{7.8}
\end{equation*}
$$

and forgetting lower order terms we have

$$
\begin{equation*}
\mu_{3, \lambda} \leqslant 1+\frac{\int_{\Omega} \psi_{2}^{2}|\nabla \Phi|^{2}+\left(1-\mu_{2, \lambda}\right)\left(a_{2, \lambda}\right)^{2} \lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda}^{2}+\mathrm{o}(1)}{\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi_{2}^{2}-\left(a_{2, \lambda}\right)^{2} \lambda \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda}^{2}+\mathrm{o}(1)} . \tag{7.9}
\end{equation*}
$$

Using that $\delta_{\lambda}\left(a_{2, \lambda}\right)^{2}=\mathrm{o}(1)$ and estimate (6.40) we have

$$
\left(1-\mu_{2, \lambda}\right)\left(a_{2, \lambda}\right)^{2} \lambda \int_{\Omega} e^{u_{\lambda}}\left(v_{2, \lambda}\right)^{2}=24 \pi \eta \delta_{\lambda}^{2}\left(a_{2, \lambda}\right)^{2} \frac{1}{12}\left(a_{2}^{(2)}\right)^{2} \pi(1+\mathrm{o}(1))=\mathrm{o}(1) .
$$

Finally using (5.16) and (5.17) we have

$$
\begin{equation*}
\mu_{3, \lambda} \leqslant 1+\delta_{\lambda}^{2} \frac{c_{0}+\mathrm{o}(1)}{c_{1}+\delta_{\lambda}^{2}\left(a_{2, \lambda}\right)^{2}+\mathrm{o}(1)}<1+2 \frac{c_{0}}{c_{1}} \delta_{\lambda}^{2} \tag{7.10}
\end{equation*}
$$

where $c_{1}=\frac{4}{3} \pi$ and $c_{0}=(8 \pi)^{2} \int_{\Omega \backslash B_{\rho}\left(x_{0}\right)}|\nabla \Phi|^{2}\left(\frac{\partial G\left(x, x_{0}\right)}{\partial x_{1}}\right)^{2}$. Moreover it is easy to see that $1 \geqslant \lim \mu_{3, \lambda} \geqslant \lim \mu_{2, \lambda}=$ 1 , so that $\mu_{3, \lambda} \rightarrow 1$.

Proof of Theorem 2.2. It follows from Propositions 6.3 and 6.4 for $i=2$.
Having estimate (7.1) for the third eigenvalue, it is possible to repeat the proofs of Lemmas 5.3 and 6.1 and Propositions 5.2 and 6.3 substituting $v_{2, \lambda}$ with $v_{3, \lambda}$ and $\mu_{2, \lambda}$ with $\mu_{3, \lambda}$. This gives us the results of Propositions 6.3 and 6.4 for the third eigenfunction and hence the claim follows for $i=3$.

## 8. Asymptotic behavior of the eigenvalues

Lemma 8.1. If $v_{2, \lambda}$ and $v_{3, \lambda}$ are two eigenfunctions of (2.2) corresponding to $\mu_{2, \lambda}$ and $\mu_{3, \lambda}$, then the corresponding vector $a^{(2)}$ and $a^{(3)}$ defined in (2.8) are orthogonal in $\mathbb{R}^{2}$.

Proof. By assumption $\int_{\Omega} \nabla v_{2, \lambda} \cdot \nabla v_{3, \lambda} d x=0$. Using Eq. (2.3) we get

$$
\mu_{i, \lambda \lambda} \int_{\Omega} e^{u_{\lambda}} v_{2, \lambda} v_{3, \lambda} d x=0
$$

and rescaling

$$
\int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{v}_{2, \lambda} \tilde{v}_{3, \lambda} d x=0
$$

Passing to the limit, using estimate (3.6), we get

$$
\int_{\mathbb{R}^{2}} \frac{1}{\left(1+|y|^{2} \mid / 8\right)^{2}} \frac{a_{1}^{(2)} y_{1}+a_{2}^{(2)} y_{2}}{8+|y|^{2}} \frac{a_{1}^{(3)} y_{1}+a_{2}^{(3)} y_{2}}{8+|y|^{2}} d y=0 \quad \Rightarrow \quad 64 \sum_{h, l=1}^{2} a_{h}^{(2)} a_{l}^{(3)} \int_{\mathbb{R}^{2}} \frac{y_{h} y_{l}}{\left(8+|y|^{2}\right)^{4}} d y=0
$$

and this implies

$$
\sum_{h=1}^{2} a_{h}^{(2)} a_{h}^{(3)}=0
$$

Hence the vector $a^{(2)}$ and $a^{(3)}$ are orthogonal in $\mathbb{R}^{2}$.
Proof of Theorem 2.3. As in the proof of Proposition 6.4 we estimate the rate of $\left(1-\mu_{i, \lambda}\right)$ using the identity (5.1). The proof is the same as before using (2.9) instead of (6.30). Then we obtain

$$
\begin{equation*}
1-\mu_{i, \lambda}=24 \pi \eta_{i} \delta_{\lambda}^{2}(1+o(1)) \tag{8.1}
\end{equation*}
$$

where $\eta_{i}=\left(\sum_{k=1}^{2} a_{k}^{(i)} \frac{\partial^{2} R\left(x_{0}\right)}{\partial x_{k} x_{j}}\right) / a_{j}^{(i)}$ for $j$ such that $a_{j}^{(i)} \neq 0$.
Consequently we have

$$
\begin{equation*}
\sum_{k=1}^{2} a_{k}^{(i)} \frac{\partial^{2} R\left(x_{0}\right)}{\partial x_{k} x_{j}}=\eta_{i} a_{j}^{(i)} \tag{8.2}
\end{equation*}
$$

which holds both if $a_{j}^{(i)} \neq 0$ or $a_{j}^{(i)}=0$ by (8.1). From (8.2) we get that $\eta_{i}$ is an eigenvalue of $D^{2} R\left(x_{0}\right)$ where $D^{2}$ denotes the Hessian matrix of $R(x)$ at the point $x_{0}$, and $a^{(i)}$ the corresponding eigenvector. Since by Lemma 8.1 the eigenvectors $a^{(i)}$ are orthogonal, the numbers $\eta_{i}$ are the 2 eigenvalues $c_{1}, c_{2}$ of $D^{2} R\left(x_{0}\right)$. In particular $\eta_{2}=c_{1}$ and $\eta_{3}=c_{2}$ from the fact that $\mu_{2, \lambda} \leqslant \mu_{3, \lambda}$.

## 9. Qualitative properties of the eigenfunctions

Lemma 9.1. Let $\left\{z_{n}\right\} \in C^{1}\left(\mathbb{R}^{2}\right)$ be a sequence of functions such that

$$
z_{n} \rightarrow \sum_{k=1}^{2} d_{k} \frac{x_{k}}{\left(8+|x|^{2}\right)} \quad \text { in } C_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right)
$$

where $d=\left(d_{1}, d_{2}\right) \in \mathbb{R}^{2}$ with $d \neq 0$. Then, denoting by $Z_{n}^{+}=\left\{x \in \mathbb{R}^{2}: z_{n}>0\right\}$ and $Z_{n}^{-}=\left\{x \in \mathbb{R}^{2}: z_{n}<0\right\}$, we have that for any $R>0$, the sets $Z_{n}^{+} \cap B_{R}$ and $Z_{n}^{-} \cap B_{R}$ are both connected and nonempty for $n$ sufficiently large and $B_{R}=\left\{x \in \mathbb{R}^{2}:|x|<R\right\}$.

Proof. See [16], Lemma 6.1 for an analogous proof in dimension $N \geqslant 3$.
Proof of Theorem 2.4. The proof of part (i) of the theorem is very similar to the one of Theorem 1.4 in [16] and we do not report it. So let us concentrate on part (ii).

Using the convergence of $\tilde{v}_{i, \lambda}$ as in (2.8), and Lemma 9.1, we can state that there exist only two nodal sets for $\tilde{v}_{i, \lambda}$ inside the ball $B(0, R)$ for any $R>0$ if $\lambda$ is small enough. This implies that $v_{i, \lambda}$ has two nodal regions inside the ball $B\left(x_{\lambda}, \delta_{\lambda} R\right)$ for any $R>0$ if $\lambda$ is small enough and $i=2,3$.

By the Courant Nodal Line Theorem we can infer that $v_{2, \lambda}$ has only two nodal regions in $\Omega$. It remains to consider $v_{3, \lambda}$.

We argue by contradiction. So let us suppose there exists a third nodal region $D_{\lambda} \subset \Omega . D_{\lambda}$ should be an open, connected set. We can suppose $v_{3, \lambda}>0$ in $D_{\lambda}$, and by continuity of $v_{3, \lambda}$ we know that $v_{3, \lambda}=0$ on $\partial D_{\lambda} \subset \bar{\Omega}$. Choosing $R>0$ such that $\int_{\mathbb{R}^{2} \backslash B_{R}(0)} e^{U(y)} d y<\frac{4 \pi}{C}$ (where $C$ is the constant in (3.3)), we have that $\lambda \int_{D_{\lambda}} e^{u_{\lambda}}=$ $\int_{\tilde{D}_{\lambda}} e^{\tilde{\lambda}_{\lambda}} \leqslant C \int_{\mathbb{R}^{2} \backslash B_{R}(0)} e^{U}<4 \pi$, where $\tilde{D}_{\lambda}=\left(D_{\lambda}-x_{\lambda}\right) / \delta_{\lambda}$. If $D_{\lambda}$ is simply connected, we can apply a result of [2] finding that the maximum principle holds in $D_{\lambda}$ for the operator $-\Delta-\lambda e^{u_{\lambda}}$. Even if we do not know anything about the regularity of $\partial D_{\lambda}$, we can infer, using for example [3], that the first eigenvalue for the operator $-\Delta-\lambda e^{u_{\lambda}}$ in $D_{\lambda}$ is strictly positive. But $v_{3, \lambda}$ has only one sign in $D_{\lambda}$ so it should be the first eigenfunction for $-\Delta-\lambda e^{u_{\lambda}}$ in $D_{\lambda}$, and then the first eigenvalue should be zero, contradicting what we previously got.

It remains to consider the case where $D_{\lambda}$ is not simply connected. By definition, a simply connected set contains the inside of each Jordan curve in it. Then we can find a Jordan curve, say $\gamma_{\lambda}$, contained in $D_{\lambda}$ and some points inside of it not belonging to $D_{\lambda}$. Let us call $Z_{\lambda} \subset \Omega$ the inside of $\gamma_{\lambda}$ and $V_{\lambda}:=\left\{x \in Z_{\lambda}\right.$ s.t. $\left.v_{3, \lambda} \leqslant 0\right\} \subset Z_{\lambda}$. Now we can consider two different cases.

Firstly we suppose that there exists at least one point in $V_{\lambda}$ such that $v_{3, \lambda}<0$. This is not possible because it would imply that there exists another nodal region inside $Z_{\lambda}$, contradicting the Courant Nodal Line Theorem.

Secondly, if $v_{3, \lambda} \equiv 0$ in $V_{\lambda}$, then $v_{3, \lambda}$ solves $-\Delta v_{3, \lambda}=\lambda e^{u_{\lambda}} v_{3, \lambda} \geqslant 0$ in $Z_{\lambda}, v_{3, \lambda} \geqslant 0$ in $Z_{\lambda}$ and $v_{3, \lambda}>0$ on $\partial Z_{\lambda}=\gamma_{\lambda}$. This is not possible from the Strong Maximum Principle (see [21], for example).

Remark 9.2. Following the proof of Lemma 4.5 one can prove even for $i=2,3$ that the maximum and minimum points of $v_{i, \lambda}$ in $\Omega$ lie inside the ball $B\left(x_{\lambda}, \delta_{\lambda} R\right)$ for some $R>0$ and they both converge to $x_{0}$.

## 10. On the fourth eigenvalue and the fourth eigenfunction

Proof of Theorem 2.5. Using the variational characterization of the eigenvalues we have

$$
\begin{equation*}
\mu_{4, \lambda}=\inf _{v \in H_{0}^{1}(\Omega), v \neq 0, v \perp\left\{v_{1, \lambda}, v_{2, \lambda}, v_{3, \lambda}\right\}} \frac{\int_{\Omega}|\nabla v|^{2} d x}{\lambda \int_{\Omega} e^{\mu_{\lambda}} v^{2} d x} . \tag{10.1}
\end{equation*}
$$

Suppose $B\left(x_{0}, 1\right) \subset \Omega$ and let us define the function

$$
\hat{\Phi}(x)= \begin{cases}1 & \text { if }\left|x-x_{\lambda}\right|<\delta_{\lambda},  \tag{10.2}\\ \frac{1}{\log \delta_{\lambda}} \log \left|x-x_{\lambda}\right| & \text { if } \delta_{\lambda}<\left|x-x_{\lambda}\right|<1, \\ 0 & \text { if }\left|x-x_{\lambda}\right|>1,\end{cases}
$$

$0 \leqslant \hat{\Phi}(x) \leqslant 1$, and $\hat{\Phi} \in C^{0}(\Omega)$.

Let $\psi_{4, \lambda}=\left(x-x_{\lambda}\right) \cdot \nabla u_{\lambda}+2$ and $v=\hat{\Phi} \psi_{4, \lambda}+a_{1, \lambda} v_{1, \lambda}+a_{2, \lambda} v_{2, \lambda}+a_{3, \lambda} v_{3, \lambda}$. We take

$$
\begin{equation*}
a_{i, \lambda}=-\frac{\int_{\Omega} e^{u_{\lambda}} \hat{\Phi} \psi_{4} v_{i, \lambda}}{\int_{\Omega} e^{u_{\lambda}} v_{i, \lambda}^{2}}=-\frac{N_{i, \lambda}}{D_{i, \lambda}} \tag{10.3}
\end{equation*}
$$

in such a way that $v \perp\left\{v_{1, \lambda}, v_{2, \lambda}, v_{3, \lambda}\right\}$ in $H_{0}^{1}(\Omega)$. Moreover $9 \pi>D_{i, \lambda}>c_{i}>0$ for $i=1,2,3$, while

$$
\begin{aligned}
N_{i, \lambda} & =\lambda \int_{\Omega} e^{u_{\lambda}} v_{i, \lambda} \hat{\Phi} \psi_{4, \lambda}=\int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}(y)} \hat{\Phi}\left(\delta_{\lambda} y+x_{\lambda}\right) \tilde{v}_{i, \lambda}(y)\left(y \cdot \nabla \tilde{u}_{\lambda}(y)+2\right) d y \\
& =2 \int_{\mathbb{R}^{2}} e^{U(y)} \tilde{v}_{i} \frac{8-|y|^{2}}{8+|y|^{2}} d y+\mathrm{o}(1) .
\end{aligned}
$$

Set $\tilde{v}_{i}=\lim _{\lambda \rightarrow 0} \tilde{v}_{i, \lambda}$. From Theorem 2.1 and Theorem 2.2 it is easy to see that

$$
\int_{\mathbb{R}^{2}} e^{U(y)} \tilde{v}_{i} \frac{8-|y|^{2}}{8+|y|^{2}} d y=0
$$

for $i=1,2,3$ so that $a_{i, \lambda}=\mathrm{o}(1)$ for $i=1,2,3$.
Using that $v_{i, \lambda}$ and $v_{j, \lambda}$ are orthogonal in $H_{0}^{1}(\Omega)$ if $i \neq j$, we have

$$
\int_{\Omega}|\nabla v|^{2}=\int_{\Omega}\left|\nabla \hat{\Phi} \psi_{4, \lambda}\right|^{2}+2 \lambda \sum_{i=1}^{3} a_{i, \lambda} \mu_{i, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{i, \lambda} \hat{\Phi} \psi_{4, \lambda}+\lambda \sum_{i=1}^{3}\left(a_{i, \lambda}\right)^{2} \mu_{i, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{i, \lambda}^{2}
$$

Noting that $\lambda \int_{\Omega} e^{u_{\lambda}} v_{i, \lambda}^{2} \leqslant 9 \pi$ if $\lambda$ is small enough, while $\lambda \int_{\Omega} e^{u_{\lambda}} v_{i, \lambda} \hat{\Phi} \psi_{4, \lambda}=\mathrm{o}(1)$, we can write

$$
\int_{\Omega}|\nabla v|^{2}=\int_{\Omega}\left|\nabla \hat{\Phi} \psi_{4, \lambda}\right|^{2}+\mathrm{o}(1)
$$

Finally since $\psi_{4, \lambda}$ solves the linearized equation in $\Omega$, we have

$$
\begin{equation*}
\int_{\Omega}|\nabla v|^{2}=\lambda \int_{\Omega} e^{u_{\lambda}} \hat{\Phi}^{2} \psi_{4, \lambda}^{2}+\int_{\Omega} \psi_{4, \lambda}^{2}|\nabla \hat{\Phi}|^{2}+\mathrm{o}(1) . \tag{10.4}
\end{equation*}
$$

In a similar way we get

$$
\begin{equation*}
\lambda \int_{\Omega} e^{u_{\lambda}} v^{2}=\lambda \int_{\Omega} e^{u_{\lambda}} \hat{\Phi}^{2} \psi_{4, \lambda}^{2}+\mathrm{o}(1) \tag{10.5}
\end{equation*}
$$

Inserting (10.4) and (10.5) into (10.1) we have

$$
\mu_{4, \lambda} \leqslant 1+\frac{\int_{\Omega} \psi_{4, \lambda}^{2}|\nabla \hat{\Phi}|^{2}+\mathrm{o}(1)}{\lambda \int_{\Omega} e^{u_{\lambda}} \hat{\Phi}^{2} \psi_{4, \lambda}^{2}+\mathrm{o}(1)} .
$$

Let us estimate the last two integrals.

$$
\begin{aligned}
\lambda \int_{\Omega} e^{u_{\lambda}} \hat{\Phi}^{2} \psi_{4, \lambda}^{2} & =\int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}(y)}\left(\hat{\Phi}\left(\delta_{\lambda} y+x_{\lambda}\right)\right)^{2}\left(y \cdot \nabla \tilde{u}_{\lambda}(y)+2\right)^{2} d y \\
& =\int_{\mathbb{R}^{2}} e^{U(y)}(y \cdot \nabla U(y)+2)^{2} d y+\mathrm{o}(1)=c_{1}+\mathrm{o}(1),
\end{aligned}
$$

where $c_{1}=\frac{32}{3} \pi$. To pass to the limit we use the fact that $\left|y \cdot \nabla \tilde{u}_{\lambda}(y)\right| \leqslant C$ in $\Omega_{\lambda}$, (see (A.1)) and the estimate (3.6). Finally

$$
\begin{align*}
\int_{\Omega} \psi_{4, \lambda}^{2}|\nabla \hat{\Phi}|^{2} & =\frac{1}{\left(\log \delta_{\lambda}\right)^{2}} \int_{\Omega \cap\left\{1 \geqslant\left|x-x_{\lambda}\right|>\delta_{\lambda}\right\}} \frac{1}{\left|x-x_{\lambda}\right|^{2}}\left(\left(x-x_{\lambda}\right) \cdot \nabla u_{\lambda}+2\right)^{2} d x \\
& =\frac{1}{\left(\log \delta_{\lambda}\right)^{2}} \int_{\hat{\Omega}_{\lambda \backslash B_{1}(0)}} \frac{1}{|y|^{2}}\left(y \cdot \nabla \tilde{u}_{\lambda}(y)+2\right)^{2} d y \tag{10.6}
\end{align*}
$$

where $\hat{\Omega}_{\lambda}=\left\{y \in \Omega_{\lambda}\right.$ s.t. $\left.|y|<\frac{1}{\delta \lambda}\right\}$. Then we have

$$
\begin{align*}
\int_{\Omega} \psi_{4, \lambda}^{2}|\nabla \hat{\Phi}|^{2} & \leqslant \frac{1}{\left(\log \delta_{\lambda}\right)^{2}} 2 \pi C \int_{1}^{\frac{1}{\delta_{\lambda}}} \frac{1}{r} d r  \tag{10.7}\\
& =\frac{2 \pi C}{\left(\log \delta_{\lambda}\right)^{2}} \log \frac{1}{\delta_{\lambda}}=-\frac{2 \pi C}{\log \delta_{\lambda}} \rightarrow 0 . \tag{10.8}
\end{align*}
$$

We have shown so far that $\mu_{4, \lambda} \leqslant 1+\mathrm{o}(1)$ and hence $\mu_{4, \lambda} \rightarrow 1$ as $\lambda \rightarrow 0$.
Arguing as in the proof of Lemma 5.3 we observe that $\tilde{v}_{4, \lambda} \rightarrow \frac{a_{1} x_{1}+a_{2} x_{2}}{8+|x|^{2}}+b \frac{8-|x|^{2}}{8+|x|^{2}}$ in $C_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right)$, with $\left(a_{1}, a_{2}, b\right) \neq$ $(0,0,0) \in \mathbb{R}^{3}$. Here we want to show that $\left(a_{1}, a_{2}\right)=0$ so that $b \neq 0$, proving (2.12). Let for $i=2,3 a^{(i)}=\left(a_{1}^{(i)}, a_{2}^{(i)}\right)$ be as in (2.8). The eigenfunctions $v_{4, \lambda}$ and $v_{i, \lambda}$ are orthogonal in $H_{0}^{1}(\Omega)$ for $i=2,3$. Then by using Lemma 8.1 we have that the vector $\left(a_{1}, a_{2}\right)$ is orthogonal to $a^{(2)}=\left(a_{1}^{(2)}, a_{2}^{(2)}\right)$ and $a^{(3)}=\left(a_{1}^{(3)}, a_{2}^{(3)}\right)$, which are both different from zero and orthogonal. This implies $\left(a_{1}, a_{2}\right)=(0,0)$.

We proved that $b \neq 0$. Then we can apply Lemma 6.1 getting

$$
\begin{equation*}
v_{4, \lambda}(x) \log \lambda \rightarrow 4 \pi b G\left(x, x_{0}\right) \quad \text { in } C^{1}(\omega) \tag{10.9}
\end{equation*}
$$

for any compact set $\omega$ in $\bar{\Omega} \backslash\left\{x_{0}\right\}$. As in the last part of the proof of Proposition 6.4 we have, from (6.19)

$$
\begin{equation*}
1-\mu_{4, \lambda}=-\frac{1}{\log \lambda}\left(c_{1}+o(1)\right) \tag{10.10}
\end{equation*}
$$

where $c_{1}=\frac{2(1-4 \pi)}{c_{0}}<0$ and $c_{0}=\frac{\pi}{6}$.
Proof of Theorem 2.6. We argue by contradiction. Let us suppose there exist at least two solutions $v_{4, \lambda}^{1}$ and $v_{4, \lambda}^{2}$ corresponding to the eigenvalue $\mu_{4, \lambda}$. Then $v_{4, \lambda}^{1}$ and $v_{4, \lambda}^{2}$ are orthogonal in $H_{0}^{1}(\Omega)$. Hence the rescaled functions $\tilde{v}_{4, \lambda}^{i} \rightarrow b^{i} \frac{8-|y|^{2}}{8+|y|^{2}}$ and $b^{i} \neq 0$ for $i=1,2$. So we have

$$
\begin{equation*}
\int_{\Omega} \nabla v_{4, \lambda}^{1} \cdot \nabla v_{4, \lambda}^{2}=0 \Longrightarrow \int_{\Omega} e^{u_{\lambda}} v_{4, \lambda}^{1} v_{4, \lambda}^{2}=0 \quad \Longrightarrow \quad b^{1} b^{2} \int_{\mathbb{R}^{2}} e^{U(y)} \frac{\left(8-|y|^{2}\right)^{2}}{\left(8+|y|^{2}\right)^{2}} d y=0 \tag{10.11}
\end{equation*}
$$

and this gives a contradiction since $b^{i} \neq 0$. Then $\mu_{4, \lambda}$ is simple.
To prove that $v_{4, \lambda}$ has only two nodal regions, if $\lambda$ is small enough, we observe that the function $\frac{8-|y|^{2}}{8+|y|^{2}}$ is positive in $B_{8}(0)$ and negative in $\mathbb{R}^{2} \backslash \bar{B}_{8}(0)$. Hence assuming $b>0$ (the same argument applies if $b<0$ ), by the $C_{\text {loc }}^{1}$ convergence we have

$$
\tilde{v}_{4, \lambda}>0 \text { in } B_{4}(0) \text { if } \lambda \text { is small enough, }
$$

and hence

$$
v_{4, \lambda}(x)>0 \quad \text { in } B\left(x_{\lambda}, 4 \delta_{\lambda}\right) \subset \Omega .
$$

In the same way

$$
v_{4, \lambda}(x)<0 \quad \text { on } \partial B\left(x_{\lambda}, 16 \delta_{\lambda}\right) \subset \Omega .
$$

To show that $v_{4, \lambda}(x)<0$ in $\Omega \backslash B\left(x_{\lambda}, 16 \delta_{\lambda}\right)$ we argue by contradiction. So let us suppose there exists a third nodal region $D_{\lambda}$ inside this domain. Then $v_{4, \lambda}>0$ in $D_{\lambda}$ and $v_{4, \lambda}=0$ on $\partial D_{\lambda}$.

Let us consider the points $z_{\lambda} \in D_{\lambda}$ such that $v_{4, \lambda}\left(z_{\lambda}\right)=\max _{D_{\lambda}} v_{4, \lambda}$ and $\nabla v_{4, \lambda}\left(z_{\lambda}\right)=0$ for all $\lambda$. Up to a subsequence the points $z_{\lambda}$ converge to a point $z \in \bar{\Omega}$. We have the two following cases.

Case 1 . We suppose $z \neq x_{0}$. Then we can use the convergence in (6.1) to get a contradiction. We have $v_{4, \lambda}\left(z_{\lambda}\right) \log \lambda \leqslant 0$ for $\lambda<1$. Passing to the limit we have $0 \geqslant v_{4, \lambda}\left(z_{\lambda}\right) \log \lambda \rightarrow 4 \pi b G\left(z, x_{0}\right) \geqslant 0$. This would imply that $G\left(z, x_{0}\right)=0$ and therefore $z \in \partial \Omega$. But this is not possible since $0=\left|\nabla v_{4, \lambda}\left(z_{\lambda}\right) \log \lambda\right| \rightarrow 4 \pi b\left|\nabla G\left(z, x_{0}\right)\right| \neq 0$ from the Hopf Maximum Principle.

Case 2. Let us suppose that $z=x_{0}$. We already know that $z_{\lambda} \in \Omega \backslash B\left(x_{\lambda}, 16 \delta_{\lambda}\right)$. In this case we consider the function $\zeta_{\lambda}$ defined in the proof of Lemma 4.5, where $r_{\lambda}=\left|z_{\lambda}-x_{\lambda}\right|$. Reasoning as in the proof of Lemma 4.5, using the Green's representation formula we have

$$
\begin{align*}
\zeta_{\lambda}(x)= & \frac{1}{2 \pi} \mu_{4, \lambda} \int_{\Omega_{\lambda}} \log \frac{1}{\left|x-\left(\delta_{\lambda} / r_{\lambda}\right) y\right|} e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{4, \lambda}(y) d y \\
& +\mu_{4, \lambda} \int_{\Omega_{\lambda}} H\left(r_{\lambda} x+x_{\lambda}, \delta_{\lambda} y+x_{\lambda}\right) e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{4, \lambda}(y) d y \tag{10.12}
\end{align*}
$$

Reasoning as in the proof of Lemma 6.1 we have that

$$
\int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}(y)} \tilde{v}_{4, \lambda}(y) d y=\frac{4 \pi b}{\log \lambda}(1+\mathrm{o}(1))
$$

and hence we can multiply (10.12) by $\log \lambda$ getting

$$
\begin{equation*}
-\zeta_{\lambda}(x) \log \lambda=\frac{1}{2 \pi} \log \frac{1}{|x|} 4 \pi b+4 \pi b R\left(x_{0}\right)+o(1) . \tag{10.13}
\end{equation*}
$$

Repeating the same argument for the first derivatives we can show that the convergence is $C_{\text {loc }}^{1}\left(\mathbb{R}^{2} \backslash\{0\}\right.$ ). This gives us a contradiction since we have a sequence of points $\hat{z}_{\lambda}=\left(z_{\lambda}-x_{\lambda}\right) / r_{\lambda}$ such that $\nabla \zeta_{\lambda}\left(\hat{z}_{\lambda}\right)=0$ and which converges to a point $\hat{z}$ with $|\hat{z}|=1$. This is inconsistent with formula (10.13).

This proves also that the nodal line of $v_{4, \lambda}$ does not touch the boundary of $\Omega$.
Hence if $v_{4, \lambda}$ has more than two nodal regions, there should be in the annulus $A_{\lambda}=B\left(x_{\lambda}, 4 \delta_{\lambda}\right) \backslash B\left(x_{\lambda}, 16 \delta_{\lambda}\right)$ a nodal region $D_{\lambda}$ such that $\bar{D}_{\lambda} \subset A_{\lambda}$.

If in $D_{\lambda}$ the function $v_{4, \lambda}$ is positive, we take the maximum points $z_{\lambda}$ of $v_{4, \lambda}$ in $D_{\lambda}$ such that

$$
v_{4, \lambda}\left(z_{\lambda}\right)>0, \quad \nabla v_{4, \lambda}\left(z_{\lambda}\right)=0, \quad z_{\lambda} \in A_{\lambda} .
$$

Rescaling and passing to the limit, we have that the points $\tilde{z}_{\lambda}=\left(z_{\lambda}-x_{\lambda}\right) / \delta_{\lambda}$ converge to a point $\tilde{z} \in \mathbb{R}^{2}$ such that

$$
\frac{8-|\tilde{z}|^{2}}{8+|\tilde{z}|^{2}} \geqslant 0, \quad|\tilde{z}|>4, \quad \text { and } \quad \nabla\left(\frac{8-|\tilde{z}|^{2}}{8+|\tilde{z}|^{2}}\right)=0
$$

which is impossible.
If in $D_{\lambda}$ the function $v_{4, \lambda}$ is negative considering the minimum points of $v_{4, \lambda}$ in $D_{\lambda}$, rescaling as before and passing to the limit, we would get a point $\tilde{z} \in \mathbb{R}^{2}$ such that

$$
\frac{8-|\tilde{z}|^{2}}{8+|\tilde{z}|^{2}} \leqslant 0, \quad|\tilde{z}| \leqslant 16, \quad \text { and } \quad \nabla\left(\frac{8-|\tilde{z}|^{2}}{8+|\tilde{z}|^{2}}\right)=0
$$

which is again a contradiction.
Remark 10.1. A consequence of Theorem 2.6 is that the maximum and the minimum point of $v_{4, \lambda}$ both converge to $x_{0}$.

Proof of Corollary 2.7. If $x_{0}$ is a nondegenerate critical point of $R(x)$ in $\Omega$ then both the eigenvalues $c_{1}$ and $c_{2}$ of the Hessian matrix $D^{2} R\left(x_{0}\right)$ are different from zero. By (2.10) each eigenvalue $c_{i}<0$ implies that $\mu_{i, \lambda}>1$, for $\lambda$ small enough. Moreover, (2.14) implies that $\mu_{4, \lambda}>1$, for $\lambda$ small enough. Hence, denoting by $m\left(x_{0}\right)$ the Morse index of $x_{0}$ as a critical point of the Robin function $R(x)$, we find that the Morse index of $u_{\lambda}$ is exactly $m\left(x_{0}\right)+1$.

Proof of Corollary 2.8. Using a result of [4], we know that the Robin function $R(x)$ satisfies the equation $\Delta R=$ $-4 e^{-2 R}$ in $\Omega$ and $R(x) \rightarrow-\infty$ for $x \rightarrow \partial \Omega$. This implies that at least one eigenvalue of the Hessian matrix of $R$ in $x_{0}$ is strictly negative. Then the Morse index of $u_{\lambda}$ is less or equal to 2 and this proves (i).

Using a result of [4] we know that in a convex domain of $\mathbb{R}^{2}$ both the eigenvalues of the Hessian matrix of the Robin function in an interior point are negative. This implies that the Morse index of $u_{\lambda}$ in a convex domain is 1 and so (ii) is proved.

## 11. About the spectrum of the operator $-\frac{\Delta}{\lambda e^{u} \lambda}$

In this section we want to give an explicit description of the eigenvalue of

$$
\begin{cases}-\Delta v=\lambda \mu e^{u_{\lambda}} v & \text { in } \Omega  \tag{11.1}\\ \|v\|_{\infty}=1, & \\ v=0 & \text { on } \partial \Omega\end{cases}
$$

where $\lambda \rightarrow 0$. First we want to observe that due to the compactness of the operator $-\Delta^{-1}$ into the weighted space $L_{w_{\lambda}}^{2}(\Omega)$ (with $w_{\lambda}=e^{u_{\lambda}}$ ), the spectrum of the operator is a sequence of nonnegative values which go to the infinity.

A crucial tool in our study is the spectrum of the problem

$$
\left\{\begin{array}{l}
-\Delta v=c \frac{64}{\left(8+|x|^{2}\right)^{2}} v \quad \text { in } \mathbb{R}^{2}  \tag{11.2}\\
v \in L^{\infty}\left(\mathbb{R}^{2}\right)
\end{array}\right.
$$

We look for solutions in the space $W=\left\{v:|\nabla v| \in L^{2}\left(\mathbb{R}^{2}\right), v \in L^{\infty}\left(\mathbb{R}^{2}\right)\right\}$. Here again we have that due to the compactness and the autoadjointness of the operator $-\Delta^{-1}$ into the space $L_{W}^{2}\left(\mathbb{R}^{2}\right)$ where $W=e^{U}$, the spectrum is a sequence of nonnegative values that goes to infinity. We can state the following:

Theorem 11.1. The eigenvalues of problem (11.2) are the numbers $c_{n}=\frac{n(n+1)}{2}$ for $n=0,1,2, \ldots$ Each eigenvalue $c_{n}$ has multiplicity $2 n+1$ and the eigenfunctions are $Y_{m}(\theta) P_{n}^{m}\left(\frac{8-r^{2}}{8+r^{2}}\right)$ for $m \in N, m \leqslant n$, where $Y_{m}(\theta)=A \sin (m \theta)+$ $B \cos (m \theta)$ and $P_{n}^{m}$ are the associated Legendre functions.

Proof. We look for solutions of (11.2) of the type $v=R(r) Y(\theta)$. Eq. (11.2) in radial coordinates becomes

$$
\begin{equation*}
-\frac{1}{r} \frac{\partial}{\partial r}\left(r R^{\prime}(r) Y(\theta)\right)-\frac{1}{r^{2}} R(r) Y^{\prime \prime}(\theta)=\frac{64 c}{\left(8+r^{2}\right)^{2}} R(r) Y(\theta) \tag{11.3}
\end{equation*}
$$

with the conditions

$$
\begin{cases}R^{\prime}(0)=0 & \text { i.e. regular in the origin, }  \tag{11.4}\\ R(r)=\mathrm{O}(1) \text { at infinity } & \text { i.e. regular at infinity, } \\ Y(0)=Y(2 k \pi) & \text { periodicity conditions. }\end{cases}
$$

Separating variables, letting $v \neq 0$, we get the two following equations

$$
\left\{\begin{array}{l}
Y^{\prime \prime}(\theta)+k Y(\theta)=0, \quad Y(\theta)=Y(\theta+2 k \pi), \\
\frac{1}{r}\left(r R^{\prime}(r)\right)^{\prime}+\frac{64 c}{\left(8+r^{2}\right)^{2}} R(r)-\frac{k}{r^{2}} R(r)=0, \\
R^{\prime}(0)=0, \quad R(r)=\mathrm{O}(1) \quad \text { at infinity } .
\end{array}\right.
$$

The first equation (in $\theta$ ), has the solutions, for $k \geqslant 0$ :

$$
Y(\theta)=A \cos (\omega \theta)+B \sin (\omega \theta)
$$

with $\omega^{2}=k$. The periodicity conditions then imply that $\omega=m$ for $m \in \mathbb{Z}$. Thus the eigenvalues are $k=m^{2}$ for $m \in \mathbb{Z} \backslash\{0\}$, and the eigenspace is two dimensional, spanned by the functions $\sin (m \theta), \cos (m \theta)$.

If $k<0$, we do not have any periodic solutions.
So we have shown that Eq. (11.3) has solutions $Y_{m}(\theta)=A \cos (m \theta)+B \sin (m \theta)$ for $k=m^{2}$ and $m \in \mathbb{N}_{0}$.
We are left with the study of the radial part of Eq. (11.3) with $k=m^{2}$, i.e.

$$
\begin{equation*}
\frac{1}{r}\left(r R^{\prime}(r)\right)^{\prime}+\frac{64 c}{\left(8+r^{2}\right)^{2}} R(r)-\frac{m^{2}}{r^{2}} R(r)=0 \tag{11.5}
\end{equation*}
$$

Setting $\xi=\frac{8-r^{2}}{8+r^{2}}$, Eq. (11.5) becomes

$$
\begin{equation*}
\frac{\partial}{\partial \xi}\left(\left(1-\xi^{2}\right) \frac{\partial R}{\partial \xi}\right)-\frac{m^{2}}{1-\xi^{2}} R(\xi)+2 c R(\xi)=0 \tag{11.6}
\end{equation*}
$$

for $-1 \leqslant \xi \leqslant 1$. The boundary condition reads as $R(1)$ and $R(-1)$ bounded.
Eq. (11.6) is the classical Legendre equation. By well-known results (see for example [7]), the eigenvalue problem (11.6) with the condition that $R(\xi)$ is bounded in $\xi=-1$ and $\xi=1$ has solutions only for $2 c=n(n+1), n \in \mathbb{N}_{0}$. These solutions are exactly the Legendre associated functions

$$
\begin{equation*}
P_{n}^{m}(\xi)=(-1)^{m}\left(1-\xi^{2}\right)^{m / 2} P_{n}^{(m)}(\xi), \tag{11.7}
\end{equation*}
$$

where ( $m$ ) denotes the $m$ derivative. To avoid the trivial solution $R \equiv 0$, we let $m \leqslant n$. In (11.7) $P_{n}$ are the Legendre polynomials

$$
\begin{equation*}
P_{n}(\xi)=\frac{1}{2^{n} n!} \frac{\partial^{n}}{\partial \xi^{n}}\left(\xi^{2}-1\right)^{n} \tag{11.8}
\end{equation*}
$$

It is easy to see that each eigenvalue $c_{n}=\frac{n(n+1)}{2}$ has $n+1$ multiplicity.
Moreover we recall that the Legendre associated functions span the space of polynomials in $[-1,1]$. Hence one can prove that Eq. (11.6) cannot have any other eigenvalues different from $c_{n}$. We proved so far that problem (3.9) has eigenvalues $c_{n}=\frac{n(n+1)}{2}$ with multiplicity $2 n+1$ for $n \in \mathbb{N}$ and each eigenvalue $c_{n}$ has eigenfunctions $Y_{m}(\theta) P_{n}^{m}(\xi)$ for $m=0, \ldots, n$.

For reader's convenience we write down some eigenvalues $c_{n}$ and the corresponding eigenfunctions $V_{l}^{n}$ :

$$
\begin{array}{ll}
c_{0}=0 & V^{0}=1, \\
c_{1}=1 & V_{1}^{1}=\frac{x_{1}}{8+|x|^{2}}, \quad V_{2}^{1}=\frac{x_{2}}{8+|x|^{2}}, \quad V_{3}^{1}=\frac{8-|x|^{2}}{8+|x|^{2}}, \\
c_{2}=3 & V_{1}^{2}=\frac{x_{1}\left(8-|x|^{2}\right)}{\left(8+|x|^{2}\right)^{2}}, \quad V_{2}^{2}=\frac{x_{2}\left(8-|x|^{2}\right)}{\left(8+|x|^{2}\right)^{2}}, \\
& V_{3}^{2}=\frac{x_{1}^{2}-x_{2}^{2}}{\left(8+|x|^{2}\right)^{2}}, \quad V_{4}^{2}=\frac{x_{1} x_{2}}{\left(8+|x|^{2}\right)^{2}}, \\
& V_{5}^{2}=\frac{3}{2}\left(\frac{\left(8-|x|^{2}\right)}{\left(8+|x|^{2}\right)}\right)^{2}-\frac{1}{2} .
\end{array}
$$

Following this kind of notation we call $c_{n}$ the eigenvalue and $V_{l}^{n}$ with $l=1, \ldots, 2 n+1$, the associated eigenfunctions. We observe that for each value of $n$ there is one radial eigenfunction (it corresponds to the case $m=0$ in the previous notation), and that the eigenfunctions go to zero for $|x| \rightarrow \infty$ except for the radial one which is bounded. We call $V_{2 n+1}^{n}$ the $n$-related radial eigenfunction.

Now we come back to problem (2.2). Let $\mu_{i}$ be the eigenvalue and $v_{i}$ the associated eigenfunction. Set $\tilde{v}_{i}(y)=$ $v_{i}\left(\delta_{\lambda} y+x_{\lambda}\right)$. We want to show that $\tilde{v}_{i}$ converge to the $i$ th eigenfunction of problem (11.2) (considered with its multiplicity). In this way any eigenfunction of the limiting problem will be the limit of a rescaled eigenfunction of problem (2.2), and vice-versa. In order to prove this we write any $i \in \mathbb{N}$ in the following way

$$
\begin{equation*}
i=\sum_{k=0}^{n}(2 k+1)+l_{n} \tag{11.9}
\end{equation*}
$$

for some $n \in \mathbb{N}$ and $l_{n} \in \mathbb{N}$ with $0 \leqslant l_{n}<2 n+3$. It is easy to check that for any number $i$ there exist a unique $n$ and $l_{n}$ for which (11.9) holds;

Theorem 11.2. Let $i \in \mathbb{N}$. Writing $i$ as in (11.9), we find that any eigenvalue $\mu_{i}$ of (2.2) converges to the eigenvalue $c_{n+1}$ of (11.2). Moreover $\tilde{v}_{i}(y)$ converges in $C_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right)$ to the sum $\sum_{l=1}^{2 n+3} a_{l} V_{l}^{n+1}$ where $a_{l} \in \mathbb{R}$ are not all zero, and $V_{k}^{n+1}$ are the eigenfunctions of (11.2) related to the eigenvalue $c_{n+1}$.

Proof. To sake of simplicity we prove the result just for $c_{2}$, in the cases $i=5$ and $i=9$. Indeed any other eigenvalue can be handled in the same way and the proof of cases $i=6,7,8$ in $c_{2}$ is the same as in $i=5$.

Case $i=5$ with $n=2$ and $l_{2}=1$ in (11.9). Let $V^{2}$ be any eigenfunction of (11.2) related to the eigenvalue $c_{2}$ different from $V_{5}^{2}$. Hence $V^{2}$ is not radial and $V^{2} \rightarrow 0$ for $|x| \rightarrow \infty$. Let $\psi(x)=V^{2}\left(\left(x-x_{\lambda}\right) / \delta_{\lambda}\right)$ and $\Phi$ be a cut off function centered in $x_{\lambda}$ as defined in Section 5.5. We want to estimate the eigenvalue $\mu_{5}$ using the well known formula

$$
\begin{equation*}
\mu_{5, \lambda}=\inf _{v \in H_{0}^{1}(\Omega), v \perp\left\{v_{1, \lambda}, \ldots, v_{4, \lambda}\right\}} \frac{\int_{\Omega}|\nabla v|^{2}}{\lambda \int_{\Omega} e^{u_{\lambda}} v^{2}} . \tag{11.10}
\end{equation*}
$$

To this end let us consider the function $v=\Phi \psi+\sum_{j=1}^{4} a_{j} v_{j, \lambda}$, where $a_{j} \in \mathbb{R}$ will be chosen so that $v$ is orthogonal to $\left\{v_{1, \lambda}, \ldots, v_{4, \lambda}\right\}$. Using the orthogonality of the eigenfunctions $v_{i, \lambda}, v_{j, \lambda}$ for $i \neq j$ in $H_{0}^{1}(\Omega)$, we derive from (2.2) that

$$
\begin{equation*}
a_{k}=-\frac{\lambda \int_{\Omega} e^{u_{\lambda}} v_{k, \lambda} \Phi \psi d x}{\lambda \int_{\Omega} e^{u_{\lambda}} v_{k, \lambda}^{2} d x} \tag{11.11}
\end{equation*}
$$

for $k=1, \ldots, 4$. Since $v_{k, \lambda} \not \equiv 0$ we know that $\int_{\Omega} e^{u_{\lambda}} v_{k, \lambda}^{2} \rightarrow b_{k}>0$, while rescaling the numerator we get

$$
\begin{aligned}
\lambda \int_{\Omega} e^{u_{\lambda}} \Phi \psi v_{k, \lambda}(x) d x & =\int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}(y)} V^{2}(y) \Phi\left(\delta_{\lambda} y+x_{\lambda}\right) \tilde{v}_{k, \lambda}(y) d y \\
& =\Phi\left(x_{0}\right) \int_{\mathbb{R}^{2}} e^{U(y)} V^{2}(y) \tilde{v}_{k}(y) d y+\mathrm{o}(1),
\end{aligned}
$$

where $\tilde{v}_{k}=\lim _{\lambda \rightarrow 0} \tilde{v}_{k, \lambda}$. Here we note that the passage into the limit is done using estimate (3.6) and that $v_{k, \lambda}, V^{2}$ and $\Phi$ are uniformly bounded in $\mathbb{R}^{2}$. Finally by the orthogonality of the functions $V^{2}$ and $\tilde{v}_{k}$ with $k \leqslant 4$ we get

$$
\begin{equation*}
a_{k}=\mathrm{o}(1) . \tag{11.12}
\end{equation*}
$$

With this choice of $v$ we have

$$
\int_{\Omega}|\nabla v|^{2} d x=\int_{\Omega}|\nabla(\psi \Phi)|^{2}+2 \sum_{j=1}^{4} a_{j} \int_{\Omega} \nabla v_{j, \lambda} \cdot \nabla(\psi \Phi)+\sum_{j, k=1}^{4} a_{j} a_{k} \int_{\Omega} \nabla v_{j, \lambda} \cdot \nabla v_{k, \lambda}
$$

Using Eq. (2.2) and the orthogonality of $v_{j, \lambda}$ and $v_{k, \lambda}$ if $j \neq k$ we have

$$
\int_{\Omega}|\nabla v|^{2} d x=\int_{\Omega} \psi^{2}|\nabla \Phi|^{2}+\int_{\Omega}(-\Delta \psi) \Phi^{2} \psi+2 \sum_{j=1}^{4} a_{j} \lambda \mu_{j, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{j, \lambda} \psi \Phi+\sum_{j=1}^{4} a_{j}^{2} \lambda \mu_{j, \lambda} \int_{\Omega} e^{u_{\lambda}} v_{j, \lambda}^{2}
$$

Since $\lambda \int_{\Omega} e^{u_{\lambda}} v_{j, \lambda} \Phi \psi=-a_{j}\left(\lambda \int_{\Omega} e^{u_{\lambda}} v_{j, \lambda}^{2}\right)=\mathrm{o}(1)$ we get

$$
\int_{\Omega}|\nabla v|^{2} d x=\int_{\Omega} \psi^{2}|\nabla \Phi|^{2}+\int_{\Omega}(-\Delta \psi) \Phi^{2} \psi+\mathrm{o}(1)
$$

In the same way we have

$$
\begin{aligned}
\lambda \int_{\Omega} e^{u_{\lambda}} v^{2} & =\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi^{2}+2 \sum_{j=1}^{4} a_{j} \lambda \int_{\Omega} e^{u_{\lambda}} v_{j, \lambda} \psi \Phi+\sum_{j=1}^{4} a_{j}^{2} \lambda \int_{\Omega} e^{u_{\lambda}} v_{j, \lambda}^{2} \\
& =\lambda \int_{\Omega} e^{u_{\lambda}} \Phi^{2} \psi^{2}+\mathrm{o}(1) .
\end{aligned}
$$

Some computation proves that $\psi$ solves

$$
-\Delta \psi=\frac{1}{\delta_{\lambda}^{2}} c_{2} e^{U\left(\left(x-x_{\lambda}\right) / \delta_{\lambda}\right)} \psi
$$

So using $\Phi^{2} \psi$ as a test function we get

$$
\int_{\Omega}|\nabla v|^{2}=\int_{\Omega} \psi^{2}|\nabla \Phi|^{2}+\frac{1}{\delta_{\lambda}^{2}} c_{2} \int_{\Omega} e^{U\left(\left(x-x_{\lambda}\right) / \delta_{\lambda}\right)} \psi^{2} \Phi^{2} d x+\mathrm{o}(1) .
$$

Rescaling and passing to the limit we get

$$
\begin{align*}
\int_{\Omega}|\nabla v|^{2} & =\int_{\Omega} \psi^{2}|\nabla \Phi|^{2}+c_{2} \int_{\Omega_{\lambda}} e^{U(y)}\left(V^{2}(y)\right)^{2} \Phi^{2}\left(\delta_{\lambda} y+x_{\lambda}\right) d x+\mathrm{o}(1) \\
& =\int_{\Omega} \psi^{2}|\nabla \Phi|^{2}+c_{2} \int_{\mathbb{R}^{2}} e^{U(y)}\left(V^{2}(y)\right)^{2}+\mathrm{o}(1) \tag{11.13}
\end{align*}
$$

where the passage into the limit is done using that $e^{U} \in L^{1}\left(\mathbb{R}^{2}\right)$ and $V^{2}$ and $\Phi$ are uniformly bounded.
Similarly, rescaling and passing to the limit we get

$$
\begin{align*}
\lambda \int_{\Omega} e^{u_{\lambda}} v^{2} & =\int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}(y)}\left(V^{2}(y)\right)^{2} \Phi^{2}\left(\delta_{\lambda} y+x_{\lambda}\right) d y+\mathrm{o}(1) \\
& =\int_{\mathbb{R}^{2}} e^{U(y)}\left(V^{2}(y)\right)^{2} d y+\mathrm{o}(1) \tag{11.14}
\end{align*}
$$

Finally we estimate

$$
\begin{equation*}
\int_{\Omega}|\nabla \Phi|^{2} \psi^{2} d x \tag{11.15}
\end{equation*}
$$

Recalling that $\psi$ is bounded, $|\nabla \Phi|^{2} \in L^{1}(\Omega)$ and $V^{2} \rightarrow 0$ as $|x| \rightarrow \infty$, we can pass to the limit in (11.15) getting $\int_{\Omega}|\nabla \Phi|^{2} \psi^{2} d x=\mathrm{o}(1)$. We are now ready to estimate the eigenvalue $\mu_{i, \lambda}$. From (11.10), (11.13) and (11.14) we get

$$
\begin{equation*}
\mu_{5, \lambda} \leqslant \frac{\int_{\Omega}|\nabla v|^{2}}{\lambda \int_{\Omega} e^{u_{\lambda}} v^{2}}=c_{2}+\frac{\int_{\Omega} \psi^{2}|\nabla \Phi|^{2}+\mathrm{o}(1)}{\int_{\mathbb{R}^{2}} e^{U(y)}\left(V^{2}(y)\right)^{2}+\mathrm{o}(1)}=3+\mathrm{o}(1) . \tag{11.16}
\end{equation*}
$$

Setting $\mu_{5}=\lim _{\lambda \rightarrow 0} \mu_{5, \lambda}$ we have proved that $\mu_{5} \leqslant c_{2}=3$.
Let us prove that $\mu_{5}=c_{2}=3$. Let $v_{5, \lambda}$ be the eigenfunction related to the eigenvalue $\mu_{5, \lambda}$ and let $\tilde{v}_{5, \lambda}=$ $v_{5, \lambda}\left(\delta_{\lambda} y+x_{\lambda}\right)$. Then $\tilde{v}_{5, \lambda}$ solves

$$
\begin{cases}-\Delta \tilde{v}_{5, \lambda}=\mu_{5, \lambda} e^{\tilde{u}_{\lambda}} \tilde{v}_{5, \lambda} & \text { in } \Omega_{\lambda}  \tag{11.17}\\ \left\|\tilde{v}_{5, \lambda}\right\|_{\infty}=1, & \\ \tilde{v}_{5, \lambda}=0 & \text { on } \partial \Omega_{\lambda}\end{cases}
$$

Let us show that $\tilde{v}_{5, \lambda}$ is uniformly bounded in the space $W$. Indeed

$$
\int_{\mathbb{R}^{2}}\left|\nabla \tilde{v}_{5, \lambda}\right|^{2}=\mu_{5, \lambda} \int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \tilde{v}_{5, \lambda}^{2} \leqslant \mu_{5, \lambda} \int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}} \rightarrow 8 \pi \mu_{5} .
$$

So by standard elliptic regularity theory we have that $\tilde{v}_{5, \lambda} \rightarrow \tilde{v}_{5}$ in $C_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right)$, where $\tilde{v}_{5} \in W$ is a solution of

$$
\left\{\begin{array}{l}
-\Delta \tilde{v}_{5}=\mu_{5} \frac{1}{\left(1+|x|^{2} / 8\right)^{2}} \tilde{v}_{5} \quad \text { in } \mathbb{R}^{2}  \tag{11.18}\\
\left\|\tilde{v}_{5}\right\|_{\infty} \leqslant 1
\end{array}\right.
$$

Let us prove that $\tilde{v}_{5} \neq 0$. Let $z_{\lambda}$ be the point of $\Omega_{\lambda}$ such that $\tilde{v}_{5, \lambda}\left(z_{\lambda}\right)=1$. If $\tilde{v}_{5} \equiv 0$ then $z_{\lambda}$ should go to infinity. Let us consider the function

$$
\hat{v}_{5, \lambda}=\tilde{v}_{5, \lambda}\left(\frac{x}{|x|^{2}}\right)
$$

Then $\hat{v}_{5, \lambda}$ solves

$$
-\Delta \hat{v}_{5, \lambda}=\frac{1}{|x|^{4}} e^{\hat{e}_{\lambda}} \hat{v}_{5, \lambda}
$$

and, as in the proof of Lemma 4.2, we have $\int_{\mathbb{R}^{2}}\left|\nabla \hat{v}_{5, \lambda}\right|^{2}$ is uniformly bounded and $\hat{v}_{5, \lambda} \rightarrow 0$ in $C_{\text {loc }}^{2}\left(\mathbb{R}^{2} \backslash\{0\}\right)$. By the regularity theory we reach a contradiction as in the proof of Lemma 4.2. From Eq. (11.18) one has that $\mu_{5}$ is an eigenvalue of problem (3.9) and $\tilde{v}_{5}$ is a related eigenfunction. However, since $v_{5, \lambda}$ is orthogonal in $H_{0}^{1}(\Omega)$ to $v_{j, \lambda}$ for each $j<5$, we have that $\mu_{5}>\mu_{4}$ and then $\mu_{5}=3$. As we remarked cases $i=6,7,8$ can be handled in the same way.

Case $i=9$ with $n=2$ and $l_{2}=5$ in (11.9). By the previous step we have that $\tilde{v}_{i, \lambda} \rightarrow \sum_{l=1}^{5} a_{l}^{i} V_{l}^{2}$ for $i=5,6,7,8$ and some coefficient $a^{i} \in \mathbb{R}^{5}$. Note that the coefficient $a^{j}$ are orthogonal to the previous ones in $\mathbb{R}^{5}$. Let $b$ be a vector in $\mathbb{R}^{5}$ which is not zero and which is orthogonal to $a^{j}$ for $j=5, \ldots, 8$. If $b_{5}$, the last component of vector $b$, is zero, we can reason as before getting the result. Now we analyze the case $b_{5} \neq 0$. We want to estimate the eigenvalue $\mu_{9, \lambda}$ with formula (11.10), where $v=\hat{\Phi} \psi+\sum a_{j} v_{j, \lambda}$ where $\hat{\Phi}$ is as defined in $(10.2), \psi=\sum_{l=1}^{5} b_{l} V_{l}^{2}\left(\left(x-x_{\lambda}\right) / \delta_{\lambda}\right)$ with $b$ as chosen before. Reasoning as in the first part of the proof, using the orthogonality of $a^{j}$ and $b$ in $\mathbb{R}^{5}$, we get $a_{j}=\mathrm{o}(1)$ for $j=1, \ldots, 8$. We can argue as before getting

$$
\mu_{9, \lambda} \leqslant 3+\frac{\int_{\Omega} \psi^{2}|\nabla \hat{\Phi}|^{2}+\mathrm{o}(1)}{\lambda \int_{\Omega} e^{u_{\lambda}} \hat{\Phi}^{2} \psi^{2}+\mathrm{o}(1)} .
$$

Recalling the proof of Theorem 2.5 , using the fact that $V_{l}^{2}$ are uniformly bounded in $\mathbb{R}^{2}$ we get that the denominator is strictly positive while the numerator goes to zero as $-\frac{C}{\log \delta_{\lambda}}$. This proves the Theorem for $i=5, \ldots, 9$.

## Appendix A

## A.1. Uniform boundedness of $\frac{\partial \tilde{u}_{\lambda}}{\partial x_{i}}$ in $\Omega_{\lambda}$

Lemma A.1. Let $\tilde{u}_{\lambda}$ be as defined before. We have

$$
\begin{equation*}
\left|\frac{\partial \tilde{u}_{\lambda}}{\partial x_{i}}\right| \leqslant \frac{C}{|x|} \quad \text { in } \Omega_{\lambda} . \tag{A.1}
\end{equation*}
$$

Proof. Let $\Omega$ be such that $B\left(x_{0}, 1\right) \subset \Omega$. We know by (3.2) that $u_{\lambda}(x) \rightarrow 8 \pi G\left(x, x_{0}\right)$ in $C^{1}\left(\bar{\Omega} \backslash B\left(x_{0}, 1\right)\right)$. Hence we have

$$
\left|\frac{\partial \tilde{u}_{\lambda}}{\partial x_{i}}\right| \leqslant C \sup _{\Omega \backslash B\left(x_{0}, \frac{1}{2}\right)}\left|\frac{\partial G\left(x, x_{\lambda}\right)}{\partial x_{i}}\right| \leqslant \frac{C}{\left|x-x_{\lambda}\right|} \quad \text { for } x \in \Omega \backslash B\left(x_{0}, 2\right) .
$$

Recalling that $\tilde{u}_{\lambda}(y)=u_{\lambda}\left(\delta_{\lambda} y+x_{\lambda}\right)-\left\|u_{\lambda}\right\|_{\infty}$ a simple computation shows us that

$$
\frac{\partial \tilde{u}_{\lambda}}{\partial y_{j}}(y)=\delta_{\lambda} \frac{\partial u_{\lambda}}{\partial x_{j}}\left(\delta_{\lambda} y+x_{\lambda}\right) \leqslant \frac{C}{|y|}
$$

for $y \in \Omega_{\lambda} \backslash B\left(0, \frac{2}{\delta_{\lambda}}\right)$.
Now we need to estimate the first derivatives just for $x \in B\left(0, \frac{2}{\delta \lambda}\right)$. To this end, using the Green's representation formula, we get

$$
\frac{\partial \tilde{u}_{\lambda}}{\partial x_{i}}(x)=\delta_{\lambda} \int_{\Omega_{\lambda}} \frac{\partial}{\partial x_{i}} G\left(\delta_{\lambda} x+x_{\lambda}, \delta_{\lambda} y+x_{\lambda}\right) e^{\tilde{u}_{\lambda}(y)} d y .
$$

From the standard decomposition of $G(x, y)$, we can write

$$
\begin{equation*}
\frac{\partial \tilde{u}_{\lambda}}{\partial x_{i}}(x)=\delta_{\lambda} \frac{1}{2 \pi} \int_{\Omega_{\lambda}} \frac{\delta_{\lambda}(x-y)_{i}}{\delta_{\lambda}^{2}|x-y|^{2}} e^{\tilde{u}_{\lambda}(y)} d y+\delta_{\lambda} \int_{\Omega_{\lambda}} \frac{\partial H}{\partial x_{i}}\left(\delta_{\lambda} x+x_{\lambda}, \delta_{\lambda} y+x_{\lambda}\right) e^{\tilde{u}_{\lambda}(y)} d y . \tag{A.2}
\end{equation*}
$$

Since $H$ is a harmonic function we have that

$$
\nabla H(x, y) \leqslant C \sup _{y \in \Omega} \nabla H(x, y)=C \sup _{y \in \partial \Omega} \nabla H(x, y)=C \sup _{y \in \Omega} \frac{(x-y)}{|x-y|^{2}} .
$$

Then,

$$
\nabla H\left(\delta_{\lambda} x+x_{\lambda}, \delta_{\lambda} y+x_{\lambda}\right) \leqslant C \sup _{y \in \partial \Omega_{\lambda}} \frac{1}{\delta} \frac{(x-y)}{|x-y|^{2}} .
$$

On the other hand since $y \in \partial \Omega_{\lambda}$ and $x \in B\left(0, \frac{2}{\delta \lambda}\right)$ we get that $\sup _{y \in \partial \Omega_{\lambda}} \frac{x-y}{|x-y|^{2}} \sim \delta_{\lambda} \rightarrow 0$ as $\lambda \rightarrow 0, \forall x \in B\left(0, \frac{1}{\delta \lambda}\right)$. We turn back to the (A.2), getting

$$
\begin{align*}
\left|\frac{\partial \tilde{u}_{\lambda}(x)}{\partial x_{i}}\right| & \leqslant \frac{1}{2 \pi} \int_{\Omega_{\lambda}} \frac{1}{|x-y|} e^{\tilde{u}_{\lambda}(y)} d y+\sup _{y \in \partial \Omega_{\lambda}} \frac{1}{|x-y|} \int_{\Omega_{\lambda}} e^{\tilde{u}_{\lambda}(y)} d y \\
& \leqslant \frac{1}{2 \pi} \int_{\Omega_{\lambda}} \frac{1}{|x-y|} e^{U(y)} d y+\mathrm{O}\left(\delta_{\lambda}\right) \leqslant C \int_{\mathbb{R}^{2}} \frac{1}{|x-y|\left(8+|y|^{2}\right)^{2}} d y+\mathrm{O}\left(\delta_{\lambda}\right) . \tag{A.3}
\end{align*}
$$

Note that for $x \in \Omega_{\lambda}$ we have $\delta_{\lambda} \leqslant \frac{1}{|x|}$ and

$$
\int_{\mathbb{R}^{2}} \frac{1}{|x-y|\left(8+|x|^{2}\right)^{2}} \leqslant \frac{C}{|x|} .
$$

Then the claim follows.

## References

[1] A. Bahri, Y. Li, O. Rey, On a variational problem with lack of compactness: the topological effect of the critical points at infinity, Calc. Var. 3 (1995) 67-93.
[2] C. Bandle, Isoperimetric Inequalities and Applications, Pitman, Boston, 1980.
[3] H. Berestycki, L. Niremberg, R.S. Varadhan, The principal eigenvalue and maximum principle for second order elliptic operators in general domains, Comm. Pure Appl. Math 47 (1994) 47-92.
[4] L.A. Caffarelli, A. Friedman, Convexity of solutions of semilinear elliptic equations, Duke Math. J. 52 (1985) 431-456.
[5] E. Caglioti, P.L. Lions, C. Marchioro, M. Pulvirenti, A special class of stationary flows for two-dimensional Euler equations: a Statistical mechanics description, Part II, Commun. Math. Phys. 174 (1995) 229-260.
[6] E. Caglioti, P.L. Lions, C. Marchioro, M. Pulvirenti, A special class of stationary flows for two-dimensional Euler equations: a Statistical Mechanics description, Commun. Math. Phys. 143 (1992) 501-525.
[7] G.F. Carrier, C.E. Pearson, Partial Differential Equations, Academic Press, Inc., 1988.
[8] S.Y.A. Chang, C.C. Chen, C.S. Lin, Extremal functions for a mean field equation in two dimension, preprint.
[9] S. Chanillo, M.H.K. Kiessling, Rotational symmetry of solutions of some nonlinear problems in statistical mechanics and in geometry, Comm. Math. Phys. 160 (2) (1994) 217-238.
[10] W. Chen, C. Li, Classification of solutions of some nonlinear elliptic equations, Duke Math. J. 63 (1991) 615-622.
[11] C.C. Chen, C.S. Lin, On the symmetry of blowup solutions to a mean field equation, Ann. Inst. H. Poincaré Anal. Non Linéaire 18 (2001) 271-296.
[12] W. Ding, J. Jost, J. Li, G. Wang, Existence results for mean field equation, Ann. Inst. H. Poincaré Anal. Non Linéaire 16 (1999) $653-666$.
[13] K. El Mehdi, M. Grossi, Asymptotic estimates and qualitative properties of an elliptic problem in dimension two, preprint.
[14] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, Springer, 1998.
[15] F. Gladiali, M. Grossi, Some results for the Gelfand's problem, Comm. Partial Differential Equations 29 (9-10) (2004) 1335-1364.
[16] M. Grossi, F. Pacella, On an eigenvalue problem related to the critical exponent, Math. Z. 250 (1) (2005) 225-256.
[17] M.H.K. Kiessling, Statistical mechanics of classical particles with logarithmic interactions, Comm. Pure Appl. Math. 46 (1) (1993) $27-56$.
[18] Y.Y. Li, Harnack type inequality: the method of moving planes, Commun. Math. Phys. 200 (1999) 421-444.
[19] A.D. Melas, On the nodal line of the second eigenfunction of the Laplacian in $\mathbb{R}^{2}$, J. Differential Geometry 35 (1992) $255-263$.
[20] K. Nagasaki, T. Suzuki, Asymptotic analysis for two-dimensional elliptic eigenvalues problems with exponentially dominated nonlinearities, Asymptotic Anal. 3 (1990) 173-188.
[21] M.H. Protter, H.F. Weinberger, Maximum Principles in Differential Equations, Prentice-Hall, New Jersey, 1967.
[22] T. Suzuki, Global analysis for a two-dimensional eigenvalue problem with exponential nonlinearity, Ann. Inst. H. Poincaré Anal. Non Linéaire 9 (1992) 367-398.
[23] G. Tarantello, Multiple condensate solutions for the Chern-Simons-Higgs theory, J. Math. Phys. 37 (1996) 3769-3796.


[^0]:    * Supported by M.I.U.R., project "Variational methods and nonlinear differential equations".
    * Corresponding author.

    E-mail addresses: fgladiali@uniss.it (F. Gladiali), grossi@mat.uniroma1.it (M. Grossi).

