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Abstract

In this paper, we obtain the existence and uniqueness of the solution to the perturbed Skorohod equationg(t) = f (t) +
α max0�s�t g(s) + h(t) for any real constantα < 1 and any given continuous functionf , whereg � 0, andh is an increasing
function which only increases at the timeg is at zero. As an application, we establish the existence and uniqueness o
perturbed reflected diffusion processes.
 2004 Elsevier SAS. All rights reserved.

Résumé

Dans ce papier, nous obtenons un résultat d’existence et d’unicité pour l’équation de Skorohod perturbéeg(t) = f (t) +
α max0�s�t g(s)+h(t) étant donnés un réelα < 1 et une fonction continuef , g est une fonction positive eth est une fonction
croissante, strictement croissante aux points oùg s’annule. A titre d’appplication, nous obtenons l’existence et l’unicité de
certains processus de diffusion réfléchis perturbés.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction

There now exists a considerable body of literature devoted to the study of “perturbed” versions of famili
stochastic and deterministic equations; see e.g. [1–10,12–14]. An example is the perturbed Skorokhod equatio

Xt = x + Bt + α max
0�s�t

Xs + LX
t , t � 0, (1)
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whereB is a standard Brownian motion starting from 0, α < 1 is a real constant,x � 0, andLX denotes a loca
time at zero ofX. Since forα = 0 the solution is reflected Brownian motion any solution of (1) is referred t
a perturbed reflected Brownian motion, and the question of its existence and pathwise uniqueness has
several authors. As was pointed out in [10], if eitherx > 0 orα < 1/2, an affirmative answer follows from the fa
that the obvious deterministic version of (1) has a unique solution whenB is replaced by an arbitrary continuo
function, vanishing at zero. The remaining case was settled in [3], a slightly weaker result being published sim
taneously in [6]. However neither of these results dealt with the deterministic version withx = 0 andα ∈ [1/2,1),

and our first main result, Theorem 3.1 fills this gap, by means of completely different arguments.
Our other main result seems to be the first to deal with the analogous question for a general diffusion. Spe

we study the equation

Xt = x +
t∫

0

σ(Xs) dBs + α max
0�s�t

Xs + LX
t , t � 0, (2)

whereσ is a Lipschitz continuous function onR. Again the casex > 0 turns out to be relatively straight-forwar
once we have established existence and pathwise uniqueness for perturbed diffusion processes in The
For x = 0 we exploit our result on the Skorohod equation together with Picard iteration to establish existen
pathwise uniqueness of a solution to (2), but unfortunately only in the caseα < 1/2.

Finally we consider a version of (2) in which the Itô integral is replaced by a Stratonovich integral. In this c
we are able to establish existence of a unique solution for all values ofα < 1, under mild assumptions onσ.

2. Perturbed diffusion processes

Let Bt , t � 0 be a standard Brownian motion on a probability space(Ω,F ,P ). Ft , t � 0 denotes the filtration
of the Brownian motionB. Let σ(x), b(x) be Lipschitz continuous functions onR, i.e., there exists a constantC

such that∣∣σ(x) − σ(y)
∣∣ � C|x − y|, (3)∣∣b(x) − b(y)
∣∣ � C|x − y|. (4)

Forα < 1, consider the following stochastic differential equation:

Yt = Y0 +
t∫

0

σ(Ys) dBs +
t∫

0

b(Ys) ds + α max
0�s�t

Ys . (5)

Theorem 2.1.Assume that the random variable Y0 is independent of B and E[|Y0|2] < ∞. There exists a unique,
continuous, Ft -adapted solution Yt , t � 0 to Eq. (5) such that E[sup0�s�T |Ys |2] < ∞ for any T > 0.

Proof. We construct the solution by iteration. Let

Y 0
t = Y0

1− α
, 0 � t < ∞.

Forn � 0 defineYn+1
t to be the unique, continuous, adapted solution to the following equation:

Yn+1
t = Y0 +

t∫
σ(Y n

s ) dBs +
t∫
b(Y n

s ) ds + α max
0�s�t

Y n+1
s . (6)
0 0
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Such a solution exists and can be expressed explicitly as

Yn+1
t = Y0

1− α
+

t∫
0

σ(Y n
s ) dBs +

t∫
0

b(Y n
s ) ds + α

1− α
max

0�s�t

( s∫
0

σ(Y n
u ) dBu +

s∫
0

b(Y n
u ) du

)
. (7)

This is a consequence of the reflection principle. We will show thatYn converges uniformly on compact interva
almost surely. It follows from (7) that

|Yn+1
s − Yn

s | �
∣∣∣∣∣

s∫
0

σ(Y n
u ) dBu −

s∫
0

σ(Y n−1
u ) dBu

∣∣∣∣∣ +
∣∣∣∣∣

s∫
0

b(Y n
u ) du −

s∫
0

b(Y n−1
u ) du

∣∣∣∣∣
+ |α|

1− α

∣∣∣∣∣ max
0�v�s

( v∫
0

σ(Y n
u ) dBu +

v∫
0

b(Y n
u ) du

)

− max
0�v�s

( v∫
0

σ(Y n−1
u ) dBu +

v∫
0

b(Y n−1
u ) du

)∣∣∣∣∣
�

∣∣∣∣∣
s∫

0

σ(Y n
u ) dBu −

s∫
0

σ(Y n−1
u ) dBu

∣∣∣∣∣ +
s∫

0

∣∣b(Y n
u ) du − b(Y n−1

u )
∣∣du

+ |α|
1− α

max
0�v�s

∣∣∣∣∣
v∫

0

(
σ(Y n

u ) − σ(Y n−1
u )

)
dBu

∣∣∣∣∣
+ |α|

1− α
max

0�v�s

∣∣∣∣∣
v∫

0

(
b(Y n

u ) − b(Y n−1
u )

)
du

∣∣∣∣∣, (8)

where we used the fact that|max0�v�s f (v) − max0�v�s g(v)| � max0�v�s |f (v) − g(v)| holds for any two
continuous functionsf andg. Thus,

max
0�s�t

|Yn+1
s − Yn

s | �
(

1+ |α|
1− α

)[
max

0�s�t

∣∣∣∣∣
s∫

0

(
σ(Y n

u ) − σ(Y n−1
u )

)
dBu

∣∣∣∣∣ +
t∫

0

∣∣b(Y n
u ) − b(Y n−1

u )
∣∣du

]
. (9)

In the rest of the proof, we will useC to denote a generic constant which may change from line to line
Burkhölder’s inequality,

E
[

max
0�s�t

|Yn+1
s − Yn

s |2] � CE

[ t∫
0

(
σ(Y n

u ) − σ(Y n−1
u )

)2
du

]
+ CE

[ t∫
0

(
b(Y n

u ) − b(Y n−1
u )

)2
du

]

� CE

[ t∫
0

|Yn
u − Yn−1

u |2 du

]
. (10)

Iterating the inequality we get that for fixedT > 0,

E
[

max |Yn+1
s − Yn

s |2] � C
T n

, (11)

0�s�T n!
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sinceE[Y 2
0 ] < ∞. Consequently,

P

(
max

0�s�T
|Yn+1

s − Yn
s | > 1

2n

)
� C

(4T )n

n! . (12)

By the Borel–Cantelli lemma, we see thatYn converges uniformly to a continuous, adapted processY on [0, T ]
almost surely. Lettingn → ∞ in (6) it follows thatY is a solution to Eq. (5). AsT is arbitrary, this proves th
existence. Now suppose thatYt , t � 0 andZt, t � 0 are two solutions to Eq. (5). Then we have, by the reflec
principle,

Yt = Y0

1− α
+

t∫
0

σ(Ys) dBs + α

1− α
max

0�s�t

( s∫
0

σ(Yu) dBu +
s∫

0

b(Yu) du

)
, (13)

Zt = Y0

1− α
+

t∫
0

σ(Zs) dBs + α

1− α
max

0�s�t

( s∫
0

σ(Zu) dBu +
s∫

0

b(Zu) du

)
. (14)

Arguing as above, there is a constantC such that

|Yt − Zt | � C max
0�s�t

∣∣∣∣∣
s∫

0

(
σ(Yu) − σ(Zu)

)
dBu

∣∣∣∣∣ + C

t∫
0

∣∣b(Yu) − b(Zu)
∣∣du. (15)

Applying Burkhölder’s inequality,

E
[|Yt − Zt |2

]
� CE

[ t∫
0

∣∣σ(Yu) − σ(Zu)
∣∣2 du

]
+ CE

[ t∫
0

∣∣b(Yu) − b(Zu)
∣∣2 du

]
(16)

� CE

[ t∫
0

|Yu − Zu|2 du

]
, (17)

which impliesE[|Yt − Zt |2] = 0 by Gronwall’s inequality. Hence, the solution is unique.�

3. Perturbed Skorohod equation

SetW0 = {f ∈ C([0,∞) → R);f (0) = 0} andW+ = {f ∈ C([0,∞) → R);f (t) � 0 for all t � 0}. The aim
of this section is to prove

Theorem 3.1.Given f ∈ W0 and 0 � α < 1, there exist unique g ∈ W+ and h ∈ W+ such that

(i) g(t) = f (t) + α max
0�s�t

g(s) + h(t), (18)

(ii) h(0) = 0 and t → h(t) is non-decreasing,
(iii)

∫ t

0 χ{g(s)=0} dh(s) = h(t).

(g,h) is called a solution to the perturbed Skorohod equation for the function f .
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Remark. This gives a simpler proof of Theorem 1 of [3].

For clarity, we split the proof of the theorem into several lemmas. For a continuous functionf and 0� s � t

define

ωs,t (f ) = max
s�u,v�t

(
f (u) − f (v)

) = max
s�u,v�t

(∣∣f (u) − f (v)
∣∣). (19)

Lemma 3.2.Let (g,h) be a solution to the perturbed Skorohod equation for the function f . There exists a constant
C independent of g and f such that

ωs,t (g) � Cωs,t (f ) for all 0� s � t . (20)

Proof. Fix 0� s < t . We observe that ifg(v) > 0 for all v ∈ (s, t) then

g(v) − g(s) = f (v) − f (s) + α
(

max
0�u�v

g(u) − max
0�u�s

g(u)
)

for all v ∈ [s, t], (21)

and if max0�u�t g(u) = max0�u�s g(u)

g(v) − g(s) = f (v) − f (s) + h(v) − h(s) for all v ∈ [s, t]. (22)

Without loss of generality we assumeωs,t (g) > 0 andωs,t (g) = g(v0) − g(u0) for someu0, v0 ∈ [s, t].
Case 1. u0 < v0.

Let l0 = v0 ∧ inf{v � u0;g(v) = max0�u�v g(u)}. As max0�u�l0 g(u) = max0�u�u0 g(u), by (22),

g(v) − g(u0) = f (v) − f (u0) + h(v) − h(u0) for all v ∈ [u0, l0]. (23)

It follows by the reflection principle that forv ∈ [u0, l0],
g(v) − g(u0) = f (v) − f (u0) − inf

u0�u�v

{(
g(u0) + f (u) − f (u0)

) ∧ 0
}

� f (v) − f (u0) − inf
u0�u�v

{(
f (u) − f (u0)

) ∧ 0
}

�
∣∣f (v) − f (u0)

∣∣ + max
u0�u�v

{∣∣f (u) − f (u0)
∣∣}

� 2 max
u0�u�v

{∣∣f (u) − f (u0)
∣∣}. (24)

In particular,

g(l0) − g(u0) � 2 max
u0�u�l0

{∣∣f (u) − f (u0)
∣∣}. (25)

On the other hand, we can assumeg(u) > 0 for all u ∈ [l0, v0]. Otherwise, replaceu0 by ū0 = sup{u;u �
v0, g(u) = 0}. Thus, by (21)

g(v0) − g(l0) = f (v0) − f (l0) + α
(

max
0�u�v0

g(u) − max
0�u�l0

g(u)
)
. (26)

If l0 = v0, then (20) follows already from (25). Assume nowl0 < v0. In this case it is easy to see thatg(l0) =
max0�u�l0 g(u) andg(v0) = maxs�u�t g(u). Therefore, we also haveg(v0) = max0�u�v0 g(u). Consequently,

g(v0) − g(l0) = f (v0) − f (l0) + α
(
g(v0) − g(l0)

)
. (27)

Hence,

g(v0) − g(l0) = 1

1− α

(
f (v0) − f (l0)

)
. (28)

Combining (25) and (28) yields
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s

t

me
g(v0) − g(u0) = g(v0) − g(l0) + g(l0) − g(u0)

� 1

1− α

(
f (v0) − f (l0)

) + 2 max
u0�u�l0

{∣∣f (u) − f (u0)
∣∣}

�
(

2+ 1

1− α

)
max

s�u,v�t

{∣∣f (u) − f (v)
∣∣}. (29)

Case 2. v0 < u0.
We can assumeg(u) > 0 for all u ∈ [v0, u0]. Otherwise, we can replaceu0 by ū0 = inf{u > v0;g(u) = 0}. Thus,

by (21),

g(u0) − g(v0) = f (u0) − f (v0) + α
(

max
0�u�u0

g(u) − max
0�u�v0

g(u)
)
. (30)

Sinceg(v0) = maxv0�u�u0 g(u), we have

g(u0) − g(v0) = f (u0) − f (v0) � ωs,t (f ). (31)

Combining case 1 and case 2 completes the proof.�
Lemma 3.3.Let (gn,hn) be a solution to the perturbed Skorohod equation for a function fn. If fn → f uniformly
on compact intervals as n → ∞, then a solution (g,h) to the perturbed Skorohod equation for the function f

exists.

Proof. Without loss of generality, we can restrict ourself to the finite interval[0,1]. Sincefn → f asn → ∞,
{fn,n � 1} is a bounded set of equicontinuous functions. By Lemma 3.2, we see thatK = {gn,n � 1} is also a
bounded set of equicontinuous functions. By the Arzela–Ascoli theorem, there exists a subsequencegnk , k � 1,
that converges uniformly to a continuous functiong on [0,1]. It is seen from (18) thathnk , k � 1 also converge
uniformly to a non-decreasing continuous functionh on [0,1] and

g(t) = f (t) + α max
0�s�t

g(s) + h(t). (32)

To show that(g,h) is a solution to the perturbed Skorohod equation for the functionf , it remains to prove tha∫ t

0 χ{g(s)=0} dh(s) = h(t) for t � 0. To see this it is enough to show that for any continuous functionl(t) on (0,∞)

with compact support,
∫ t

0 l(g(s)) dh(s) = 0. This in fact follows from

t∫
0

l
(
g(s)

)
dh(s) = lim

k→∞

t∫
0

l
(
gnk (s)

)
dhnk (s) = 0. � (33)

Proof of Theorem 3.1.
Existence. Again we restrict ourself to the interval[0,1]. For the existence, by Lemma 3.3 we can assu

f ∈ H 1
2 [0,1], where

H 1
2 [0,1] :=

{
f ;f : [0,1] → R is absolutely continuous and

1∫
0

f ′(s)2 ds < ∞
}

, (34)

wheref ′(s) stands for the derivative off . We will use the so called penalized method. Define

φ(x) =
{

0 if x � 0,

2
x if x < 0.
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Consider the following functional equation

gε(t) = f (t) + α max
0�s�t

gε(s) − 1

ε

t∫
0

φ′(gε(s)
)
ds, (35)

whereφ′(x) stands for the derivative ofφ.
Note that there is no “local time” term in Eq. (35). The existence of the solution of Eq. (35) can be obta

exactly the same way as Theorem 2.1. In fact, let

g0
ε (t) = 0, 0 � t < ∞,

and definegn+1
ε (t) to be the unique continuous solution of the equation:

gn+1
ε (t) = f (t) − 1

ε

t∫
0

φ′(gn
ε (s)

)
ds + α max

0�s�t
gn+1

ε (s).

By the reflection principle,

gn+1
ε (t) = f (t) − 1

ε

t∫
0

φ′(gn
ε (s)

)
ds + α

1− α
max

0�s�t

(
f (s) − 1

ε

s∫
0

φ′(gn
ε (u)

)
du

)
.

Following the proof of Theorem 2.1 sentence by sentence, we arrive at

max
0�s�t

|gn+1
ε (t) − gn

ε (t)| �
(

1+ |α|
1− α

)
1

ε

t∫
0

∣∣φ′(gn
ε (s)

) − φ′(gn−1
ε (s)

)∣∣ds

�
(

1+ |α|
1− α

)
Cε

t∫
0

∣∣gn
ε (s) − gn−1

ε (s)
∣∣ds.

Iterating the above inequality as in the proof of Theorem 2.1, it is seen thatgn
ε converges uniformly on any finit

interval[0, T ] to a continuous functiongε , which clearly is a solution of Eq. (35).
PutAε(t) = max0�s�t gε(s), then

φ
(
gε(t)

) + 1

ε

t∫
0

φ′(gε(s)
)2

ds =
t∫

0

φ′(gε(s)
)
f ′(s) ds + α

t∫
0

φ′(gε(s)
)
dAε(s). (36)

Sinceφ′(x) � 0 andAε(t) is increasing int , it follows from (36) that

1

ε

t∫
0

φ′(gε(s)
)2

ds �
t∫

0

φ′(gε(s)
)
f ′(s) ds �

( t∫
0

φ′(gε(s)
)2

ds

) 1
2
( t∫

0

f ′(s)2 ds

) 1
2

. (37)

Consequently,

1

ε2

t∫
0

φ′(gε(s)
)2

ds �
t∫

0

f ′(s)2 ds, (38)

and furthermore, by the Hölder inequality and (38),
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us,

f of
φ
(
gε(t)

)
�

t∫
0

φ′(gε(s)
)
f ′(s) ds

�
( t∫

0

φ′(gε(s)
)2

ds

) 1
2
( t∫

0

f ′(s)2 ds

) 1
2

� ε

t∫
0

f ′(s)2 ds. (39)

Sethε(t) = −1
ε

∫ t

0 φ′(gε(s)) ds. Then by (38) there exists a sequenceεn → 0 such thathεn(t) converges uniformly
to h(t) ∈ H 1

2 [0,1]. On the other hand, it follows from Eq. (35) that∣∣gεn(t) − gεm(t)
∣∣ � α

∣∣Aεn(t) − Aεm(t)
∣∣ + ∣∣hεn(t) − hεm(t)

∣∣
� α max

0�s�t

∣∣gεn(s) − gεm(s)
∣∣ + ∣∣hεn(t) − hεm(t)

∣∣. (40)

Hence,

max
0�s�1

∣∣gεn(s) − gεm(s)
∣∣ � 1

1− α
max

0�s�1

∣∣hεn(s) − hεm(s)
∣∣. (41)

Therefore,{gεm(t),m � 1} is a Cauchy sequence inC([0,1]). Let g denote the limit. We will show that(g,h) is a
solution to the perturbed Skorohod equation for the functionf . First of all, it is clear from the construction that

g(t) = f (t) + α max
0�s�t

g(s) + h(t), (42)

andh(t) is a non-negative increasing function (becausehεn is). Secondly, it follows from (39) thatφ(g(t)) = 0,
which implies thatg(t) � 0 for all t � 0. Now for any continuous functionl(t) on (0,∞) with compact support
say that the support is contained in[δ1, δ2] for someδ1 > 0, we have

∣∣∣∣∣
t∫

0

l
(
gεn(s)

)
dhεn(s)

∣∣∣∣∣ �
t∫

0

∣∣l(gεn(s)
)∣∣dhεn(s) = 1

εn

t∫
0

∣∣l(gεn(s)
)∣∣∣∣φ′(gεn(s)

)∣∣ds

� C

t∫
0

χ[δ1,δ2]
(
gεn(s)

)∣∣φ′(gεn(s)
)∣∣ds = 0,

sinceφ′(x) = 0 for x > 0.
The identity

∫ t

0 χ{g(s)=0} dh(s) = h(t) for t � 0 can now be proved similarly as in the proof of Lemma 3.3. Th
we complete the proof of existence.

Uniqueness: For anyδ > 0, letgδ(t) be the unique solution to equation

gδ(t) = (1− α)δ + f (t) + α max
0�s�t

gδ(s) + hδ(t). (43)

Such an equation was studied in [10] and [3]. Let(g,h) be a solution to Eq. (18). A “round trip” ofg is defined
to be a section of the pathg lying between two maxima and containing a visit to zero. It follows from the proo
Lemma 3 in [3] that

sup
0�s�t

∣∣gδ(s) − g(s)
∣∣ � δ(α∗ + 1)2nt+1, (44)

whereα∗ = α
1−α

, nt is the number of round trips completed byg by time t . This implies thatg(t) = limδ→0 gδ(t),
which gives the uniqueness.�



R.A. Doney, T. Zhang / Ann. I. H. Poincaré – PR 41 (2005) 107–121 115

e

4. Perturbed reflected diffusions

Let σ be as in Section 2. Forx � 0, consider the stochastic differential equation:

Xt = x +
t∫

0

σ(Xs) dBs + α max
0�s�t

Xs + Lt . (45)

Definition 4.1.We say that(Xt ,Lt , t � 0) is a solution to Eq. (45) if

(i) X0 = x,Xt � 0 for t � 0,
(ii) Xt ,Lt are continuous and adapted to the filtration ofB,
(iii) Lt is non-decreasing withL0 = 0 and

t∫
0

χ{Xs=0} dLs = Lt ,

(iv) (Xt ,Lt , t � 0) satisfies Eq. (45) almost surely for everyt > 0.

The casesx = 0 andx > 0 are quite different. We will treat them separately.

Theorem 4.2.Assume α < 1 and σ is Lipschitz. If x > 0, there exists a unique solution (Xt ,Lt , t � 0) to Eq. (45).

Proof. We construct the solution iteratively in a similar way to [10]. DefineY 0
t to be the unique solution to th

equation:

Y 0
t = x +

t∫
0

σ(Y 0
s ) dBs + α max

0�s�t
Y 0

s . (46)

It is known from Section 2 that such a solution exists. SetT1 = inf{t � 0;Y 0
t = 0}. ThenT1 > 0 a.s. asx > 0.

Define

Xt = Y 0
t , Lt = 0 for 0� t � T1. (47)

PutB1
t = Bt+T1 −BT1 for t � 0. It is well known thatB1

t , t � 0 is a standard Brownian motion independent ofFT1.
Consider the stochastic differential equation with reflecting boundary:

Z1
t =

t∫
0

σ(Z1
s ) dB1

s + L1
t ,

Z1
t � 0, Z1

0 = 0, (48)

L1
0 = 0,

t∫
0

χ{Z1
s =0} dL1

s = L1
t .

The definition of a solution to this equation is the same as Definition 4.1 withx = 0 andα = 0. It is known that
a unique solution(Z1

t ,L
1
t ) to the Eq. (48) exists, see e.g. [11] or [15]. In general, suppose that(Xt ,Lt ) has been

defined for 0� t � T2n−1. We can construct(Xt ,Lt ) for T2n−1 � t � T2n+1 as follows. LetZ2n−1
t be the solution

to the equation:
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Z2n−1
t =

t∫
0

σ(Z2n−1
s ) dB2n−1

s + L2n−1
t ,

Z2n−1
t � 0, Z2n−1

0 = 0, (49)

L2n−1
0 = 0,

t∫
0

χ{Z2n−1
s =0} dL2n−1

s = L2n−1
t ,

whereB2n−1
t = Bt+T2n−1 − BT2n−1. PutT2n = inf{t > T2n−1;Z2n−1

t−T2n−1
= max0�s�T2n−1 Xs} and set

Xt = Z2n−1
t−T2n−1

, Lt = LT2n−1 + L2n−1
t−T2n−1

for T2n−1 � t � T2n. (50)

Let Y 2n
t denote the solution to equation:

Y 2n
t = (1− α)XT2n

+
t∫

0

σ(Y 2n
s ) dB2n

s + α max
0�s�t

Y 2n
s , (51)

whereB2n
t = Bt+T2n

− BT2n
. SetT2n+1 = inf{t > T2n,Yt−T2n

= 0} and

Xt = Y 2n
t−T2n

, Lt = LT2n
for T2n � t � T2n+1. (52)

By this procedure, we obtain a sequence of increasing stopping timesTn,n � 0. SetT = limn→∞ Tn. ThenT

is again a stopping time, and(Xt ,Lt ) is a well defined continuous process for all 0� t < T . We will show that
(Xt ,Lt , t < T ) satisfies Eq. (45) in the sense of Definition 4.1. To achieve this, it is sufficient to prove that(Xt ,Lt )

satisfies Eq. (45) forT2n � t � T2n+1 andn = 0,1 . . . . We will do this by induction. It is obvious that(Xt ,Lt ) is a
solution to Eq. (45) for 0� t � T1. If T1 � t � T2, it follows that

Xt = Z1
t−T1

=
t−T1∫
0

σ(Z1
s ) dB1

s + L1
t−T1

=
t−T1∫
0

σ(Z1
s ) dBs+T1 + Lt

=
t∫

T1

σ(Xu) dBu + Lt

= XT1 +
t∫

T1

σ(Xu) dBu + Lt

= x +
T1∫

0

σ(Xs) dBs + α max
0�s�T1

Xs +
t∫

T1

σ(Xu) dBu + Lt

= x +
t∫
σ(Xs) dBs + α max

0�s�t
Xs + Lt , (53)
0
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)

how
since max0�s�T1 Xs = max0�s�t Xs for T1 � t � T2, andXT1 = 0.
Furthermore ifT1 � t � T2, we see that

t∫
0

χ{Xs=0} dLs =
t∫

T1

χ{Xs=0} dL1
s−T1

=
t−T1∫
0

χ{Z1
s =0} dL1

s = L1
t−T1

= Lt . (54)

Thus we have showed that(Xt ,Lt ) is a solution to Eq. (45) for 0� t � T2. Suppose that(Xt ,Lt ) satisfies Eq. (45
for 0 � t � T2n. If T2n � t � T2n+1, it follows that

Xt = Y 2n
t−T2n

= (1− α)XT2n
+

t−T2n∫
0

σ(Y 2n
s ) dB2n

s + α max
0�s�t−T2n

Y 2n
s

= x +
T2n∫
0

σ(Xs) dBs + α max
0�s�T2n

Xs + LT2n
− αXT2n

+
t−T2n∫
0

σ(Y 2n
s ) dBs+T2n

+ α max
0�s�t−T2n

Y 2n
s

= x +
t∫

0

σ(Xs) dBs + α max
T2n�s�t

Xs + Lt

= x +
t∫

0

σ(Xs) dBs + α max
0�s�t

Xs + Lt , (55)

where we have used the fact thatXT2n
= max0�s�T2n

Xs andY 2n
0 = XT2n

from their definitions. SinceXt �= 0 for
T2n � t < T2n+1, we also have

t∫
0

χ{Xs=0} dLs =
T2n∫
0

χ{Xs=0} dLs = LT2n
= Lt .

So(Xt ,Lt ) satisfies Eq. (45) also forT2n � t � T2n+1. Repeating similar arguments as for (53), we also can s
that(Xt ,Lt ) satisfies Eq. (45) forT2n+1 � t � T2n+2.

Finally we show thatT = ∞ a.s. By the construction ofX, we have that

0= XT2n+1 = max
0�s�T2n

Xs +
T2n+1∫
T2n

σ (Xs) dBs + α( max
0�s�T2n+1

Xs − max
0�s�T2n

Xs) + LT2n+1 − LT2n
. (56)

SupposeT < ∞ with positive probability. Lettingn → ∞ in (56), we get 0= max0�s�T Xs which contradicts the
fact thatX0 = (1− α)−1x > 0. The proof of existence is complete.

On the other hand, it is easily seen that the solution is unique since it is unique on each interval[Tn,Tn+1]. �
Theorem 4.3.Assume x = 0. If 0 � α < 1 , then there exists a unique solution (Xt ,Lt , t � 0) to Eq. (45).
2
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e

le,
Proof. We will use the Picard iteration method. DefineX0
t ≡ 0 and(Xn+1

t ,Ln+1
t ) to be the unique solution to th

equation:

Xn+1
t =

t∫
0

σ(Xn
s ) dBs + α max

0�s�t
Xn+1

s + Ln+1
t . (57)

The existence and uniqueness of this solution follow from Section 3. Observe that by the reflection princip

Ln+1
t = − inf

s�t

{( s∫
0

σ(Xn
u) dBu + α max

0�u�s
Xn+1

u

)
∧ 0

}
. (58)

Now (57) and (58) imply that

|Xn+1
t − Xn

t | �
∣∣∣∣∣

t∫
0

(
σ(Xn

s ) − σ(Xn−1
s )

)
dBs

∣∣∣∣∣ + sup
s�t

∣∣∣∣∣
s∫

0

(
σ(Xn

u) − σ(Xn−1
u )

)
dBu

∣∣∣∣∣
+ 2α sup

s�t

|Xn+1
s − Xn

s |. (59)

Consequently,

sup
s�t

|Xn+1
s − Xn

s | � 2

1− 2α
sup
s�t

∣∣∣∣∣
s∫

0

(
σ(Xn

u) − σ(Xn−1
u )

)
dBu

∣∣∣∣∣. (60)

By Burkhölder’s inequality,

E
[
sup
s�t

|Xn+1
s − Xn

s |2] � CαE

[ t∫
0

(
σ(Xn

s ) − σ(Xn−1
s )

)2
du

]
� CαE

[ t∫
0

(Xn
s − Xn−1

s )2 du

]
. (61)

Thus, we deduce that for any fixedT > 0,

E
[
sup
s�T

|Xn+1
s − Xn

s |2] � (Cα,T )n

n! , (62)

which yields

P

(
sup
s�T

|Xn+1
s − Xn

s | > 1

4n

)
� (4Cα,T )n

n! . (63)

Using the Borel–Cantelli lemma, it follows thatXn
t converges uniformly to a continuous, adapted processX on

[0, T ] almost surely. Again by the Borel–Cantelli argument, it is also seen thatMn(t) := ∫ t

0 σ(Xn
s ) dBs converges

uniformly on [0, T ] to M(t) = ∫ t

0 σ(Xs) dBs almost surely. Thus, by (57), we see thatLn
t converges uniformly to

a continuous non-decreasing processL on [0, T ] almost surely. Lettingn → ∞ in (57) gives

Xt =
t∫

0

σ(Xs) dBs + α max
0�s�t

Xs + Lt . (64)

To show that(Xt ,Lt ) is a solution to (45), we need to prove
t∫
χ{Xs=0} dLs = Lt .
0
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as

letting

ith Ito
This will follow if we can show that for anyf ∈ C0(0,∞)

t∫
0

f (Xs) dLs = 0. (65)

Indeed,

t∫
0

f (Xs) dLs = lim
n→∞

t∫
0

f (Xn
s ) dLn

s = 0.

Next we show the uniqueness. Let(X1
t ,L

1
t ),(X

2
t ,L

2
t ) be two solutions to Eq. (45). Using similar arguments

above, it can be shown that

E
[
sup
s�t

|X1
s − X2

s |2
]
� CαE

[ t∫
0

(X1
s − X2

s )
2 du

]
. (66)

By Gronwall’s inequality, it follows thatX1 = X2, and henceL1 = L2. �
Remark 4.4.Under the conditions in Theorem 4.3 the existence can also be obtained from Theorem 4.2 by
x → 0 and showing the corresponding solutions form a Cauchy sequence in theL2(Ω)-space.

Now, consider the stochastic differential equation:

Xt = x +
t∫

0

σ(Xs) ◦ dBs + α max
0�s�t

Xs + Lt, (67)

where◦ means the Stratonovich integration. A solution to this equation is defined as in Definition 4.1 w
integration replaced by the Stratonovich integration.

Theorem 4.5.Assume that there exists a constant c > 0 such that σ(x) � c, and dσ(x)
dx

is continuous. Then for any
0 � α < 1 and x � 0 there exists a unique solution (Xt ,Lt , t � 0) to Eq. (67).

Proof. We prove the theorem forx = 0. Other cases are similar. Introduce two functionsF1(x), F2(x) onR defined
by

F1(x) =
x∫

0

1

σ(u)
du, F2(x) =

x∫
0

σ
(
F2(u)

)
du.

Note thatF1,F2 ∈ C2(R), F1 = F−1
2 , and

F1(x) = 0⇔ x = 0, F1(x) � 0 ⇔ x � 0, (68)

F2(x) = 0⇔ x = 0, F2(x) � 0 ⇔ x � 0. (69)

It follows from Section 3 (also [3]) that there is a unique solution, denoted by(X0
t ,L

0
t ), to the equation

X0
t = Bt + α max X0

s + L0
t . (70)
0�s�t
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con-

partially

ion,

8

ab.
DefineXt = F2(X
0
t ) andLt = ∫ t

0 σ(Xs) dL0
s . Putm0

t = max0�s�t X
0
s . By Itô’s formula, we have that

Xt =
t∫

0

F ′
2(X

0
s ) ◦ dX0

s =
t∫

0

σ(Xs) ◦ dBs + α

t∫
0

σ(Xs) dm0
s + Lt . (71)

SinceF2 is a monotone increasing function, it follows that

max
0�s�t

Xs = max
0�s�t

F2(X
0
s ) = F2(m

0
t ). (72)

On the other hand,

F2(m
0
t ) =

t∫
0

F ′
2(m

0
s ) dm0

s =
t∫

0

σ
(
F2(m

0
s )

)
dm0

s

=
t∫

0

σ
(
F2(X

0
s )

)
dm0

s =
t∫

0

σ(Xs) dm0
s , (73)

where we have used the fact that the measuredm0 does not charge the set{s;m0
s > x0

s }. Thus (71) becomes

Xt =
t∫

0

σ(Xs) ◦ dBs + α max
0�s�t

Xs + Lt . (74)

It is clear thatLt , t � 0 is a continuous, non-decreasing process. Moreover,

t∫
0

χ{0}(Xs) dLs =
t∫

0

χ{0}(X0
s ) dLs =

t∫
0

χ{0}(X0
s )σ (Xs) dL0

s = Lt .

This shows that(Xt ,Lt , t � 0) is a solution to Eq. (67).
On the other hand, similar arguments also show that for any solution(Xt ,Lt , t � 0) to Eq. (67),(X0

t =
F1(Xt),L

0
t = ∫ t

0
1

σ(Xs)
dLs) is a solution to Eq. (70). Thus, the uniqueness of the solution to Eq. (67) is a

sequence of the uniqueness of the solution to Eq. (70). The proof is complete.�
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