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Abstract

Considering trees as simple examples of singular metric spaces, we work out a stochastic calculus for tree-valued
We study successively continuous processes and processes with jumps, and define notions of semimartingales and m
We show that martingales of class (D) converge almost surely as time tends to infinity, and prove on some probabili
the existence and uniqueness of a martingale of class (D) with a prescribed integrable limit; to this end, we use either a
method or an energy method. This problem is related with tree-valued harmonic maps and with the heat semigroup
valued maps.
 2004 Elsevier SAS. All rights reserved.

Résumé

Considérant que les arbres sont des exemples simples d’espaces métriques singuliers, nous développons un cal
tique pour les processus à valeurs dans les arbres. Nous étudions successivement les processus continus et av
définissons les notions de semimartingales et martingales. Nous montrons que les martingales de classe (D) converg
sûrement quand le temps tend vers l’infini, et établissons sur certains espaces de probabilité l’existence et l’unicité d
tingale de classe (D) avec limite intégrable fixée ; pour cela, nous utilisons soit une méthode de couplage, soit une
d’énergie. Ce problème a des liens avec les applications harmoniques à valeurs dans les arbres, et avec le semi-g
chaleur pour les applications à valeurs dans les arbres.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction

The relationship between manifold-valued harmonic maps and manifold-valued continuous martingal
been investigated in several works in the two last decades, see for instance [18,19,25,28] for the stocha
struction of harmonic maps. In this type of problem, one considers two manifoldsM andN . On M , one is given
a second-order differential operatorL, or equivalently a diffusionXt ; for instance, ifM is Riemannian, one ca
consider the Laplace–Beltrami operatorL, or equivalently the Brownian motionXt onM . Then one can associa
to L the notions of heat semigroup and harmonic functions onM , and these notions have stochastic counterp
for instance, it is well known that a harmonic functionh transforms the diffusionXt into a real local martingale
h(Xt ). On the other hand, on the second manifoldN (the target), one is given a connection (more precise
linear connection on the tangent bundleT (N)); for instance, ifN is Riemannian, one can consider the Levi-Civ
connection. The operatorL acts on functionsf :M → R, but the connection enables to also define it on funct
f :M → N , and one obtains a functionLNf :M → T (N) (called the tension field). Then it is again possible
consider the notions of heat semigroup and harmonic maps; for instance, a smooth maph :M → N is harmonic if
LNh = 0 (see [16]). These notions have a stochastic interpretation; the connection enables to consider co
martingales inN (see [24,7,10]) which are transformed into submartingales by convex functions, andh is harmonic
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if it transforms the diffusionXt into a martingaleh(Xt ). This is the stochastic analogue of the analytical prop
stating that a harmonic map composed with a convex function is subharmonic. In particular, the Dirichlet p
or the heat equation with values inN are strongly related to the problem of finding a continuous martingale oN

with a prescribed final value. Thus

• the stochastic calculus for the diffusionXt and theN -valued martingales can be applied to the construc
and the properties of harmonic maps and of the heat semigroup; in particular, coupling properties oXt are
very useful for this purpose, see for instance [18,19];

• conversely, a functional analytic construction of harmonic maps (such as energy minimisation whenL is a
symmetric operator) can be applied to the construction of a family of martingales, see [28].

A basic tool in all these studies is Itô’s stochastic calculus involving smooth (at leastC2) functions.
However, it would be interesting to consider more singular spacesM andN . In particular, an analytical theor

for energy minimising maps has been worked out in [20] (see also [9] for the case of Riemannian pol
and [15] for another method); a functional analytic approach to the heat semigroup is also given by [31]; i
be desirable to obtain a stochastic interpretation of these theories. ForM , the analytical theory requires a harmon
structure, and the stochastic theory requires a diffusion (a continuous Markov process); the relationship
these two notions has been extensively studied for a long time (see for instance the link between regular
forms and symmetric Hunt processes in [14]); we will not insist on it and only consider some properties o
diffusions which will be useful to us, namely their coupling properties; in particular, since this article focus
trees, we will study the coupling properties of some classical diffusions on trees.

In this article, we will be mainly concerned by the singularity ofN . In the analytical theory, the main assumpti
onN is that it is a metric space which is geodesic (the distance between two points is given by the minima
of a curve joining these two points) and which has nonpositive (or at least bounded above) curvature in th
of Alexandrov; our aim is therefore to construct a theory of martingales and semimartingales on these spa
to explore the links between analytical and probabilistic theories. On a geodesic space, one can consider t
of convex functions (which are convex on geodesics parameterised by arc length), so the idea is to use s
calculus for convex rather thanC2 functions. This point of view is already used on smooth manifolds; a contin
process is a martingale if (at least locally) any convex function maps it to a submartingale, so extend
definition to singular geodesic spaces is tempting. However, there are some difficulties with too general
so here, we only consider a simple type of such spaces, namely trees. Multidimensional generalisations
Riemannian polyhedra would of course be interesting, but are postponed to future work. In a large par
article, we will focus on a toy example of tree, namely a starY

� with � raysRi and a common originO.
It appears that martingales of class (D) inN converge almost surely as in the real case, and the basic proble

the interpretation of harmonic maps is the existence and uniqueness of a martingale inN with a prescribed limit. In
particular, given a diffusionXt on a spaceM , we first consider limits of typeg(X1) or g(Xτ ) for a first exit timeτ ;
then we are able to consider general functionals of the diffusion. Our main result will be to prove the existe
uniqueness of such a martingale under two different frameworks (coupling method, energy method), and to
to analytical problems (heat semigroup, energy minimisation). The difference between the two framework
the assumptions on theM-valued diffusion; either it will satisfy some coupling properties, or it will be symme
and associated to a regular Dirichlet form. The advantage of the coupling method (which is also used in
that it also yields smoothness properties on the heat semigroup and that it does not require the symme
diffusion; its disadvantage is that the coupling property is not always easy to check; on the other hand, th
method has been successfully applied in [20,9]. As a particular framework, we will consider the case whe
M andN are trees.

Another problem is to extend this theory to noncontinuous Markov processes onM (which are associated to no
local operatorsL) and non continuous martingales onN . This has been considered in [26] whenN is smooth; in
this case, the connection (which is a local object) is not sufficient, and one needs a global object, namely
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Fig. 1. Stochastic interpretation of harmonic maps.

of barycentre. Fortunately, it is known that barycentres can be constructed on geodesic spaces with no
curvature, so in particular on trees. Thus we want to use them and deduce a notion of martingale with jum
definitions which were used in [26] in the smooth case cannot be handled in the case of trees, so we sugg
definition (which probably is also useful in the smooth case). Then we can extend the results of the continu
to this setting.

Let us outline the contents of this article. We begin with some geometric preliminaries such as the co
tion and properties of barycentres in Section 2. Then we work out in Section 3 a stochastic calculus inN = Y

�

(involving semimartingales), and define a notion of continuous martingale; we will see that we also have a
of quasimartingale. The existence of a martingale with prescribed final value is proved either from the c
properties of the diffusionXt in Section 4 (Theorem 4.1.4 and Corollary 4.1.13), or by energy minimisation (w
Xt is a symmetric diffusion) in Section 5 (Theorems 5.2.8 and 5.3.1). The techniques which are used forN = Y

�

are extended to a more general class of trees in Section 6 (Theorems 6.5.2 and 6.5.6).
In order to apply the results of Section 4, we will give in Section 7 examples of treesM and of diffusions

on them satisfying the coupling property. For instance, ifM is itself a star, we will see that the Walsh proce
introduced in [34] satisfies it. We will also consider some other examples such as the Evans process [13
Brownian snake [22].

Finally, we define in Section 8 a notion of martingale with jumps, and extend the above theory to th
(Theorems 8.2.5 and 8.2.9).

2. Geometric preliminaries

Let us consider the metric space(N, δ) whereN = Y
� is the star with� rays (for� � 3) andδ is the tree distanc

(Fig. 2). More precisely, we first consider the disjoint union of� rays(Ri, δi), each of them being isometric toR+;
then we glue their origins into a single pointO, and we consider the distance

δ(A,B) =
{

δi(A,B) if A,B ∈ Ri,

δi(O,A) + δj (O,B) if A ∈ Ri , B ∈ Rj for i �= j.

Such a space can be embedded in an Euclidean space by choosing� different unit vectorsei , and by putting

Y
� =

⋃
i

Ri, Ri = {r ei; r � 0}. (2.0.1)

Different choices forei lead to different isometric embeddings of the same metric spaceY� (“isometric” means
that the length of a curve inY� is the same when computed for the metric ofY

� or the Euclidean metric). One ca
for instance embedY� in R

2, but we will generally embed it inR� and choose(ei;1� i � �) as the canonical bas
of R

�; this will be called the standard embedding ofN into R
�; then the distance inY� is equal to the distance o

R
� induced by the norm|y| = ∑ |yi |; in particular,|y| is the distance ofy to O, and the coordinateyi of y is |y|

if y is in Ri , and 0 otherwise. We putR�
i = Ri \ {O}.

2.1. Geodesics and convex functions

The singular manifoldN = Y� is an example of a metric space which is a geodesic space; this means that
(and here also globally), the distance between two points ofN is the length of an arc with minimal length joinin
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these two points; this arc is called a geodesic. Here, all these arcs are parts of the�(� − 1)/2 infinite geodesics
Ri ∪ Rj , i �= j . Moreover,N has nonpositive curvature in the sense of Alexandrov (see for instance [9
property is crucial for our study, but we will not need the precise definition of curvature). A property which is
specific to trees is that the connected subsets ofN are also its convex subsets (a subset is convex if the geo
arc linking two points of the subset is included in the subset). Convex functions can be defined similarly to
manifolds.

Definition 2.1.1.A real functionf defined onN is said to be convex if it is convex on the geodesics ofN when
they are parameterised by arc length.

Consider the restrictionfi : r �→ f (rei) of f to the rayRi ; it is not difficult to check thatf is convex if it is
continuous, and the functionsfi are convex onR+ and satisfy

f ′
i (0) + f ′

j (0) � 0 for i �= j. (2.1.2)

Notice in particular that all but at most one of the functionsfi are non decreasing.

Example 2.1.3.The functiony �→ |y|, and more generally the distance functionsδ(y0, .) are convex.

Example 2.1.4.The distance to a convex subset, for instance the component functiony �→ yi , is convex.

Example 2.1.5.The� Busemann functionsγi associated toRi are convex; these functions are defined (see Fig
by

γi(y) = lim
r→∞

(
δ(y, rei) − r

) =
∑
j �=i

yj − yi. (2.1.6)

Thus the absolute value ofγi(y) is |y|, and its sign is negative onR�
i , positive on the other rays.

2.2. Barycentre

We now introduce the notion of barycentre which replaces the notion of expectation on the real line (see a
for more general spaces). LetY be a square integrable variable (this means that|Y | is square integrable, or equiv
lently thatδ(y0, Y ) is square integrable for anyy0). The functiony �→ δ2(y, z) is strictly convex onN (this again
means that it is strictly convex on the geodesics), so

φY (y) = Eδ2(y,Y )/2

is also strictly convex. It tends to+∞ at infinity and is therefore minimal at a unique point.



636 J. Picard / Ann. I. H. Poincaré – PR 41 (2005) 631–683

e

d

bedding
hogonal
rse
t

ows. If
Fig. 3. The Busemann functionγ1 on Y
3.

Fig. 4. Inverse images ofR�
i

andO for the projectionΠ :R3+ → Y
3 restricted to the triangle{z1 + z2 + z3 = 1}.

Definition 2.2.1.The barycentre of a square integrableN -valued variableY is defined as

B[Y ] = argminφY .

The barycentre is computed by solving the variational problem. Ifφi(r) = φY (r ei), then its derivative can b
written with the Busemann functionγi of (2.1.6) as

φ′
i (r) = Eγi(Y ) + r.

Thus, if there exists ai such thatEγi(Y ) < 0, then

B[Y ] = −Eγi(Y ) ei .

On the other hand, ifEγi(Y ) � 0 for anyi, thenφi is non decreasing for anyi, soB[Y ] = O. By using the standar
embeddingN ⊂ R

� and the linear extensions (2.1.6) of the functionsγi to R
�, we deduce that

B[Y ] = Π
(
E[Y ]) (2.2.2)

with

Π :R�+ → Y
�

z �→ Π(z) =
∑

γi(z)
−ei .

One can compare this result with the case of smooth Riemannian manifolds; if one uses an isometric em
into a Euclidean space, then the barycentre is approximately (for variables with small support) the ort
projection of the expectation on the manifold. Here, the functionΠ can also be viewed as a projection. The inve
image ofO is a coneCO , and each of the� connected componentsCi of R

�+ \ CO is projected onto a differen
rayR�

i (see Fig. 4).
A consequence of (2.2.2) is that the barycentre can be extended to integrable variables.
An equivalent way of characterising the barycentre (which will be useful for more general trees) is as foll

y ∈ N , thenN \ {y } has two or� connected components which are denoted byyα for α in {−,+} or {1, . . . , �}.
0 0 0
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The derivative aty0 of a functionf in the direction ofyα
0 is denoted by∂αf (y0). Consider (as in Section 7 of [31

the oriented distance function

ψ(yα
0 , y) = δ(y0, y)(1{y∈yα

0 } − 1{y /∈yα
0 }). (2.2.3)

These functions are the functions−γi , 1� i � � if y0 = O, and the functions±(γj (y) − γj (y0)) if y0 ∈ R�
j .

Proposition 2.2.4.If Y is a square integrable variable, thenB[Y ] = y0 if and only if

Eψ(yα
0 , Y ) � 0 (2.2.5)

for all the connected componentsyα
0 of N \ {y0}.

Proof. The derivatives ofφY aty0 are

∂αφY (y0) = −Eψ(yα
0 , Y ),

andB[Y ] = y0 if and only if all these derivatives are nonnegative.�
In particular, we have

B[Y ] = O ⇔ ∀i Eγi(Y ) � 0. (2.2.6)

2.3. Properties of the barycentre

The barycentre satisfies the Jensen inequality

f
(
B[Y ]) � Ef (Y ) (2.3.1)

for convex Lipschitz functionsf (and also for non-Lipschitz functions iff (Y ) is integrable); this inequality ha
been proved for more general metric spaces with nonpositive curvature in [9] (Proposition 12.3); forN = Y

�, we
will actually prove a generalised form (see Proposition 2.3.5 below).

Remark 2.3.2.Contrary to the Euclidean case, the barycentre is not characterised by the Jensen inequality
of pointsy0 satisfyingf (y0) � Ef (Y ) for any convex Lipschitz functionf is called the convex barycentre ofY ,
see [11]; the Jensen inequality says that the convex barycentre contains the barycentre, but it generally con
points. For instance, ifY is uniformly distributed on{|y| � 1} in Y

3, its barycentre isO and its convex barycentre
{|y| � 1/6}. On smooth manifolds also, the convex barycentre is not a singleton; however, an important dif
is in its size. For small enough smooth manifolds, the diameter of the convex barycentre is dominated by
order moment of the law, see [2]; this means that

δ(z1, z2) � C inf
y

Eδq(y,Y ) (2.3.3)

for q = 3 and for anyz1 andz2 in the convex barycentre ofY . On our spaceN = Y
�, notice that ifz1 andz2 are in

the convex barycentre, then

δ(y, zi) � Eδ(y,Y )

for anyy, becauseδ(y, .) is convex. Thus (2.3.3) holds withC = 2 andq = 1. Actually, it is not possible to obtai
a higher value forq; for instance, ifY is uniformly distributed on{|y| � ε} in Y

3, then its convex barycentre
{|y| � ε/6}, so the left and right sides of (2.3.3) are respectively of orderε andεq .

Remark 2.3.4.The functionsγi are convex, so we see from (2.2.6) thatO is in the convex barycentre if and on
if it is the barycentre; actually, it can be seen that the convex barycentre is a closed convex subset ofN , and the
barycentre is the point of this subset which is the closest to the origin (this property is particular to our ba
and cannot be extended to other trees).
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Proposition 2.3.5.Let Y be a square integrable variable and letf be a Lipschitz functionf which is convex on
all the geodesics containingB[Y ]. Then(2.3.1)holds true.

Proof. Put y0 = B[Y ]. The inequality (2.3.1) is evident iff is minimal aty0. Otherwise, there is exactly on
connected componentyα

0 of N \ {y0} such that the derivative∂αf (y0) is negative; for all the other connecte

componentsyβ

0 , we have

∂βf (y0) � −∂αf (y0).

This inequality is indeed (2.1.2) ify0 = O, and follows easily from the convexity off on Ri if y0 is in R�
i . If y is

in yα
0 , the fact thatf is convex on the arc[y0, y] implies that

f (y) � f (y0) + ∂αf (y0)δ(y0, y)

and ify is in anotheryβ

0 , we have

f (y) � f (y0) + ∂βf (y0)δ(y0, y) � f (y0) − ∂αf (y0)δ(y0, y).

Thus, in both cases,

f (y) � f (y0) + ∂αf (y0)ψ(yα
0 , y),

whereψ was defined in (2.2.3). We puty = Y , take the expectation and use (2.2.5) to conclude.�
Proposition 2.3.5 is a semi-localised version of Jensen’s inequality (we use the word “semi-localised” b

the function satisfies a global condition on a set of geodesics which can be called “local” atB[Y ]). If the barycentre
is O, there is no gain with respect to the classical Jensen inequality, but otherwisef is only required to be conve
on(�−1) of the�(�−1)/2 geodesics. As an example, the functionsψ(yα

0 , .) of (2.2.3) are convex on the geodes
intersectingyα

0 , and concave on the geodesics intersecting its complement, so we have

B[Y ] ∈ yα
0 ⇒ ψ

(
yα

0 ,B[Y ]) � Eψ(yα
0 , Y ), (2.3.6a)

B[Y ] /∈ yα
0 ⇒ ψ

(
yα

0 ,B[Y ]) � Eψ(yα
0 , Y ). (2.3.6b)

In particular, by takingy0 = B[Y ], we find again (2.2.5), so the semi-localised Jensen inequality is a charac
tion of the barycentre (this will be in particular useful for the definition of martingales with jumps).

Proposition 2.3.7.For any square integrable variablesY andZ, one hasδ(B[Y ],B[Z]) � Eδ(Y,Z).

Proof. Supposey0 = B[Y ] �= B[Z], let yα
0 be the connected component ofN \ {y0} containingB[Z]. Then the

relations (2.3.6) imply that

δ
(
B[Y ],B[Z]) = ψ

(
yα

0 ,B[Z]) − ψ
(
yα

0 ,B[Y ]) � Eψ(yα
0 ,Z) − Eψ(yα

0 , Y ) � Eδ(Y,Z)

becauseψ(yα
0 , .) is nonexpanding. �

Proposition 2.3.7 also holds for more general spaces with nonpositive curvature, see [32]; it says
barycentre is a nonexpanding operator. Like (2.2.2), this property can be used to extend barycentres to i
variables. Then the result of Proposition 2.3.5 is also extended to integrable variables.

3. Stochastic calculus on a star

We now want to study stochastic calculus onN = Y�. To this end, we suppose given a probability spaceΩ

with a filtration (F ). The expression “càdlàg process” will designate a right continuous process with left
t
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We assume thatΩ is a Lusin space; in particular, conditional probabilities exist. We refer to [8] for the clas
real stochastic calculus. Let us first give an example ofN -valued process which can be considered as the stan
diffusion onN .

Example 3.0.1.Given � parameterspi � 0 such that
∑

pi = 1, the Walsh process (or spider)Xt constructed in
[34,4] is the continuous Markov process which is a standard Brownian motion on each rayRi and which, when
hitting O, immediately quits it and chooses one of the rays according to the probabilitiespi ; thusP

O [Xt ∈ Ri]
is pi for t > 0. In particular, the isotropic Walsh process corresponds topi = 1/�. This process can be define
rigorously by using excursion theory, from its semigroup, or from its Dirichlet form. It has been studied in t
years because its filtration has interesting properties; in particular, it is not the filtration of a Euclidean Br
motion (see [33]).

3.1. Semimartingales

Definition 3.1.1.An adapted càdlàg processYt on N is said to be a semimartingale iff (Yt ) is a semimartingale
for any real convex functionf .

In smooth manifolds, continuous semimartingales are defined by means ofC2 functions, and they are tran
formed into real semimartingales by (not necessarilyC2) convex functions (see [12]); however, non const
convex functions may not exist, so one generally needs a localisation in order to characterise manifold
semimartingales. Here, convex functions are numerous enough.

By taking into account the fact thatN is piecewise smooth and by using (3.1.3), we can replace in De
tion 3.1.1 convex functions by continuous functionsf which areC2 on each ray (but this notion will have no sen
on general trees).

Proposition 3.1.2.By using the standard embedding ofN = Y
� in R

�, an adapted càdlàg processYt with values
in N is a semimartingale if and only if its componentsY i

t are real semimartingales for anyi.

Proof. The component functions are convex, so it is clear that the condition is necessary. Conversely, ifY i
t are real

semimartingales and iff is a convex function, thenf (Yt ) can be written as

f (Yt ) = f (O) +
∑

i

(
fi(Y

i
t ) − f (O)

)
(3.1.3)

with fi convex, sof (Yt ) is a semimartingale. �
In the continuous case, we only need a single functionf (y) = |y| to test the semimartingale property.

Proposition 3.1.4.An adapted continuous processYt with values inN is a semimartingale if and only if|Yt | is a
real semimartingale.

This result can be deduced from [30]. We give a proof for completeness and because we use it severa
is actually sufficient to apply the following lemma toUt = |Yt | andVt = Y i

t .

Lemma 3.1.5.LetUt be a real continuous semimartingale, and letVt be a continuous nonnegative adapted proc
such thatdV = dU on {V > 0}; this means thatVt − Vs = Ut − Us as soon asVr > 0 for s � r � t . ThenVt is a
semimartingale which can be written as

Vt = V0 +
t∫
1{Vs>0} dUs + 1

2
Lt (3.1.6)
0
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for a nondecreasing processLt which is the local time ofV at 0.

Proof. Let ε > 0, letτ ′
0 = 0 and consider the sequences of stopping times

τk = inf{t � τ ′
k−1;Vt = 0},

τ ′
k = inf{t � τk;Vt � ε}

which increase to infinity. The processUt is a semimartingale, soVt is a semimartingale on the intervals[τ ′
k−1, τk]

with dV = dU . Thus Tanaka’s formula yields

d(V ∨ ε) = 1{V >ε} dU + 1

2
dLε (3.1.7)

on these time intervals, for a local timeLε
t . On the time intervals[τk, τ

′
k], thenV � ε so V ∨ ε = ε is again a

semimartingale and (3.1.7) again holds withdLε = 0. Thus, by pasting the intervals, we deduce thatVt ∨ ε is a
semimartingale on the whole time interval satisfying

Vt ∨ ε = V0 ∨ ε +
t∫

0

1{Vs>ε} dUs + 1

2
Lε

t .

By taking the limit asε ↓ 0, the stochastic integral converges to the integral of (3.1.6), so we deduce thatLε
t also

converges to a nondecreasing process, and the proof is complete.�
In our case, (3.1.6) can be written as

Y i
t = Y i

0 +
t∫

0

1R�
i
(Ys) d|Ys | + 1

2
Li

t ,

whereLi
t is the local time atO onR�

i ; if f is a convex function, thenf (Yt ) can be written from (3.1.3) as

f (Yt ) = f (Y0) +
∑

i

t∫
0

1{Y i
s >0} dfi(Y

i
s ) + 1

2

∑
i

f ′
i (0)Li

t , (3.1.8)

wheredfi(Y
i
s ) can be written with the classical Itô–Tanaka formula. Subsequently, we will also consider th

local timeLt = ∑
Li

t .
It is not difficult to check that one can replace in Proposition 3.1.4 the functiony �→ |y| by another one such a

a Busemann function, or the distance to a fixed point.

Remark 3.1.9.If Yt is not continuous but càdlàg, the semimartingale property of|Yt | is no more sufficient; it is
indeed not difficult to construct a deterministic pathyt such that|yt | = t but yt has not finite variation (let the ra
change at each timet = 1/n).

Example 3.1.10.A Walsh process (Example 3.0.1) is a continuous semimartingale since|Xt | is a reflected Brown
ian motion, and its local time atO satisfies

Li
t = piLt . (3.1.11)
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3.2. Quasimartingales

As soon as a metric space is endowed with a notion of barycentre, one can also consider conditional ba
(recall that conditional probabilities exist onΩ) and define a notion of quasimartingale similarly to the real c
(see quasimartingales up to infinity of [8]).

Definition 3.2.1.An integrable adapted process(Yt ;0� t < ∞) with values inN is said to be a quasimartingale

supE

∑
k

δ
(
Ytk ,B[Ytk+1|Ftk ]

)
< ∞, (3.2.2)

where the supremum is taken over all the subdivisions(tk) of [0,∞], and whereY∞ = O.

One can replaceO by another point (or an integrable variable). Definition 3.2.1 is also equivalent to the finit
of (3.2.2) for subdivisions of compact intervals ofR+, and the boundedness of|Yt | in L1 (the boundedness inL1

follows from (3.2.2) by considering the subdivisions{0, t,∞}).

Proposition 3.2.3.If Yt is an adapted process inN = Y
�, then the three following conditions are equivalent.

1. The processYt is a quasimartingale inN .
2. The processf (Yt ) is a real quasimartingale for any Lipschitz convex real functionf .
3. The componentsY i

t are real quasimartingales.

Proof. Let Yt be a quasimartingale andf be a convex Lipschitz function. We deduce from the Jensen inequ
(2.3.1) that

f (Ytk ) − E
[
f (Ytk+1) | Ftk

]
� f (Ytk ) − f

(
B[Ytk+1 | Ftk ]

)
� Cδ

(
Ytk ,B[Ytk+1|Ftk ]

)
.

One can replace the left-hand side by its positive part and deduce from (3.2.2) that

sup
∑

k

E
(
f (Ytk ) − E

[
f (Ytk+1) |Ftk

])+
< ∞.

On the other hand,∑
k

E
(
f (Ytk ) − E

[
f (Ytk+1) | Ftk

]) = Ef (Y0) − f (O),

so

sup
∑

k

E
∣∣f (Ytk ) − E

[
f (Ytk+1) |Ftk

]∣∣ < ∞.

Thusf (Yt ) is a quasimartingale, and the first condition of the proposition implies the second one. The fa
the second condition implies the third one is trivial. Finally, we assume thatY i

t are quasimartingales; the proces
γi(Yt ) are quasimartingales, and

δ
(
Ytk ,B[Ytk+1 | Ftk ]

) = max
i

(
γi

(
B[Ytk+1 | Ftk ]

) − γi(Ytk )
)

� max
i

(
E

[
γi(Ytk+1) |Ftk

] − γi(Ytk )
)

�
∑

i

∣∣E[
γi(Ytk+1) |Ftk

] − γi(Ytk )
∣∣,

where we have used (2.3.1) in the second line. We deduce (3.2.2), soY is a quasimartingale onN . �
t
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In particular, càdlàg quasimartingales are semimartingales. In the continuous case, by applying the resu
it is actually sufficient to suppose that|Yt | is a quasimartingale.

3.3. Continuous martingales

Our aim is now to define a notion of continuous martingale inN = Y
� (càdlàg martingales will be considere

in Section 8). We first define the classΣ+ as in [33]; it consists of the nonnegative local submartingalesYt , the
nondecreasing part of which increases only on{Yt = 0}. This implies that

∫
1{Y>0} dY is a local martingale. Now

consider a continuous real semimartingaleYt ; it can be decomposed as

Yt = Y0 +
t∫

0

1R� (Ys) dYs + 1

2
(L+

t − L−
t )

for the local timesL±
t at 0 on the two raysR�±, and

Y±
t = Y±

0 +
t∫

0

1R
�±(Ys) dYs + 1

2
L±

t .

ThenYt is a local martingale if and only ifY±
t are inΣ+ andL+

t = L−
t . If now Yt is N -valued, one can ask fo

the same properties, so thatY i
t is in Σ+ andLi

t = L
j
t (in particularY i

t is a local submartingale). These proces
have been called spider martingales in [35]. For instance, the Walsh process is a spider martingale if and
is isotropic (recall (3.1.11)).

However, this notion suffers an important limitation with respect to the problem of finding a martingale
prescribed final value. If for instanceF0 is trivial andF is a bounded variable onN = Y

3 such that

P[F ∈ R�
1] > 0, P[F ∈ R�

2] > 0, P[F ∈ R�
3] = 0, (3.3.1)

then there is no bounded spider martingale converging toF . One should indeed haveY 3
t = 0 (because it is a

bounded nonnegative submartingale converging to 0), soL3
t = 0; thus the conditionLi

t = L
j
t implies that all the

local times are 0, so the process cannot quitO when it has hit it; such a process cannot satisfy (3.3.1).
Let us give another annoying property of spider martingales; Theorem 6.1 of [33] says that for a Br

filtration, one has

dL1
t ∧ dL2

t ∧ dL3
t = 0 (3.3.2)

for anyN -valued process such thatY i
t is in Σ+. Thus if Yt is a spider martingale for a Brownian filtration, th

the conditionLi
t = L

j
t again implies that the local times are 0 and thatYt cannot quitO.

Our aim is therefore to find another notion of continuous martingale. As in the smooth case (see [7]
orem 4.39 of [10]), martingales will be defined by means of convex functions; moreover, we only defin
martingales (and as in the manifold-valued case they are simply called martingales).

Definition 3.3.3.A continuous adapted processYt in N is said to be a martingale iff (Yt ) is a local submartingal
for any Lipschitz convex functionf .

In the real valued case, this definition corresponds to the notion of local martingale. On the other hand, fo
another terminology used for real processes (Definition VI.20 of [8]), we say thatYt is of class (D) if the family
of variables|Yτ |, for τ finite stopping time, is uniformly integrable. ThenYt is a martingale of class (D) iff (Yt )

is a submartingale of class (D) for any Lipschitz convex functionf . In this caseYt has almost surely a limitY∞
in N (because the componentsY i

t are submartingales of class (D) and therefore have limits), andf (Yt ) should be
a submartingale on the compact time interval[0,∞].
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Proposition 3.3.4.LetYt be a continuous adapted process inN . The following conditions are equivalent.

1. The processYt is a martingale.
2. The processesγi(Yt ) are local submartingales(whereγi are the Busemann functions of(2.1.6)).
3. The componentsY i

t are in the classΣ+ (local nonnegative submartingales, the finite variation parts of wh
increase only on{Y i = 0}), and the local timesLi

t and total local timeLt = ∑
Li

t satisfy

dLi
t /dLt � 1/2. (3.3.5)

Proof. It is clear that the first condition implies the second one. Let us prove that the second condition imp
third one. Ifγi(Yt ) are local submartingales, thenYt is in particular a semimartingale, and (3.1.8) forγi is written
as

γi(Yt ) = γi(Y0) −
t∫

0

1{Y i
s >0} dY i

s +
∑
j �=i

t∫
0

1{Y j
s >0} dY

j
s − 1

2
Li

t + 1

2

∑
j �=i

L
j
t .

These processes should be local submartingales for alli. We deduce that

t∫
0

1R�
j
(Ys) dγi(Ys) = (1{j �=i} − 1{j=i})

t∫
0

1R�
j
(Ys) dY

j
s

are local submartingales for alli andj , so the integrals of the right-hand side are actually local martingales
means thatY i

t is in the classΣ+. Moreover, the finite variation part ofγi(Yt ) should be non decreasing on{Y = O},
so ∑

j �=i

dL
j
t − dLi

t = dLt − 2dLi
t � 0

and (3.3.5) holds. The only thing which has still to be proved is that the third condition of the proposition impl
first one. Let us write (3.1.8) for a convex Lipschitz functionf , and let us prove thatf (Yt ) is a local submartingale
The propertyY i ∈ Σ+ and the convexity offi implies that the stochastic integrals are local submartingales,
is sufficient to check that

∑
f ′

i (0)Li
t is nondecreasing; this is evident if the values off ′

i (0) are nonnegative, and
one of them, sayf ′

1(0), is negative, thenf ′
i (0) � |f ′

1(0)| for i �= 1 (see (2.1.2)), so

∑
f ′

i (0) dLi
t �

∣∣f ′
1(0)

∣∣(∑
i �=1

dLi
t − dL1

t

)
� 0

from (3.3.5). �
Remark 3.3.6.Look at Picture 4 about barycentres (for� = 3), and notice that the vector(dLi

t /dLt ) is necessarily
in the triangle{z1 + z2 + z3 = 1} of R

3+. Then (3.3.5) says that for martingales, this vector should lie inCO . For a
Brownian filtration, (3.3.2) says that it is necessarily on the boundary of the triangle, so for Brownian marti
it can only take three values.

Example 3.3.7.Consider a continuous local martingale on a geodesic, sayR1 ∪ R2, which is isometric toR; it is a
N -valued martingale. In this case, one hasL1

t = L2
t andLi

t = 0 for i � 3; in particular, a martingale for a Brownia
filtration does not necessarily stop atO (contrary to spider martingales).

Example 3.3.8.The spider martingales of [35] are martingales; the propertyLi
t = L

j
t easily implies (3.3.5).
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Example 3.3.9.From (3.1.11), a Walsh process is a martingale if and only ifpi � 1/2 for any i (no ray should
have a probability greater than 1/2).

As it is the case for smooth manifolds (Theorem 4.43 of [10]), the class of martingales is stable with res
uniform convergence in probability.

Proposition 3.3.10.LetYn
t be a sequence of continuousN -valued martingales and letYt be a continuous proces

such that

lim
n

sup
t�T

δ(Y n
t , Yt ) = 0

in probability for anyT . ThenYt is a martingale.

Proof. It is sufficient to prove the martingale property for the processYt stopped at the first time at which|Yt | � C,
for C > 0. This stopped process is the limit of the processesYn stopped atτ ∧ τn, whereτn is the first time at
which |Yn

t | � 2C. Thus we are reduced to prove the proposition for uniformly bounded processes. In this ca
submartingale property off (Y n

t ) in Definition 3.3.3 is easily transferred tof (Yt ). �
Proposition 3.3.11.If Yt andZt are continuousN -valued martingales, then the distanceDt = δ(Yt ,Zt ) is a local
submartingale.

Proof. It is sufficient to prove thatDt ∨ ε is a local submartingale for anyε > 0. Let τ0 = 0 and consider the
sequence of stopping times

τk+1 = inf
{
t � τk; δ(Yτk

, Yt ) ∨ δ(Zτk
,Zt ) � ε/5

}
which tends to infinity. We want to prove thatDt ∨ ε is a local submartingale on each time intervalIk = [τk, τk+1].
If Dτk

� ε/2, thenDt � ε on Ik soDt ∨ ε = ε is constant. Otherwise, letA be the midpoint on the arc linkingYτk

andZτk
. ThenYt andZt do not crossA on Ik , so

Dt = δ(A,Yt ) + δ(A,Zt ).

The functionδ(A,y) is convex, soδ(A,Yt ) and δ(A,Zt ) are local submartingales, andDt is therefore a loca
submartingale onIk . This completes the proof.�
Corollary 3.3.12. If Y andZ are continuous martingales of class(D) such thatY∞ = Z∞, thenYt = Zt for any t .

This property immediately follows from Proposition 3.3.11 sinceDt is a nonnegative submartingale of class (
converging to 0. It is called the nonconfluence property. This is the uniqueness to the problem of constr
martingale with prescribed limit.

Corollary 3.3.13.Let (Y n
t ) be a sequence of continuous martingales of class(D) with limits Yn∞ and suppose tha

Yn∞ converges inL1 to a variableY∞. Then there exists a continuous processYt with limit Y∞, such that

lim
n

sup
0�t�∞

δ(Y n
t , Yt ) = 0 (3.3.14)

in probability, andYt is a martingale of class(D).

Proof. It follows from Proposition 3.3.11 thatδ(Y n
t , Ym

t ) are submartingales of class (D). In particular,

P
[

sup δ(Y n
t , Ym

t ) � C
]
� 1

Eδ(Y n∞, Ym∞)

0�t�∞ C
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converges to 0 asm,n → ∞, so(Y n
t ) converges in the sense of (3.3.14) to a continuous processYt . If f is a convex

Lipschitz function, then(f (Y n
t );0� t � ∞) is a submartingale, and this property is transferred tof (Yt ) by means

of

δ(Y n
t , Yt ) � E

[
δ(Y n∞, Y∞) | Ft

]
.

This means thatYt is a martingale of class (D).�
Corollary 3.3.13 means that the set of variables which are limits of martingales of class (D) is closed

spaceL1(N) of integrableN -valued variables. The aim of subsequent sections is to find conditions ensurin
this set is the whole spaceL1(N). Before considering this question, let us give some remarks comparingN -valued
martingales with the real and the manifold-valued cases.

Remark 3.3.15.If Y∞ is integrable, we can consider its conditional barycentresB[Y∞|Ft ]. On Y
�, contrary to

the Euclidean case, this is generally not a martingale. Let us give an example; letY∞ = Xτ whereXt is the
isotropic Walsh process (Example 3.0.1) withX0 = O, and letτ be the first time at which|Xt | � 1. On{t � τ },
the conditional law ofXτ givenFt is

P[Xτ = ei |Ft ] =
{

((� − 1)|Xt | + 1)/� if Xt ∈ Ri,

(1− |Xt |)/� otherwise.

After some calculation, we can deduce that

B[Xτ | Ft ] =



2(�−1)X
j
t +2−�

�
ej if X

j
t > �−2

2(�−1)
,

O if |Xt | � �−2
2(�−1)

.

This is not a martingale; when it quits the pointO, it visits for some time only one ray, so that no more than
local time can increase and this is in contradiction with (3.3.5). On the other hand, it is clear that the martin
class (D) converging toXτ is Xt∧τ .

Remark 3.3.16.Remark 3.3.15 is not surprising since the situation is similar for smooth manifolds. Let u
notice a more surprising fact. On small enough Riemannian manifolds, one can check that a continuo
martingale(Yt ;0� t � 1) is a martingale if and only if

lim
∑

k

δ
(
Ytk ,B[Ytk+1 |Ftk ]

) = 0

in probability as the mesh of the subdivision(tk) of [0,1] tends to 0 (Theorem 4.5 of [26]); actually, ifYt is a
martingale with bounded quadratic variation, this expression converges to 0 inL1 (Lemma 5.5 of [26]). Here, ther
are martingales inY� which do not satisfy this condition. Consider the case of the isotropic Walsh processXt . For
s � t , if Xs ∈ R�

i , then the conditional law ofXt givenFs gives more mass toRi than other rays, and we can che
thatE[γj (Xt ) | Fs] � 0 for anyj �= i. Thus, by applying (2.2.6),

E
[
γi(Xt ) | Fs

]
� 0 ⇒ B[Xt | Fs] = O on {Xs ∈ R�

i }.
We can check that the variableE[γi(Xt )|Fs] tends to+∞ ast ↑ ∞, so this condition holds ift is large enough
more precisely, by using the scaling property of the process, it holds ift − s � c|Xs |2. By using the subdivision
tk = k/K of [0,1], we deduce∑

k

δ
(
Xtk ,B[Xtk+1 | Ftk ]

)
�

∑
k

|Xtk |1{|Xtk
|�(cK)−1/2}.

The right-hand side does not converge to 0 inL1. This difference with respect to the case of smooth manifold
essentially due to the difference in the size of convex barycentres (see Remark 2.3.2); ifY is a martingale, both
t
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variablesYtk andB[Ytk+1|Ftk ] are in the conditional convex barycentre ofYtk+1 givenFtk , so they are closer to eac
other in the manifold-valued case than in the tree-valued case.

4. Martingales and coupling

Let us now return to the problem of constructing a continuous martingaleYt of class (D) with prescribed limi
Y∞. It is a property of the probability spaceΩ and its filtration(Ft ). For smooth Cartan–Hadamard manifolds, i
known from [3] that these martingales exist as soon as all theFt real martingales are continuous; we can conjec
that the same result holds here, but it seems difficult to adapt the proof. A general exact formula is unl
exist (see Remark 3.3.15), and we will limit ourselves to filtrations generated by some diffusion process
techniques can be used (as in the smooth case), namely coupling of the diffusion (this is the aim of this
or energy minimisation when the diffusion is symmetric (see next section). This leads to the existence
frameworks.

In this section, we work out the coupling method which is classically used in the manifold-valued case,
instance [18] where coupling of the Euclidean Brownian motion is applied, see also [31] for an application
singular case using a more functional analytic approach. Approximation ofY

� by hyperbolic planes with highly
negative curvature is also discussed in this section (see Section 4.3).

Let us fix a bounded final variableY onN = Y
� which isF1 measurable, and consider a discretization∆ = (tk),

0� k � K of the time interval[0,1]. The idea is to define(Yk) by YK = Y and

Yk = B[Yk+1 |Ftk ]. (4.0.1)

This sequence can be viewed as a discrete martingale (and this is actually compatible with the definition o
gales with jumps which will be given in Section 8). We deduce from Jensen’s inequality (2.3.1) that the se
f (Yk) is a discrete submartingale for any convex Lipschitz functionf . Moreover, Proposition 2.3.7 says that ifY

andY ′ are two final values, thenδ(Yk,Y
′
k) is a submartingale, so

δ(Yk,Y
′
k) � E

[
δ(Y,Y ′) | Ftk

]
. (4.0.2)

We are looking for a condition ensuring the convergence of(Yk) as the discretization mesh max(tk+1 − tk) tends
to 0.

4.1. The main result

Let M be a separable metric space with distanced , letΩ be the space of continuous functionsω :R+ → M , and
let Xt be the canonical processXt(ω) = ω(t) with its natural filtration(Ft ). If moreoverM is complete, then the
usual topology ofΩ (uniform convergence on compact subsets) can be defined by a separable complete d
andΩ is a Lusin space. We consider onΩ a family of probability measures(Px;x ∈ M) under whichXt is a
homogeneous Markov process with initial valueX0 = x; let Pt be its semigroup. As usually, we also denote byP

ν

the law of the process with initial lawν.

Definition 4.1.1. An admissible coupling ofXt with itself is a family (Px,x′
), (x, x′) ∈ M × M , of probability

measures onΩ × Ω with canonical process(Xt ,X
′
t ), filtration (F ′′

t ), such that

E
x,x′ [f (Xt ) | F ′′

s ] = Pt−sf (Xs), E
x,x′[

f (X′
t ) | F ′′

s

] = Pt−sf (X′
s)

for any bounded Borel functionf .

This means that the laws of(Xt ) and(X′
t ) are respectivelyPx andP

x′
underPx,x′

, and that the processesXt

andX′ are Markovian for the filtration of(X,X′).
t
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This binary coupling is a simplification of the notion of stochastic flow, since we do not consider simultan
all the initial conditions, but only two of them. We will assume the existence of a good coupling for whichXt and
X′

t are close to each other whenx andx′ are close.

Remark 4.1.2.We do not suppose that the coupling is fully Markovian, since we do not require(X,X′) to be
Markovian. Notice that another notion of coupling is used in [31].

A particular class of coupling is the class of coalescent couplings for which the processesXt andX′
t try to meet

and are equal after their first meeting time

σ = inf{t � 0; Xt = X′
t }.

In this case, the coupling is good if

lim
d(x,x′)→0

P
x,x′ [σ > t] = 0 (4.1.3)

for t > 0 fixed. The following main result gives the existence inN = Y
� of a martingale with final valueg(X1);

recall that the uniqueness was proved in Corollary 3.3.12.

Theorem 4.1.4.We suppose that

E
x
[
d(x,Xt ) ∧ 1

]
� φ1(t) (4.1.5)

for some functionφ1 satisfyinglim0 φ1 = 0, and that there exists an admissible coupling(Px,x′
) such that

E
x,x′[

d(Xt ,X
′
t ) ∧ 1

]
� φ2

(
d(x, x′)

)
(4.1.6)

for some functionφ2 satisfyinglim0 φ2 = 0. Then for any uniformly continuous bounded mapg :M → N , there
exists a uniformly continuous maph : [0,1] × M → N such thatYt = h(t,Xt ), 0� t � 1, is underPx the bounded
martingale with final valueY1 = g(X1).

Proof. On Ω × Ω with its natural filtration(F ′′
t ), we first construct a couplingP(s,x),(s′,x′) for nonnegatives and

s′ as follows. Suppose for instance thats � s′.

• On the time interval[0, s], we put(Xt ,X
′
t ) = (x, x′).

• On the time interval[s, s′], we putX′
t = x′ and(Xs+u;0� u � s′ − s) evolves according toPx .

• After time s′, conditionally onF ′′
s′ , the process(Xs′+u,X

′
s′+u

;u � 0) evolves according toPx′′,x′
for x′′ = Xs′ .

ThenX andX′ are Markovian for the filtration of(X,X′), and afters, respectivelys′, they evolve according to
Px , respectivelyPx′

. We can suppose without loss of generality thatφ2 is bounded and non decreasing; then,
s � s′ � t , from (4.1.6),

E
(s,x),(s′,x′)[d(Xt ,X

′
t ) ∧ 1 |F ′′

s′
]
� φ2

(
d(Xs′, x′)

)
� φ2

(
d(x, x′) + d(x,Xs′)

)
.

A similar inequality can of course be written fors′ � s � t . By taking the expectation and applying (4.1.5),
obtain an expression which converges to 0 as|s′ − s| andd(x, x′) tend to 0, so

E
(s,x),(s′,x′)[d(Xt ,X

′
t ) ∧ 1

]
� φ3

(|s′ − s| + d(x, x′)
)

(4.1.7)

with lim φ3 = 0, for t � s ∨ s′. Now consider the variableY = g(X1) of the theorem, and a subdivision∆ = (tk) of
[0,1]. It follows from the Markov property ofX that the discrete martingale (4.0.1) has the formYk = h∆(tk,Xtk )

for a bounded functionh∆ defined on∆ × M . Moreover, fors ands′ in ∆, it follows from the Markov properties
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of Definition 4.1.1 that, onΩ × Ω and underP(s,x),(s′,x′), the sequencesh∆(tk ∨ s,Xtk ) andh∆(tk ∨ s′,X′
tk
) are

the discrete martingales with final valuesg(X1) andg(X′
1). By applying (4.0.2), we obtain

δ
(
h∆(s, x),h∆(s′, x′)

)
� E

(s,x),(s′,x′)[δ(g(X1), g(X′
1)

)]
.

We deduce from (4.1.7) thath∆(t, x) is uniformly continuous on∆ × M , and this is uniform in∆. SinceM is
separable, there exists a sequence of dyadic subdivisions∆n such thath∆n(t, x) converges fort dyadic andx ∈ M ;
moreover, the limith(t, x) is uniformly continuous and can therefore be extended to[0,1] × M . The process
Yt = h(t,Xt ) is continuous, with valueg(X1) at time 1; it is transformed into a submartingale by any con
functionf because the processf (Yt ) is the limit of the uniformly bounded discrete submartingalesf (Yk), soYt

is a bounded martingale.�
Corollary 4.1.8.Suppose that(4.1.5)holds true, and consider a coalescent coupling satisfying(4.1.3). Then(4.1.6)
holds true, and consequently, the conclusion of Theorem4.1.4is valid.

Proof. By applying (4.1.5) and the triangle inequality on one hand, and the coalescence on the other h
obtain

E
x,x′[

d(Xt ,X
′
t ) ∧ 1

]
� min

(
d(x, x′) + 2φ1(t),P

x,x′ [σ > t]).
Fix somet0 > 0; in the right-hand side, we use the first term ift < t0, and the second one ift � t0, so

sup
t

E
x,x′[

d(Xt ,X
′
t ) ∧ 1

]
� d(x, x′) + 2 sup

t<t0

φ1(t) + P
x,x′ [σ > t0].

Consequently, from (4.1.3),

lim sup
d(x,x′)→0

sup
t

E
x,x′[

d(Xt ,X
′
t ) ∧ 1

]
� 2 sup

t<t0

φ1(t)

for any t0 > 0, and is therefore 0. Thus (4.1.6) is satisfied.�
Remark 4.1.9.In Theorem 4.1.4 and Corollary 4.1.8, the conditions were uniform with respect tox; however, what
we need is that each point ofM has a neighbourhood satisfying (4.1.7). The functionsh∆ are indeed uniformly
continuous on these neighbourhoods, and we again deduce the convergence and the continuity of the lim

Example 4.1.10.For the real Wiener process, there are two classical couplings satisfying the assumpt
Theorem 4.1.4. Firstly, the two processes can stay at a fixed distance from each other (X′

t −Xt = x′ −x). Secondly,
we can consider the coalescent coupling for whichXt + X′

t = x + x′ up to the first meeting time (the processX′ is
obtained fromX by reflection). Actually, for any coupling for which the processes coincide after their first me
time, the process|X′

t − Xt | is a martingale, so all these couplings are similar for the estimation ofE|X′
t − Xt | =

|x′ − x| (this is of course false in dimension greater than 1).

Example 4.1.11.If X is the solution of a stochastic differential equation driven by a Wiener process, w
consider the flow associated to this equation, and letX andX′ be the images ofx andx′ by this flow. We obtain a
non coalescent coupling. This can be applied to Brownian motions on Riemannian manifolds; it is also pos
more technical to construct a coalescent coupling, see [19] where a stronger coupling property is actually

Example 4.1.12.We will see in Section 7 that a coalescent coupling satisfying (4.1.6) can be constructed for
processes onY�; more general trees and graphs can also be considered. Of course, the one-dimensional
of these spaces makes the construction much easier.



J. Picard / Ann. I. H. Poincaré – PR 41 (2005) 631–683 649

martin-
y
ctional
nal

unique
).

) with
e are

ed
e

e

with
Corollary 4.1.13. Consider a diffusionXt satisfying the assumptions of Theorem4.1.4, and a probabilityPν for
some initial lawν. Then anyN -valued integrable variable is the limit of a unique martingale of class(D).

Proof. Corollary 3.3.13 is used at each of the following steps (except the second one). The existence of the
galeYt with final valueg(X1) is first extended to any bounded Borel mapg by approximating them by uniforml
continuous functions (real functions can be approximated by uniformly continuous functions from a fun
monotone class theorem, and the result is easily extended toN -valued maps). In a second step, we consider fi
variables of typeg(Xt1, . . . ,Xtk ) and construct the martingale on each time interval[tj , tj+1]. In a third step, by
approximating general variables by such variables, we deduce that any bounded variable is the limit of a
bounded martingale; the result is then easily extended to integrable variables and martingales of class (D�
Remark 4.1.14.Under the conditions of Theorem 4.1.4, it is clear that continuous martingales of class (D
prescribed integrable limit exist in particular onR. This means that real martingales are continuous. Thus w
in a case where the existence result of [3] concerning smooth manifolds can be applied.

4.2. Feller property of the semigroup

We have solved the existence problem for the filtration ofXt ; if g is bounded, the initial value of the bound
martingale with final valueg(Xt ) is denoted byQtg(x). It is classical to check thatQt is a semigroup; this is th
(non linear) heat semigroupQt acting on boundedN -valued mapsg. Then the martingale with final valueg(Xt )

is (Qt−sg(Xs); s � t). The coupling method also implies a Feller property on this semigroup.

Proposition 4.2.1.Under the assumptions of Theorem4.1.4, the semigroupQt is Feller continuous in the sens
that if g :M → N is a bounded continuous function, thenQtg is continuous for anyt andQtg(x) converges to
g(x) as t ↓ 0. If the coupling is coalescent and satisfies(4.1.3), thenQt is regularising, or strongly Feller; this
means that fort > 0, it maps bounded Borel functions to bounded continuous functions.

Proof. From Proposition 3.3.11, one has

δ
(
Qtg(x),Qtg(x′)

)
� E

x,x′[
δ
(
g(Xt ), g(X′

t )
)]

,

and from (4.1.6),(Xt ,X
′
t ) converges in law to(Xt ,Xt ) as x′ → x. We deduce thatQtg is continuous ifg is

continuous. Similarly

δ
(
g(x),Qtg(x)

)
� E

x
[
δ
(
g(x), g(Xt )

)]
tends to 0 ast ↓ 0 from (4.1.5). In the coalescent case, we use

δ
(
Qtg(x),Qtg(x′)

)
� 2 sup

y

∣∣g(y)
∣∣Px,x′ [σ > t]. �

In the coalescent case, if for instance the probability of non coupling (4.1.3) is dominated byd(x, x′), thenQtg

is Lipschitz.
Corollary 4.1.13 also enables to solve the Dirichlet problem; letM0 be an open subset ofM and letτ be the first

exit time ofM0 for Xt . If τ is finite and ifg :M → N is bounded, we can consider the bounded martingale
limit g(Xτ ) underPx , and leth(x) be its initial value; then the martingale ish(Xt∧τ ). We say thath is harmonic
onM0.

Proposition 4.2.2.Under the assumptions of Theorem4.1.4, if the coupling is coalescent and satisfies(4.1.3), and
if h :M → N is bounded and harmonic on an open subsetM , thenh is continuous onM .
0 0



650 J. Picard / Ann. I. H. Poincaré – PR 41 (2005) 631–683

ent

ne with

in
2.0.1) of

n

quence
Proof. If x andx′ are inM0, we consider the coupled process(Xt ,X
′
t ) and the exit timesτ andτ ′ of M0; from

Proposition 3.3.11,

δ
(
h(x),h(x′)

)
� E

x,x′[
h(Xt∧τ ), h(X′

t∧τ ′)
]

� 2 sup
y

∣∣h(y)
∣∣Px,x′ [σ > t ∧ τ ∧ τ ′]

� 2 sup
y

∣∣h(y)
∣∣(Px,x′ [σ > t] + P

x,x′ [τ ∧ τ ′ < t]) (4.2.3)

for any t . Fix x in M0 and consider a neighbourhoodV of x which is at a positive distance from the complem
of M0. The first probability in (4.2.3) tends to 0 asx′ → x for t > 0 fixed, and the second one tends to 0 ast ↓ 0
uniformly for x′ in V (apply (4.1.5)). Thush(x′) tends toh(x). �
4.3. Stars and hyperbolic geometry

Another result can be worked out under the framework of Theorem 4.1.4; this result says thatN -valued mar-
tingales can be approximated by hyperbolic martingales, and it comes from the fact that a hyperbolic pla
highly negative curvature looks like a star.

Consider the planeR2; it can be endowed with a hyperbolic metric|.|κ with curvature−κ by putting

|u|2κ = |u1|2 + sinh(
√

κ|y|)2

κ|y|2 |u2|2, (4.3.1)

whereu is a vector based aty ∈ R
2, andu1 andu2 are its radial and angular parts (|u|κ = |u| if y = 0). We denote

by δκ the corresponding distance so thatH
2
κ = (R2, δκ) becomes a hyperbolic plane with curvature−κ . Notice

that the Euclidean distanceδ0 is dominated by the hyperbolic distanceδκ . Notice also that we can construct
H

2
κ continuous martingales with prescribed final value (see Remark 4.1.14). Now choose an embedding (

N = Y
� in R

2; this is also an isometric embedding intoH
2
κ .

Proposition 4.3.2.Under the assumptions of Theorem4.1.4, let (Y κ
t ;0 � t � 1) be the bounded martingale i

H
2
κ = (R2, δκ) with final valueg(X1). Then

lim
κ↑∞ sup

0�t�1
δ0(Y

κ
t , Yt ) = 0 (4.3.3)

in probability for a processYt , andYt is the boundedN -valued martingale with final valueg(X1).

Proof. It is sufficient to prove that for any sequence of curvatures tending to infinity, there exists a subse
such that (4.3.3) holds almost surely, andYt is a martingale. The martingaleYκ

t has the formhκ(t,Xt ). The
technique used in Theorem 4.1.4 shows the uniform continuity ofhκ for the hyperbolic metric, uniformly inκ , and
therefore also for the Euclidean metric. Thus we can consider a subsequence converging to aR

2-valued functionh,
so thatYκ

t converges toYt = h(t,Xt ). Moreover, the convergence is uniform on compact subsets of[0,1] × M ,
so on{(t,Xt (ω));0� t � 1}, and (4.3.3) holds almost surely. On the other hand,Yκ

t lives in the convex hullNκ of
N in H

2
κ ; we see from (4.3.1) that

δκ(y/
√

κ, z/
√

κ) = δ1(y, z)/
√

κ,

soy �→ y/
√

κ is an isometry from(R2, δ1/
√

κ) ontoH
2
κ = (R2, δκ). The starN is invariant for this isometry, so

Nκ = N1/
√

κ . This implies that

sup
{
δκ(y,N);y ∈ Nκ

} = 1√ sup
{
δ1(y,N);y ∈ N1

} = C1√

κ κ
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for a finiteC1 (C1 is also the distance ofO to the complement ofN1). In particular,

δ0(Y
κ
t ,N) � δκ(Y κ

t ,N) � C1/
√

κ, (4.3.4)

and at the limit,Yt is in N . We have to prove that it is a martingale. LetCij be the scalar product ofei andej (the
vectors describing the embedding (2.0.1)), and letC be the maximal value ofCij for j �= i, so thatC < 1. If y and
z are in two different raysRi andRj of N , then we can write inR2

|z − y|2 = |y|2 + |z|2 − 2Cij |y||z| � |y|2 + |z|2 − 2C|y||z|
� (1− C)

(|y|2 + |z|2) � (1− C)
(|y| + |z|)2

/2� (1− C)δκ(y, z)2/2

so

δκ(y, z) � C′δ0(y, z) (4.3.5)

for someC′ � 1. This inequality also holds wheny andz are in the same ray, so it holds onN × N . Now letZκ
t

be a point inN which minimises the hyperbolic distance toYκ
t . By using (4.3.4) and (4.3.5), one has that

δκ(Y κ
t , Yt ) � δκ(Y κ

t ,Zκ
t ) + δκ(Zκ

t , Yt )

� δκ(Y κ
t ,Zκ

t ) + C′δ0(Z
κ
t , Yt )

� δκ(Y κ
t ,Zκ

t ) + C′δ0(Z
κ
t , Y κ

t ) + C′δ0(Y
κ
t , Yt )

� (1+ C′)δκ(Y κ
t ,N) + C′δ0(Y

κ
t , Yt )

� (1+ C′)C1/
√

κ + C′δ0(Y
κ
t , Yt ),

which converges to 0. Finally, for each rayRi consider the hyperbolic Busemann function

γ κ
i (y) = lim

r→∞
(
δκ(y, rei) − r

)
.

It is convex soγ κ
i (Y κ

t ) is a (bounded) submartingale. The convergence ofδκ(Y κ
t , Yt ) to 0 implies the convergenc

of γ κ
i (Y κ

t ) − γ κ
i (Yt ) to 0, andγ κ

i converges toγi on N . Thusγ κ
i (Y κ

t ) converges toγi(Yt ), andγi(Yt ) is therefore
a submartingale. We conclude with Proposition 3.3.4.�

5. Martingales and energy minimisation

Let us now describe another framework in which one can prove the existence of the martingale with pre
limit; this will relate our problem (as in [28] for the smooth case) with a variational problem, namely e
minimisation; this technique is particularly useful for symmetric diffusions for which a coupling seems diffic
construct.

5.1. The Dirichlet space

The aim of this subsection is to define and study the notion of Dirichlet space for tree-valued maps. In t
of more general spaces with nonpositive curvature, a definition using the heat semigroup is proposed in [1
we propose another one for the particular case of trees.

On a separable locally compact spaceM endowed with a Radon measureµ, consider a symmetric diffusio
(Xt ,0� t < ζ ) with lifetime ζ associated to a regular strongly local Dirichlet formE onL2(µ), under the lawPµ.
The strong locality means thatXt is continuous and is not killed insideM . The domain ofE is the Dirichlet space
D, andE(f ) = E(f,f ) is a semi-norm on it; its elements can be chosen quasicontinuous. We refer to [1
definitions and properties of these spaces and diffusions.
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For some purposes, the spaceD is too restrictive and we have to enlarge it; for instance, the spaceD is stable
with respect to Lipschitz transformationsφ such thatφ(0) = 0, but generally not with respect to all Lipschi
transformations (constant functions are not always inD); this causes some trouble because for tree-valued f
tions, there is generally not a canonical point which could replace the role of the point 0 ofR. For this reason, we
are going to consider the spaceD

loc of functions which are locally inD (on each relatively compact open sub
of M there exists a function ofD which coincides withf ). In D, we can consider energy measuresµ〈f,g〉 and
µ〈f 〉 = µ〈f,f 〉 so thatE(f ) is the total massµ〈f 〉(M). These measures can also be defined for functions ofD

loc;
one indeed deduces from the locality that iff andg coincide on an open set, thenµ〈f 〉 andµ〈g〉 also coincide
on this set. Thus one can define the energyE(f ) = µ〈f 〉(M) (finite or infinite) onD

loc. We will be particularly
interested by the subspaceD

b consisting of bounded functions ofD
loc with finite energy. In the transient case, th

space coincides with the space of bounded functions of the reflected Dirichlet space, see [6].
Constant functions are inDb (and have zero energy), soDb is stable with respect to all Lipschitz functions. L

us give some other useful facts.

Lemma 5.1.1.For any functionf of D
b, one has

µ〈f 〉{f = 0} = 0. (5.1.2)

For anyf andg in D
b such thatfg = 0, one has

µ〈f +g〉 = µ〈f 〉 + µ〈g〉, (5.1.3)

so

E(f + g) = E(f ) + E(g). (5.1.4)

For anyf andg in D
b, the energy measuresµ〈f 〉 andµ〈g〉 coincide on{f = g}.

Proof. These properties can be localised so it is sufficient to prove them for functions ofD. One has

µ〈Φ◦f 〉(dx) = (Φ ′ ◦ f )(x)2µ〈f 〉(dx)

for any functionΦ of classC1
b , so if Φ(0) = 0 andΦ ′(0) = 1,

µ〈f 〉{f = 0} �
∫

(Φ ′ ◦ f )(x)2µ〈f 〉(dx) = E(Φ ◦ f ) (5.1.5)

We apply this relation to

Φn(z) = arctan(nz)/n.

ThenΦ ′
n − Φ ′

m tends to 0 asm andn tend to infinity, so(Φn ◦ f ) is aE-Cauchy sequence; moreover it converg
to 0 inL2, so a standard argument shows thatE(Φn ◦ f ) converges to 0. Thus (5.1.2) follows from (5.1.5). On
other hand, we deduce from the nonnegativity ofµ〈f 〉 that∣∣µ〈f,g〉(A)

∣∣2 � µ〈f 〉(A)µ〈g〉(A),

soµ〈f,g〉 = 0 on{f = 0} ∪ {g = 0}. Thus, iffg = 0, thenµ〈f,g〉 is 0 and consequently (5.1.3) holds. We also h
that ∣∣µ〈f 〉(A) − µ〈g〉(A)

∣∣ = ∣∣µ〈f −g,f +g〉(A)
∣∣ � µ〈f −g〉(A)1/2µ〈f +g〉(A)1/2 = 0

if A ⊂ {f = g}, soµ〈f 〉 = µ〈g〉 on {f = g}. �
Remark 5.1.6. One can replace{f = 0} by {f = c} in (5.1.2). Similarly, (5.1.3) and (5.1.4) hold true
(f − c)(g − c′) = 0.
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Let M0 be a relatively compact open subset ofM , and let

τ = inf
{
t > 0; Xt /∈ M0

}
be the first exit time ofM0. We suppose thatτ < ζ (ζ is the lifetime ofX) P

µ-almost surely.
Let D0, D

loc
0 andD

b
0 be the spaces of functions ofD, Dloc andDb having a quasicontinuous modificationf such

thatf = 0 quasi everywhere outsideM0. Then(D0,E) is a regular Dirichlet form onM0 (called the part ofE on
M0) and it is associated to the processX killed at τ . The conditionτ < ζ implies that it is transient, so (see [14]∫ ∣∣f (x)

∣∣ν(dx) � E(f )1/2 (5.1.7)

for f in D0 andν a measure such thatµ andν are mutually absolutely continuous. SinceM0 is relatively compac
in M , the spaceDloc

0 is equal toD0, soD
b
0 is the space of bounded functions ofD0.

If g is a quasicontinuous function ofDb, we let Db
g be the set of functions ofDb having a quasicontinuou

modificationf such thatf = g quasi everywhere outsideM0.

Lemma 5.1.8.Let g be a quasicontinuous function ofD
b satisfyingE(f, g) � 0 for any nonnegative functionf

of D
b
0. Theng(Xt∧τ ) is a P

µ-supermartingale.

Proof. The function

h(x) = E
x
[
g(Xτ )

]
is quasicontinuous and isE-orthogonal toD0, so thatE(f,h) = 0 for anyf of D

b
0; this was proved in Section 4.

of [14] wheng is in the Dirichlet space, but can be extended tog in D
b by modifyingg outside the closure ofM0.

The processh(Xt∧τ ) is the bounded real martingale with final valueg(Xτ ). The functiong − h is in D0 and our
assumption implies thatE(g − h,f ) is nonnegative for any nonnegativef of D0; thusg − h is superharmonic fo
the process killed atτ , and(g − h)(Xt∧τ ) is aP

µ-supermartingale. �
Let us now extend the notion of Dirichlet space to maps with values inN = Y

�.

Definition 5.1.9.The setDb(N) is the space ofN -valued functionsf such thatφ ◦ f is in D
b for any Lipschitz

functionφ :N → R. Forf in this space, we put

E(f ) = sup
{
E(φ ◦ f ); φ nonexpanding

}
.

Lemma 5.1.10.A functionf is in D
b(N) if and only if its componentsfi are in D

b. In this case, one has

E(f ) = E
(|f |) =

∑
E(fi). (5.1.11)

Proof. It is clear thatfi ∈ D
b is necessary forf ∈ D

b(N). Conversely, we check that it is sufficient by using
decomposition

φ(y) = φ(O) +
∑

i

(
φi(yi) − φ(O)

)
(5.1.12)

of any Lipschitz functionφ into Lipschitz functionsφi(r) = φ(rei) on each rayRi . The second equality in (5.1.11
follows from (5.1.4). We have to prove thatE(f ) = E(|f |). The inequalityE(f ) � E(|f |) follows easily from
Definition 5.1.9. On the other hand, ifφ is non expanding, we can supposeφ(O) = 0, we use (5.1.12) and aga
(5.1.4) to obtain

E(φ ◦ f ) =
∑

E(φi ◦ fi) �
∑

E(fi),
i i
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soE(f ) � E(|f |). �
Remark 5.1.13.One also hasE(f ) = E(γi ◦ f ) for any Busemann functionγi .

One can define the energy measure off by

µ〈f 〉 = µ〈|f |〉 =
∑

µ〈fi 〉,

where the second equality follows from (5.1.3). ThusE(f ) is the total mass ofµ〈f 〉.

Lemma 5.1.14.Let fn be a sequence inDb(N) which converges almost everywhere to a functionf . Suppose tha
fn andE(fn) are uniformly bounded. Thenf is in D

b(N) and

E(f ) � lim inf E(fn).

Proof. This is deduced from Lemma 5.1.10 and the similar property forD
b, which itself is deduced from th

property forD and a localisation. �
5.2. Energy minimising maps

Let g be a quasicontinuous map ofD
b(N); we are going to prove the existence of the bounded contin

martingale with final valueg(Xτ ). The spaceDb
g(N) is defined in an evident way as in the real case, and

martingale will have the formh(Xt∧τ ) for h energy minimising in this space.
The existence ofh can be worked out with the method used for general smooth manifolds in [28], b

will take advantage of the nonpositive curvature of our space to apply a more elementary method with
weaker assumptions. The following result is an adaptation of a general analytical theory to our framew
Theorem 2.2 of [20]. Notice that the Poincaré inequality which is classically used in this method is here re
by the transience of the killed process and (5.1.7). We begin with a preliminary result.

Lemma 5.2.1.Let u and v be quasicontinuous functions ofD
b(N), and letw(x) be the midpoint betweenu(x)

andv(x). Thenw is in D
b(N), and

E(w) � 1

2
E(u) + 1

2
E(v) − 1

4
E
(
δ(u, v)

)
. (5.2.2)

Proof. We deduce from

wi(x) = 1

2

(
γi ◦ u(x) + γi ◦ v(x)

)− (5.2.3)

thatw is a quasicontinuous function ofDb(N). Its energy measure satisfies

µ〈wi 〉 � 1

4
µ〈γi◦u+γi◦v〉 = 1

2
µ〈γi◦u〉 + 1

2
µ〈γi◦v〉 − 1

4
µ〈γi◦u−γi◦v〉.

On the setAi = {u ∈ Ri} ∪ {v ∈ Ri}, one has

δ(u, v) = |γi ◦ u − γi ◦ v|,
so

µ � 1
µ + 1

µ − 1
µ (5.2.4)
〈wi 〉 2

〈u〉
2

〈v〉
4 〈δ(u,v)〉
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on Ai . In particular, since the union of the subsetsAi is M , the right-hand side is a nonnegative measure onM .
Moreover, the measuresµ〈wi 〉 are supported by the disjoint sets{wi > 0}, so

µ〈w〉 =
∑

i

µ〈wi 〉 � 1

2
µ〈u〉 + 1

2
µ〈v〉 − 1

4
µ〈δ(u,v)〉 (5.2.5)

by applying (5.2.4) on{wi > 0} ⊂ Ai . Then (5.2.2) follows by integration.�
Proposition 5.2.6.Consider the above framework with a strongly local regular Dirichlet form(D,E) on the locally
compact separable spaceM with diffusionXt , a relatively compact open subsetM0 such thatXt quitsM0 during
its lifetime, and a quasicontinuous functiong of D

b(N). Then there exists a unique(within a modification) h which
minimises the energyE(h) among functions ofDb

g(N).

Proof. Choose a minimising sequence consisting of quasicontinuous functionshn of D
b
g(N); one applies (5.2.2

to two elementshm andhn of the sequence; the midpointhm,n is again inD
b
g(N), so

inf
Db

g(N)
E � E(hm,n) � 1

2
E(hm) + 1

2
E(hn) − 1

4
E
(
δ(hm,hn)

)
.

By letting m andn tend to infinity, one deduces thatE(δ(hn,hm)) converges to 0. The functionsδ(hm,hn) are in
D0, and by applying (5.1.7), there exists a subsequence of(hn) which converges almost everywhere to a functionh.
The subsequence will again be denoted by(hn), and

E
(
δ(hn,h)

)
� lim inf

m
E
(
δ(hn,hm)

)
converges to 0. By applying the quasicontinuity (see Theorem 2.1.4 of [14]), there exists a subsequence co
quasi everywhere, andh has therefore a modification which is equal tog quasi everywhere outsideM0. Then we
deduce from Lemma 5.1.14 thath is energy minimising inDb

g(N). For the uniqueness, we see from (5.2.2) t

two energy minimising mapsh1 andh2 should satisfyE(δ(h1, h2)) = 0, soh1 = h2 from (5.1.7). �
Now, we want to prove thath(Xt ) is a P

µ martingale. In the case of smooth Riemannian manifolds stu
in [28], one notices that sinceh is solution of a minimisation problem, then

d

dε
E(hε)

∣∣∣∣
ε=0

= 0 (5.2.7)

for any smooth familyhε such thath0 = h. Actually, when one is givenf , one can use the perturbationhε = T ε ◦h,
where(T ε) is the flow of diffeomorphisms ofN defined by the ordinary equation

T 0(y) = y,
d

dε
T ε(y) = f

(
T ε(y)

)
.

The relation (5.2.7) can be written (roughly speaking) as∫
M

(
f (x),LNh(x)

)
dµ(x) = 0,

whereLNh is the tension field ofh. Since this can be obtained for a large class of functionsf , we can deduce
thatLNh = 0 (in a weak sense) and thath(Xt) is a martingale. Here, this method cannot be immediately app
because one cannot define flowsT ε for all realε except if the pointO is fixed (roughly speakingf (O) = 0); this
is because all homeomorphisms ofN must letO fixed. Thus we will only consider a semi-flow(T ε, ε � 0) of
transformations, and the fact thath is energy minimising will imply that the derivative of (5.2.7) is nonnegative
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Theorem 5.2.8.Under the assumptions of Proposition5.2.6, if h is the energy minimising quasicontinuous map
D

b
g(N), thenh(Xt∧τ ) is a P

µ martingale with limitg(Xτ ).

Proof. Fix a rayRi , its associated Busemann functionγi , letρ be a nonnegative function ofD
b
0 and letT ε

x :N → N

be the translation of stepερ(x) in the direction ofRi . The perturbation ofh(x) is defined as

hε(x) = T ε
x

(
h(x)

)
.

One has

(γi ◦ hε)(x) = (γi ◦ h)(x) − ερ(x),

so
∂(γi ◦ hε)

∂ε

∣∣∣∣
ε=0

= −ρ.

The functionhε is in the Dirichlet spaceDb
g(N) and satisfies

E(γi ◦ hε) = E(hε) � E(h) = E(γi ◦ h).

By differentiating atε = 0, we obtain thatE(γi ◦ h,ρ) � 0, so, from Lemma 5.1.8,γi(h(Xt∧τ )) is a P
µ-sub-

martingale (for anyi). Thush(Xt∧τ ) is a martingale. �
Corollaries 5.2.9 and 5.2.11 are similar to [27]. IfM is a Riemannian manifold (or a Riemannian polyhedro

an analytical technique can actually provide the Hölder continuity ofh, see [20,9,31].

Corollary 5.2.9. Assume the absolute continuity condition

∀x ∈ M t > 0 P
x[Xt ∈ dz] � µ(dz). (5.2.10)

Then one can choose the modification ofh so that for anyx, the processh(Xt∧τ ) is underPx the bounded martin
gale with limitg(Xτ ).

Proof. We obtain from Theorem 5.2.8 and the condition (5.2.10) aP
x martingaleh(Xt∧τ ) indexed byt > 0; it has

a limit ast ↓ 0 becauseγi(h(Xt∧τ )) are bounded submartingales and have therefore limits. Leth0(x) be the limit.
If σ is any stopping time, the quasicontinuity ofh shows thath(Xσ ) is the limit ofh(Xσ+t ), so we can deduce tha
h0 = h outside a polar set. Thenh0 satisfies our requirements.�
Corollary 5.2.11. Assume the absolute continuity condition(5.2.10)and suppose moreover that bounded r
functions which are harmonic on an open subset ofM are continuous on this subset. Then the functionh of
Corollary 5.2.9is continuous onM0.

Proof. Fix a pointx of M0 and a nondecreasing family(Vr)r>0 of open neighbourhoods ofx such that
⋂

Vr = {x}.
Let σr be the first exit time ofVr for Xt . Thenh(Xσr ) convergesPx almost surely toh(x) asr ↓ 0, so forε > 0,
we can chooser so that

E
x
[
δ
(
h(x),h(Xσr )

)]
� ε.

On the other hand, the function

x′ �→ E
x′[

δ
(
h(x),h(Xσr )

)]
is harmonic onVr ; it is continuous from our assumption, so

δ
(
h(x),h(x′)

)
� E

x′[
δ
(
h(x),h(Xσr )

)]
� 2ε

if x′ is close tox. �
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Corollary 5.2.12. Assume the conditions of Proposition5.2.6 except thatM0 is not supposed to be relative
compact. Then again there exists a functionh of D

b(N) such thath(Xt∧τ ) is a P
µ martingale with limitg(Xτ ),

and one hasE(h) � E(g). The results of Corollaries5.2.9and5.2.11can also be extended.

Proof. Let Mn be the intersection ofM0 with a sequence of relatively compact open subsets ofM which increases
to M . Then we obtain a minimising maphn. If τn is the first exit time ofMn, thenhn(Xt∧τn) is the bounded
martingale with limitg(Xτn). The sequenceE(hn) is nonincreasing and therefore converges; ifhm,n is the midpoint
betweenhm andhn, one has

E(hm,n) � min
(
E(hm),E(hn)

)
becausehm,n coincides withg outsideMm∨n, andE(hm,n) is dominated with (5.2.2). Thus we can use the techn
of Proposition 5.2.6, deduce the existence of a subsequence converging almost everywhere to a functionh satisfying
E(h) � E(g), andh(Xt∧τ ) is a martingale as a limit of martingales. By using a probabilityP

ν for ν a probability
equivalent toµ, the probability of{τn �= τ } tends to 0, sog(Xτn) converges tog(Xτ ). Thus the processh(Xt∧τ ) is
the martingale with limitg(Xτ ). �
5.3. Martingales for symmetric diffusions

We are now going to prove the existence of martingales for probability spaces generated by symmetr
sions.

Theorem 5.3.1.Consider like previously a strongly local regular Dirichlet form on a separable locally com
spaceM , associated to a diffusionXt defined on a canonical probability spaceΩ with measurePµ. Suppose tha
the form is conservative so that the lifetimeζ of the process is infinite. Then, for any integrableN -valued variable,
there exists a uniqueN -valued martingale of class(D) converging to this variable.

Proof. As in Corollary 4.1.13, it is sufficient to consider final variables of the typeg(X1). We will suppose thatg
is continuous and inDb(N) (this is possible since the form is regular). By taking the product ofΩ with a Wiener
spaceΩW , we introduce an independent real Wiener processW ; on this space, we also consider a nonnega
process satisfying

dUε
t = −dt + √

ε dWt + dAε
t ,

whereAε
t is the reflection term at 0. The diffusionUε

t is the symmetric process which is associated to the Diric
space(Dε

U ,Eε
U ) on (R+,µε

U ), where

µε
U(du) = e−u/ε du/ε, Eε

U (f ) = ε

2

∫
R+

f ′(u)2µε
U(du),

andD
ε
U is the completion forEε

U + |.|2
L2(µε

U )
of the space of smooth functions onR+ with compact support. Th

process(Xt ,U
ε
t ), which can be defined onΩ × ΩW , is then associated to the product Dirichlet space(Dε

�,Eε
� ) on

(M × R+,µ ⊗ µε
U), with

Eε
� (f ) =

∫
E
(
f (., u)

)
µε

U(du) +
∫

Eε
U

(
f (x, .)

)
µ(dx).

This is a regular form (this is becauseD ⊗ D
ε
U is dense inDε

�, see Section V.2.1 of [5]). Letτ(ε) be the first exit
time ofM × (0,∞), so

τ(ε) = inf{t � 0; Uε = 0}.
t
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Consider the functiong(x,u) = g(x), so thatEε
� (g) = E(g). We deduce from Corollary 5.2.12 the existence o

martingaleY ε
t with final valueg(Xτ(ε)). By proceeding as in Corollary 5.2.9, we can takeUε

0 = 1 as an initial con-
dition since(Uε

t ) satisfies the absolute continuity condition (we letX0 be distributed according toµ). Whenε ↓ 0,
the exit timeτ(ε) and the final variableg(Xτ(ε)) converge respectively to 1 andg(X1); thus, from Corollary 3.3.13
the martingalesY ε

t must converge to the martingaleYt with final valueg(X1). However, this martingale is define
on the enlarged spaceΩ × ΩW , and we want a martingale onΩ . We can apply the Yamada–Watanabe met
of which is classically used for stochastic differential equations, see for instance Theorem IX.1.7 of [29].
spaceΩ × ΩW × ΩW with product measures, we consider the processes

Y ′
t (ω,ω′,ω′′) = Yt (ω,ω′), Y ′′

t (ω,ω′,ω′′) = Yt (ω,ω′′).
ThenY ′

t andY ′′
t are two bounded martingales with the same final valueg(X1(ω)), so they are identical. ThusYt

can be defined onΩ . �
Similarly to Corollary 5.2.9, we can deduce the following result.

Corollary 5.3.2. The result of Theorem5.3.1holds under the probabilitiesPx if the symmetric diffusion satisfie
the absolute continuity condition(5.2.10).

The initial value of thePx martingale with final valueg(Xt ) is written asQtg(x). We obtain as in Section
the nonlinear heat semigroupQt . It is well known that the energy is non increasing along the heat semigrou
smooth manifolds (in the case of maps with values in nonpositively curved manifolds, this is actually the c
method for proving the existence of a harmonic map in a prescribed homotopy class). Here, this property a
true.

Proposition 5.3.3.Assume the conditions of Theorem5.3.1and the absolute continuity condition(5.2.10). Let g
be inD

b(N). ThenQtg is also inD
b(N), andt �→ E(Qtg) is nonincreasing.

Proof. We return to the proof of Theorem 5.3.1. We have a functionhε such thathε(Xt ,U
ε
t ) is a martingale up to

the first hitting time of 0 byUε
t , and

∞∫
0

E
(
hε(., u)

)
µε

U(du) � Eε
� (hε) � Eε

� (g) = E(g). (5.3.4)

Put

Qε
ug(x) = hε(u, x).

In particular,Qε
ug converges toQug. Consider nonnegativeu andv; after a translation, the diffusionUε

t starting at
u + v and stopped when it hitsu has the same law than the same diffusion starting atv and stopped when it hits 0
We can deduce from this fact thatQε

u is a semigroup, and (5.3.4) is written as∫
E(Qε

ug)µε
U (du) � E(g).

If we consider(µε
U )(2) = µε

U � µε
U (the convolution product), then∫

E(Qε
ug)(µε

U )(2)(du) =
∫ ∫

E(Qε
u+vg)µε

U (dv)µε
U (du) �

∫
E(Qε

ug)µε
U (du) � E(g)

and more generally

E
( ∞∫

Qε
ug(µε

U )(n)(du)

)
�

∞∫
E(Qε

ug)(µε
U )(n)(du) � E(g) (5.3.5)
0 0
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where the left-hand side is computed inR
�. By taking n ∼ t/ε, we can let the measure(µε

U )(n) (which is a
convolution of exponential distributions with meanε) tend to a Dirac mass att . Moreover, the function which map
u to the hitting time of 0 byUε

t when it starts fromu is continuous in probability, uniformly inε for 0< ε < 1; we
deduce thatQε

ug(x) is continuous with respect tou, uniformly in ε. Thus the integral in left-hand side of (5.3.
converges toQtg, so we deduce from the lower semicontinuity of the energy thatE(Qtg) � E(g). SinceQt is a
semigroup, the proof is complete.�
Remark 5.3.6.One can proceed as in Corollary 5.2.11 for the continuity ofQtg. This means that a continuit
property forPtf (x) is transferred toQtg(x).

Numerous examples of Dirichlet spaces are of course known. If we restrict to trees, we can consider the
on the continuum tree constructed in [21]. Here is a simpler example.

Example 5.3.7.Consider a spaceM which is the union of a countable number of segmentsSi = [O,Ai] with
length�i > 0, such that the intersection of two different segments is reduced to the pointO. We suppose that

∑
�i

is finite. Then we put

E(f ) = 1

2

∑
i

∫
Si

f ′(x)2λi(dx)

for the Lebesgue measureλi on Si , wheref is a Lipschitz function which is smooth on each segmentSi and is
constant on all but a finite number of segments. After taking the closure, we obtain a regular Dirichlet form.
that in this example (and also for more general trees), elements ofD are automatically Hölder continuous with ra
1/2, so this implies a regularity on harmonic maps inD

b(N).

6. Generalisation to trees

Up to now, we have focussed on our baby treeY�. Our aim is now to generalise the results of previous sect
to other trees.

6.1. The geometry of trees

The simplest generalisation is the family of complete finite metric trees. They consist of a finite numb� of
edges which are isometric to closed intervals ofR, some endpoints of which are glued, and which yield a conne
and simply connected space (there is no loop). The endpoints of the edges are the vertices of the tree; a
class of vertices are those which belong to only one edge; they are the leaves of the tree. ThenN can be embedde
in R

� by letting theith edge being parallel to theith axis. More generally, we can considerR-trees, see for instanc
the definition in [13].

Definition 6.1.1.A R-tree is a metric space(N, δ) satisfying the two following properties for anyy1 andy2 in N .

1. There is one and only one isometry from the interval[0, δ(y1, y2)] into N mapping 0 toy1 andδ(y1, y2) to y2.
2. If φ : [0,1] → N is injective,φ(0) = y1, φ(1) = y2, thenφ([0,1]) is isometric to[0, δ(y1, y2)] (it is the arc

joining y1 andy2).

Since onlyR-trees will be considered, we will simply call them ‘trees’. We say thatN is a measurable tree
moreover it is endowed with aσ -algebra containing the balls. WhenN is separable, it will be implicitly endowe
with its Borelσ -algebra.
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5.3.7
The unique arc between two points ofN is a geodesic, and as in Definition 2.1.1, a function is said to be co
when it is convex on geodesics parameterised by arc length. For instance, the distance functionsδ(O, .) are convex.

The trees that we will consider will often be assumed to be complete. Ify is a point ofN and if the number o
connected components ofN \ {y} is different from two, theny is a vertex of the tree; in particular, if this numb
is one, theny is a leaf. A ray is a subset ofN which is isometric toR+, and an end ofN is an equivalence clas
of rays, where two rays are equivalent if their intersection is a ray. Then if one fixes an originO and an end with
some parametrisation(ξt ; t ∈ R+), one can define the associated Busemann function by

γξ (y) = lim
t→∞

(
δ(ξt , y) − δ(ξt ,O)

)
(6.1.2)

where the limit does not depend on the parametrisation and is actually stationary (changingO only adds a constant
This is a convex function. Ifξ is an end andy a point, we can consider the ray[y, ξ) with origin y and equivalen
to ξ ; its elements are called the ancestors ofy (relatively to ξ ); if y andy′ are two points, their first commo
ancestory ∧ y′ is the origin of the ray[y, ξ) ∩ [y′, ξ); it is in the arc[y, y′], and

δ(y, y′) = δ(y, y ∧ y′) + δ(y ∧ y′, y′) = γξ (y) + γξ (y
′) − 2γξ (y ∧ y′). (6.1.3)

Contrary toY�, Busemann functions will not be sufficient for the characterisation of continuous martin
for instance, a bounded tree has no end. We also have to consider leaves. Ify0 is a point ofN , we define

γy0(x) = δ(y0, y) − δ(y0,O). (6.1.4)

The set of ancestors ofy are in this case defined to be the arc[y0, y], the endpoints of[y0, y] ∩ [y0, y
′] arey0 and

the first common ancestory ∧ y′, and (6.1.3) is again satisfied. The functionsγξ whenξ is an end, andγy0 when
y0 is a leaf, will be called the basic convex functions.

There are relations between these functions. Ifξ andξ ′ are two different ends, we can consider the line(ξ, ξ ′)
joining them, which can be parameterised by(ξt ; t ∈ R); we can apply

δ(y, y′) + δ(y, y′′) = δ(y′, y′′) + 2δ(y, [y′, y′′])
to y′ = ξt , y′′ = ξ−t , let t tend to+∞, and deduce that

γξ (y) + γξ ′(y) = 2δ
(
y, (ξ, ξ ′)

) − 2δ
(
O,(ξ, ξ ′)

)
. (6.1.5)

There are similar relations with functionsγy0, involving rays[y0, ξ), or segments[y0, y
′
0].

In previous sections, we have used the embedding ofY
� into R

�. Separable complete trees have a sim
property.

Lemma 6.1.6.Consider the Banach space�1 of absolutely convergent real series and its subset�1+ of convergent
nonnegative series. Letek be the canonical series having1 at thekth row and0 elsewhere. On the other han
let N be a separable complete tree. Then there is an isometric embedding which mapsN onto a closed subset o
�1+ containing0 and which is the closure of a set of the form

⋃[zk, zk + αkek], for zk ∈ �1+ andαk � 0. Then the
distanceδ(y, z) in N is equal to the norm|z − y| in �1.

Proof. Let (yk)k�0 be a dense subset ofN . Let Nn be the convex hull of{yk;0 � k � n}. ThenNn is a finite
tree with at mostn edges. We can consider the embedding ofNn in R

n+ as follows; we letN0 = {0} and we let
Nj \ Nj−1, if not empty, be a segment of type[zj , zj + αjej ] for zj in Nj−1 andαj � 0. These embeddings a
compatible, so

⋃
Nn can be embedded in the subset of�1+ consisting of nonnegative sequences such that on

finite number of terms is positive. The distance onN corresponds to the�1 distance on this space, so by taking t
closure,N is embedded in the Banach space�1. �
Example 6.1.7.The starYN with countably many rays is an example of separable tree. The star of Example
is a subtree ofYN.
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Fig. 5. An example of oriented distance functionψ(yα
0 , .).

The situation is more complicated with nonseparable trees. In this case, the Borelσ -algebra is generally to
large, so that the number ofN -valued measurable variables is too small. Thus we have to endowN with another
σ -algebra, and this is why we have introduced in Definition 6.1.1 the notion of measurable tree; the m
admissibleσ -algebra corresponds to the Baire topology (which is generated by open balls). Notice that con
functions are not necessarily measurable for theseσ -algebras, so, when dealing for instance with convex functi
we will have to restrict to measurable ones. Though stochastic calculus can be worked out on nonsepara
(see the results below), the problem of finding a martingale with given limit has generally no solution. Ho
we mention these spaces because there are classical examples of them, they are a simple description o
happen on a non separable space, and some classical diffusions are defined on the following examples.

Example 6.1.8.Consider the spaceR2 as a star with origin 0; this is the metric spaceN = Y
S

1
where the rays ar

indexed by the circleS1. Let Y be a Borel measurableN -valued variable; then the angular coordinateΘ(Y) ∈ S
1

should be measurable for theσ -algebra of all subsets ofS
1 (because any union of raysR�

θ is open); thus it should b
supported by a countable subset, andY should therefore be supported by a countable number of rays. This s
that if we want to consider more general variables, we have to choose anotherσ -algebra satisfying the condition
of Definition 6.1.1. We can for instance use the Borelσ -algebra associated to the classical topology ofR

2.

Example 6.1.9.Consider the spaceG of paths with birth and death times described as follows; the elemen
G are triplesy = (ωy, Sy, Ty), with Sy � Ty and(ωy(u);u ∈ R) is a càdlàg path with values in the disconnec
union ofR and a point{∂}, such that

ωy(u) ∈ R ⇔ Sy � u < Ty, ωy(Sy) = 0 if Sy < Ty.

The distance onG is defined by

δ(y, y′) = Ty + Ty′ − 2
(
inf

{
u; ωy(u) �= ωy′(u)

} ∧ Ty ∧ Ty′
)
. (6.1.10)

ThenG is a nonseparable tree. If we consider the end associated to the ray{Sy = Ty � 0}, the Busemann functio
is γ (y) = Ty ; if y �= y′, their first common ancestory ∧ y′ consists of the pathsy andy′ killed when they begin to
diverge, and the arcs joiningy or y′ to y ∧ y′ are obtained by erasingy or y′ progressively up to the divergenc
time. If we endowG with the σ -algebra generated by the functionsy �→ ωy(u), it is a measurable tree. We ca
also consider the subtreeGc consisting of the elementsy such that the pathωy is continuous on[Sy,Ty).

The basic geometric properties ofY
� can be extended to more general trees. We first need to verify tha

basic functions which were used in Section 2 are measurable, even if the tree is not separable.

Lemma 6.1.11.Let N be a measurable tree. The distance functionsδ(y0, .) and the Busemann functions(6.1.2)
are measurable. Moreover, ifyα

0 is a connected component ofN \ {y0}, then the oriented distance function(2.2.3)
is measurable.

Proof. The assertion concerning distance and Busemann functions is trivial since balls are measurable
oriented distance function, we have to check thatyα is measurable. Choose an interval(y , y ) in yα and a sequenc
0 0 1 0
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y(n) in this interval converging toy0; theny is in yα
0 if and only if y(n) belongs to the arc[y0, y] for n large, so

we can write

yα
0 =

⋃
n

{
y; δ(y0, y) = δ

(
y0, y(n)

) + δ
(
y(n), y

)}
,

and this set is measurable.�
The following result will also be useful later.

Lemma 6.1.12.Let N be a complete tree, letγ be a distance or Busemann function, and let(yt ; t � 0) be a
continuous path inN such thatγ (yt ) converges inR as t ↑ ∞. Thenyt converges inN .

Proof. Fix ε > 0. Fort large enough, we have

sup
s�t

∣∣γ (ys) − γ (yt )
∣∣ � ε.

Moreover, we deduce from the continuity of the path thatys ∧ yt belongs to{yu; t � u � s}, so

γ (yt ) − γ (ys ∧ yt ) � ε

for s � t . Thus, from (6.1.3),

δ(ys, yt ) = γ (ys) + γ (yt ) − 2γ (ys ∧ yt )

= (
γ (ys) − γ (yt )

) + 2
(
γ (yt ) − γ (ys ∧ yt )

)
� 3ε

for s � t , and the convergence follows from the completeness ofN . �
One can consider as in Definition 2.2.1 the barycentre for square integrable variables, then for integra

ables, and it is not difficult to extend the results of Section 2.

Proposition 6.1.13.The results of Propositions2.2.4, 2.3.5and2.3.7hold true for measurable trees(for Proposi-
tion 2.3.5one has to restrict to measurable functionsf ).

6.2. Stochastic calculus on a tree

As in Definition 3.1.1, an adapted càdlàg processYt in a measurable tree is said to be a semimartingale iff (Yt )

is a semimartingale for any measurable Lipschitz convex functionf . In the general case, it does not seem eas
find a characterisation, but in the continuous case, a single function is again sufficient for testing the semim
property (as in Proposition 3.1.4).

Proposition 6.2.1.Fix a root O in the measurable treeN , and let|y| be the distanceδ(O,y). Then an adapted
continuous processYt is a semimartingale if and only if|Yt | is a semimartingale.

Proof. Suppose that|Yt | is a semimartingale. Iff is a measurable nonexpanding convex function, we hav
prove thatf (Yt ) is a semimartingale. By a standard stopping argument, we can suppose that|Yt | and the variation
of its finite variation part are bounded by some constantC. Suppose also thatf is nonnegative andf (O) = 0 (the
general case immediately follows by adding tof a constant and a multiple of the distance toO). Let us study
f (Yt ) conditionally onF0 for some fixedY0 = y0 (this is possible because conditional probabilities exist onΩ ,
and we choosey0 so that|Yt | is conditionally a semimartingale satisfying the above boundedness conditions
someη > 0. The functionf is convex on the arc[O,y ]; its right derivativef ′ is a right continuous non decreasi
0
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function, and we can choose a subdivisionζ = (zk;0� k � K) of the arc[O,y0] such that the oscillation off ′ on
each arc[zk, zk+1) is at mostη. The piecewise affine function defined on this arc by interpolation fromf can be
written as

φζ (y) =
K−1∑
k=0

(
f (zk) + λkδ(zk, y)

)
1(zk,zk+1](y) =

K−1∑
k=0

ρkδ(zk, y)1(zk,y0](y)

whereρk = λk − λk−1 � 0 (putλ−1 = 0), and

f ′(zk) � λk � f ′(zk) + η.

For 0� k � K −1, letz0
k be the connected component ofN \{zk} containingy0, and putz0

K = ∅. Thenφζ coincides
on [O,y0] with the function

fζ (y) =
K−1∑
k=0

(
f (zk) + λkδ(zk, y)

)
1z0

k\z0
k+1

(y) =
K−1∑
k=0

ρkδ(zk, y)1z0
k
(y) (6.2.2)

which is convex onN . Moreover, fory in z0
k \ z0

k+1 such that|y| � C, one has

f (y) � f (zk) + f ′(zk)δ(zk, y) � f (zk) + (λk − η)δ(zk, y)

= fζ (y) − ηδ(zk, y) � fζ (y) − 2ηC. (6.2.3)

On the other hand, from Lemma 3.1.5, the process

δ(zk, Yt )1z0
k
(Yt ) = δ(zk, y0) +

t∫
0

1z0
k
(Ys) d|Ys | + 1

2
Lk

t

is a semimartingale, so, by applying (6.2.2),

fζ (Yt ) = fζ (y0) +
t∫

0

(
K−1∑
k=0

ρk1z0
k
(Ys)

)
d|Ys | + At

for a nondecreasing processAt . One has

K−1∑
k=0

ρk = λK−1 = f (zK) − f (zK−1)

δ(zK−1, zK)
� 1

(recall thatf is nonexpanding), so

fζ (y0) − E
[
fζ (Yt ) |F0

]
� E

[ t∫
0

|dVs | | F0

]
,

whereVt is the finite variation part of|Yt |, and where the conditional probability is taken for our fixedY0 = y0.
From (6.2.3) and sincefζ (y0) = f (y0), we have

f (y0) − f (Yt ) � fζ (y0) − fζ (Yt ) + 2ηC, (6.2.4)

so

f (y0) − E
[
f (Yt ) |F0

]
� E

[ t∫
|dVs | | F0

]
+ 2ηC.
0
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We can letη tend to 0, and allowy0 to vary, so

f (Y0) − E
[
f (Yt ) | F0

]
� E

[ t∫
0

|dVs | |F0

]
.

If we write a similar inequality for any time interval, and by summing these inequalities for the intervals[tj , tj+1]
of a subdivision of[0, t], we obtain

E

∑
j

(
f (Ytj ) − E

[
f (Ytj+1) | Ftj

])+ � E

t∫
0

|dVs | � C.

This implies as in the proof of Proposition 3.2.3 thatf (Yt ) is a quasimartingale, and therefore a semimar
gale. �

In particular, we see that the semimartingale property of|Yt | = δ(O,Yt ) does not depend on the choice ofO.

Corollary 6.2.5. In Proposition6.2.1, we can replace|Yt | byγ (Yt ), whereγ is any Busemann function(6.1.2).

Proof. Suppose thatγ (Yt ) is a semimartingale, whereγ is the Busemann function associated to a rayR. We can
again assume thatYt lives in a bounded subsetN0 of N . Let O be a point in the unbounded connected compon
of R \ N0. Then|Yt | = δ(O,Yt ) is equal toγ (Yt ) modulo an additive constant, and is therefore a semimartin
Thus we can apply Proposition 6.2.1.�
Example 6.2.6.Consider the measurable starY

S1
of Example 6.1.8. Walsh processesXt can be constructed sim

larly to Example 3.0.1 on this space by choosing a probabilityµ on the circle, see [34]. As it was the case forY
�,

they behave like a Brownian motion on each ray, and when they arrive atO, they choose a ray according toµ.
Then|Xt | is a reflected Brownian motion, soXt is a semimartingale.

Example 6.2.7.Consider the measurable treeG of Example 6.1.9, and the subtreeG0 = {y;Sy = 0}. The Brownian
snake [22,23] and the Poisson snake (see for instance [1]) are two diffusionsXt on G0 such that the lifetimeTXt

(the height of the snake) is a reflected Brownian motion. If we recall thatγ (y) = Ty is a Busemann function, w
deduce from Corollary 6.2.5 that these snakes are semimartingales.

Example 6.2.8.By a slight modification of the construction, we can also consider Brownian and Poisson
in G with real Brownian height (the snake becomes a worm). More precisely, ifX′

t is a Brownian or Poisso
snake inG0 with initial valueX′

0 = O defined bySO = TO = 0, a snakeXt in G with initial valueX0 = x can be
constructed as follows. The heightTX′

t
is a reflected Brownian motion that we write as

TX′
t
= Bt − inf

s�t
Bs

for a standard real Brownian motionBt , andXt is defined by

TXt = Tx + Bt , SXt = Sx ∧ inf{TXs ;0� s � t},
and

ωXt (SXt + u) = ωX′
t
(u).

These diffusions are again semimartingales and will be further studied later. Notice that the Brownian sna
in the subtreeGc of x such thatωx is continuous on[Sx,Tx).
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Example 6.2.9.Consider a complete separable tree without leaves, choose an endξ , and letγξ be the correspondin
Busemann function (6.1.2). Evans has constructed in [13] a family of diffusionsXt on this space, so thatγξ (Xt ) is
a real Brownian motion. They are semimartingales.

In the above examples, the trees had no leaf. On the other hand, when the tree has many leaves, the se
gale property is seldom satisfied by diffusions. Let us give an example.

Example 6.2.10.Consider the star and the diffusionXt of Example 5.3.7. Fix a pointA �= O and letXt start at
O and stop at the first hitting timeτA of A (the process is recurrent andτA is almost surely finite). We are goin
to prove thatXt is not a semimartingale by checking that the local time of|Xt | at pointO and timeτA should be
infinite. The local time atO on the segment containingA is some positive variableLA. If N0 is a subtree consistin
of n segments and containingA, the trace ofX onN0 is the Walsh process with isotropic choice atO and reflection
at the endpoints. In particular, the local times atO on the different segments are equal, so the total local tim
equal tonLA. By lettingn ↑ ∞, we see that the total local time should be infinite.

6.3. Quasimartingales

Quasimartingales can be defined as in Definition 3.2.1, and one can wonder whether the first two cond
Proposition 3.2.3 are again equivalent. One can indeed prove similarly that quasimartingales are transfor
real quasimartingales by measurable Lipschitz convex functions (in particular they are semimartingales). H
the converse is true for finite trees, but is not evident on infinite trees; we can actually describe a counter
for a nonseparable tree. This shows that quasimartingales are probably difficult to handle on general nonp
curved spaces.

Example 6.3.1.Consider the Brownian snakeXt in G of Example 6.2.8. LetX0 = x0 and let us look for the
barycentreB[Xt ]. Consider the endξ associated to the ray{Sy = Ty � 0} and its Busemann functionγ (y) = Ty ;
the first common ancestory ∧ y′ for this end has been described in Example 6.1.9. Letx be some point ofG;
the pathωXt has a part which is common withωx0, and the other part is governed by the Wiener measure, s
almost surely no interval common withωx . This implies that the only intervals whereωx andωXt can coincide are
those whereωx andωx0 coincide, sox ∧ x0 is in the arc joiningx andXt , and

δ(x,Xt ) = δ(x, x ∧ x0) + δ(x ∧ x0,Xt ).

We want to minimise the quadratic mean of the left-hand side, and it is clear that we must havex = x ∧ x0, so
x = B[Xt ] should be an ancestor ofx0. We have to computeTx , and we know thatTx � Tx0. The fact thatx is an
ancestor ofx0 implies thatx0 ∧ Xt is in the arc[x,Xt ], so we have

δ(x,Xt ) = δ(x, x0 ∧ Xt) + δ(x0 ∧ Xt,Xt )

= |Tx − inf
s�t

TXs | + TXt − inf
s�t

TXs .

Moreover, we haveTXs = Tx0 + Bs for a Brownian motionBs , so

δ(x,Xt ) = |Tx − Tx0 − inf
s�t

Bs | + Bt − inf
s�t

Bs.

The differenceδ(x0, x) = Tx0 − Tx is obtained by minimising the quadratic mean of this variable, and the sc
property of the Brownian motion shows thatδ(x0, x) = c

√
t . More generally,

δ
(
Xs,B[Xt |Fs]

) = c
√

t − s,

soXt is not a quasimartingale. However,γ (Xt ) = TXt is a real Brownian motion, and

γ (x) + δ(A,x) = 2δ
([A,ξ), x

) + γ (A)
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for any pointA. The processδ([A,ξ),Xt ) is from Lemma 3.1.5 a submartingale, soδ(A,Xt ) is also a submartin
gale. The method used in Proposition 6.2.1 enables to deduce thatf (Xt ) is a quasimartingale for any Lipschi
convex function, so Proposition 3.2.3 does not hold true for this space.

6.4. Continuous martingales

Continuous martingales are defined as in Definition 3.3.3 (one has to restrict to measurable functif ).
Proposition 3.3.10 again holds true (a limit in probability of martingales is a martingale). The analogue of
sition 3.3.4 is given as follows.

Proposition 6.4.1.In a measurable complete treeN , a continuous adapted processYt is a martingale if and only
if γ (Yt ) is a local submartingale for any basic convex functionγ of type(6.1.2)for an end or(6.1.4)for a leaf.

Proof. We have to prove that the condition is sufficient. Fix some pointO, a connected componentN0 of N \ {O},
and let us first prove that|Yt |1N0(Yt ) is a local submartingale. We suppose thatO is not a leaf (otherwise this i
included in the assumption), we choose an end or a leaf ofN which is also an end or leaf ofN \ N0, and we letγ
be the basic convex function associated to this end or leaf. By applying Lemma 3.1.5, we have

|Yt |1N0(Yt ) = |Y0|1N0(Y0) +
t∫

0

1N0(Ys) dγ (Ys) + Lt

2
,

so the left-hand side is a local submartingale. By adding expressions of this type, we can consider funcfζ

of type (6.2.2) and deduce thatfζ (Yt ) is a local submartingale. Now consider a measurable Lipschitz co
function f and let us studyf (Yt ). We can restrict ourselves to the case whereYt lives in a bounded part ofN ,
and by modifyingf outside this part, we can suppose thatf is minimal at some pointO. We apply the method o
Proposition 6.2.1 and in particular (6.2.4) withη ↓ 0 to deduce that

f (Y0) � E
[
f (Yt ) | F0

]
.

A similar inequality for more general time intervals shows thatf (Yt ) is a submartingale. �
Example 6.4.2.As in Proposition 3.3.4, on a finite tree, a continuous martingale is a process which is a
martingale on edges and which, when hitting a vertex, chooses no edge with probability greater than 1/2 (in the
sense of (3.3.5)).

Corollary 6.4.3. Let Yt be a continuous adapted process. Ifγ (Yt ) is a local martingale for some basic conv
functionγ , thenYt is a martingale.

Proof. Suppose for instance thatγ = γξ for some endξ , and let us check thatγξ ′(Yt ) is a local submartingale fo
other endsξ ′ (the case of leaves is dealt with similarly). Consider the line(ξ, ξ ′). By applying Lemma 3.1.5, w
check thatδ((ξ, ξ ′), Yt ) is a local submartingale, and we conclude by means of (6.1.5).�
Example 6.4.4.The Evans processes (Example 6.2.9) are clearly martingales from Corollary 6.4.3.

Example 6.4.5.In G, if we use the Busemann functionγ (y) = Ty (see Example 6.1.9), Corollary 6.4.3 sho
that Brownian and Poisson snakes (Example 6.2.8) are martingales. On the other hand, if we consider th
Xt in G0 (Example 6.2.7), the processTXt is a reflected Brownian motion, so we have to study more care
the behaviour ofXt when it is at the pointO defined byTO = 0. It appears that the Brownian snake is aga
martingale, but not the Poisson snake.
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Proposition 6.4.6.If (Yt ; t > 0) is a continuous martingale of class(D) on a complete treeN , thenYt has almost
sure limits ast ↓ 0 and t ↑ ∞, and(Yt ; 0� t � ∞) is a martingale of class(D).

Proof. If γ is a distance or Busemann function, thenγ (Yt ) is a submartingale of class (D), so converges. T
Yt converges from Lemma 6.1.12. The extension of the martingale property to the compact interval[0,∞] is not
difficult. �
6.5. Martingales with prescribed limit

The uniqueness of a martingale of class (D) with prescribed limit is stated in the following result which is
like the results it refers to.

Proposition 6.5.1.If δ is measurable onN × N , the statements of Proposition3.3.11and Corollaries3.3.12
and3.3.13hold true for measurable trees(for Corollary 3.3.13we suppose that the tree is complete and separa).

For the existence, we have to extend the results of Sections 4 and 5. However, this can be done only for s
trees.

Theorem 6.5.2.The results of Sections4.1and4.2 (Theorem4.1.4, Corollaries4.1.8and4.1.13, Propositions4.2.1
and4.2.2)hold true whenN is a separable complete tree.

Proof. We only consider Theorem 4.1.4. IfN is compact, the proof is similar. Otherwise, one considers a d
sequence(yk) and the compact subtreesNK generated by(yk; k � K). There exist martingales converging
the projectionsYK∞ of Y∞ on NK , and at the limit, we solve the problem onN by applying the analogue o
Corollary 3.3.13. �

However, this result cannot be extended to non separable measurable trees.

Example 6.5.3.Consider the starN = Y
S1

of Example 6.1.8, and let us look for a martingale converging
variableY . If N is endowed with its Borelσ -algebra, we have seen thatY must be supported by a separa
subtree, so we are reduced to the above result. On the other hand, if we use Borel measurability for the E
topology, the existence of a continuous martingale does not always hold; suppose for instance thatY is the value
at time 1 of a 2-dimensional Brownian motion; then

P
[
Θ(Yt ) = Θ(Y)

] = 0

for any adapted processYt and anyt < 1; thusYt cannot converge toY ast ↑ 1 (for the tree metric) because th
probability should converge to 1; this means that there does not exist any adapted continuous process witY

at time 1.

One can also adapt the Dirichlet form technique to separable complete trees. The spaceD
b(N) is defined as in

Definition 5.1.9. and we have the following analogue of Lemma 5.1.10.

Lemma 6.5.4.Let N be a separable complete tree which is embedded into�1 as in Lemma6.1.6. Then a function
f :M → N is in D

b(N) if and only if its componentsfi are in D
b and the series

∑
E(fi) converges. In this case

(5.1.11)holds true.
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Proof. Use the notations of Lemma 6.1.6. Lemma 5.1.10 is easily extended to finite trees, so in particula
finite subtreesNn of N . Define

gn(x) =
n∑

i=1

fi(x)

which is the projection off (x) on Nn. If f is in D
b(N), it is clear from the definition of this space thatfi should

be inD
b, gn should be inDb(N), andE(gn) � E(f ). Sincegn is Nn-valued, we have

E(gn) =
n∑

i=1

E(fi),

so
∑

E(fi) converges and is dominated byE(f ). Conversely, suppose that
∑

E(fi) converges, and letφ :N → R

be a nonexpanding function. Thenφ ◦ gn is in D
b and

E(φ ◦ gn) � E(gn) �
∑

E(fi).

The sequence(φ ◦ gn) converges toφ ◦ f , so this function is inDb andE(φ ◦ f ) is dominated by
∑

E(fi). Thus
the definition ofDb(N) shows thatf is in this space andE(f ) is dominated by

∑
E(fi). To complete the proof

we have to study|f |. We have

E
(|f | − |gn|

) = E
(∑

i>n

fi

)
� lim inf

m
E
(

m∑
i=n+1

fi

)
=

∑
i>n

E(fi)

which converges to 0, andE(|gn|) is
∑n

1 E(fi); we easily deduce thatE(|f |) is
∑

E(fi). �
In particular, projection on the finite subtreesNn defines an approximation procedure for elements ofD

b(N)

(they can be approximated for theE seminorm).

Lemma 6.5.5.Lemma5.2.1holds true for separable trees.

Proof. Write again the tree as in Lemma 6.1.6, and let us check formula (5.2.2) for the finite treesNn. Consider
an edge[zi, zi + αiei] with αi > 0, and the oriented functionψi of (2.2.3) associated to the connected compon
of Nn \ {zi} containingzi + αiei . Then, ifw is the midpoint ofu andv, we have

wi = min
(
(ψi ◦ u + ψi ◦ v)+/2, αi

)
.

This is the analogue of (5.2.3). Then one proceeds as in Lemma 5.2.1 withψi instead ofγi , and

Ai = {
x ∈ M; [u(x), v(x)

] ∩ [zi, zi + αiei] �= ∅}
.

The measureµ〈wi 〉 is supported by the disjoint sets{0 < wi < αi}, and each of these sets is included inAi . We
deduce (5.2.5) and (5.2.2) forNn, and extend the result toN by approximatingu and v in E-norm with their
projections onNn. �
Theorem 6.5.6.All the results stated in Sections5.2and5.3hold true for separable complete trees.

Proof. Proposition 5.2.6 is proved similarly. For the martingale property of Theorem 5.2.8, we have to
that (γ ◦ h)(Xt∧τ ) is a submartingale for any basic convex functionγ . If γ is a Busemann function, we use
perturbationhε as in Theorem 5.2.8; by using the embedding ofN into �1 (Lemma 6.1.6), we have

γ (y) =
∑

λ y
i i
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for someλi = ±1, soE(f ) = E(γ ◦ f ) for anyf of D
b(N), and we conclude as in Theorem 5.2.8. Ifγ = γy0 for

some leafy0, it is difficult to use the same perturbationhε (it will not be well defined ifh is too close to the leaf)
However, we can append a ray toN at the pointy0; the functionγy0 becomes a Busemann function for the n
tree; the functionh is also energy minimising with respect to the new tree, so we again deduce the subma
property, and the extension of Theorem 5.2.8 is checked. For Corollary 5.2.9, the limit ast ↓ 0 is obtained from
Lemma 6.1.12. The other results are proved as in Section 5.�
Remark 6.5.7.If now we consider connected spacesN which look locally like trees (namely graphs), the definiti
of continuous martingales can be localised similarly to manifolds. The uniqueness result (Corollary 3.3.12) d
hold any more since there can exist loops, and therefore closed geodesics; if(g(t);0 � t � 1) is a loop and ifBt is a
real Brownian motion stopped when it hits 1, thenYt = g(Bt ) andY ′

t = g(0) are two different bounded martingal
with limit g(0). For the existence, we can use a method similar to Riemannian manifolds with nonpositive se
curvature, namely use the universal cover. Here we associate a tree to the graphN ; more precisely, we fix a poin
O and the treeNO is the set of geodesics(g(t);0 � t � L) with unit speed and origing(0) = O, endowed with a
distance similar to (6.1.10); the mapπ :NO → N defined byπ(g) = g(L) is a projection. IfY∞ is an integrable
N -valued variable, we can find an integrableNO -valued variableY ′∞ such thatπ(Y ′∞) = Y∞, and construct the
NO -valued martingaleY ′

t of class (D) with limitY ′∞; thenYt = π(Y ′
t ) is aN -valued martingale with limitY∞.

7. Coupling of diffusions on trees

In Section 4, we have seen that when the probability space is generated by a diffusion on a separab
space(M,d), then the construction ofN -valued continuous martingales and the properties of the semigrouQt

can be deduced from coupling properties of the diffusion. We now explain how one can couple some di
whenM is a tree (or more generally a graph) so that (4.1.6) is satisfied ((4.1.5) is generally easy to get)
however thatd will not always be the tree distance (we have to use another one whenM is a nonseparable tree).

7.1. Coupling of spiders

As a first example, suppose thatM is our baby treeY�, and let us construct a couplingPx,x′
for Walsh processe

(Example 3.0.1); letσ be the first meeting time, and suppose that the two processesXt andX′
t coincide afterσ .

If Lt andL′
t are the total local times atO, then, in the isotropic casepi = 1/�, by applying the method used

Proposition 3.3.11, it is possible to prove (see Lemma 3.3 of [33]) the equality modulo martingales

d(Xt ,X
′
t ) ∼ � − 2

2�
(Lt∧σ + L′

t∧σ ).

In particular, if we want the expectation of this expression to be small, then the processes should meet b
shortly after the first one hitsO; one cannot use a non coalescent coupling. Thus we have to construct a co
so that the probability of{σ > t} is small. There are several possibilities; we can use independent processes
to adapt Kendall’s technique. We will describe a simple coupling for which the probabilities are easily esti
To simplify the notation, we will subsequently omit the superscript inP

x,x′
.

Proposition 7.1.1.If Xt is a Walsh process onM = Y
�, then there exists an admissible coalescent coupling so

the meeting timeσ satisfies

P
x,x′ [σ > t] � 3

d(x, x′)√
πt

. (7.1.2)

In particular, we can apply Theorem4.1.4and other results of Section4 whenXt is a Walsh process. The nonline
semigroupQ is regularising(Q g is Lipschitz for anyt > 0 and any bounded mapg).
t t
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Proof. We consider separately three cases according to the position of the initial pointsx andx′,

1. one of the initial points isO,
2. the initial points are not in the same ray,
3. the initial points are in the same ray.

In all the proof, we will denote byTa the law of the first hitting time ofa by a standard Brownian motion. Notic
that

P[Ta > t] = 1√
2πt

a∫
−a

e−x2/(2t) dx � a

√
2

πt
. (7.1.3)

First case.Suppose for instance thatx = O andx′ = ae1 for a > 0 (Fig. 6). In a first step, we construct th
processes up to the first hitting timeσ1 of ae1/2 by X′

t ; notice that this time is distributed likeTa/2. Up toσ1, we
wantd(x,Xt ) andd(x′,X′

t ) to be identical reflected Brownian motions, so, for each excursion of this proces
have to choose the side ofX′

t on R1 with respect tox′, and the ray in whichXt evolves. This can be done from
Walsh processξt on a starY2� with raysR±

i by putting, up toσ1,

Xt = |ξt |ei, X′
t = (

a ± |ξt |
)
e1 on {ξt ∈ R±

i }.
The Walsh processξt is determined by the probabilitiesp±

i of R±
i which should satisfy

p+
i + p−

i = pi,
∑

i

p+
i =

∑
i

p−
i = 1/2.

This means that we are reduced to find a coupling between a variable in{1, . . . , �} with law (pi), and a variable in
{+,−} with law (1/2,1/2). Then

σ1 = inf
{
t � 0; ξt ∈ {ae−

i /2;1� i � �}},
and the processesXt andX′

t meet at this time ifξσ1 = ae−
1 /2; this happens with probability

P[Xσ1 = X′
σ1

] = p−
1

/∑
i

p−
i = 2p−

1 .

If the processesX andX′ do not meet atσ1, then at this time both of them are at a distancea/2 from the origin, but
on two different raysR1 and, say,R2. In this case, we extend the coupling afterσ1 by using a standard coalesce
Brownian coupling on the geodesicR1 ∪ R2 (Example 4.1.10), namely

Xt =
(

a

2
+ Bt − Bσ1

)
e1, X′

t =
(

a

2
+ Bt − Bσ1

)
e2

Fig. 6. An example of coupling onY3.
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for a Brownian motionBt ; the processes meet at the first hitting timeσ2 of O by X′
t , which is distributed likeTa .

Thusσ is σ1 or σ2 with σ1 < σ2 ∼ Ta , so

P[σ > t] � P[Ta > t] � a

√
2

πt
(7.1.4)

with a = d(x, x′), and (7.1.2) is proved.
Second case.Let x andx′ be in two different rays, sayR andR′, and suppose for instance that|x| � |x′|. Then

we consider the usual coalescent Brownian coupling onR ∪ R′ up to the first timeσ0 at whichXt hits O, and the
coupling of the first case after this time. The meeting time is again dominated by the first hitting time ofO by X′

t ,
so (7.1.4) holds witha replaced by|x′| � d(x, x′), and (7.1.2) is again proved.

Third case.Let x andx′ be in the same ray, sayR1, and suppose for instance that|x| < |x′|. We consider the
coalescent Brownian coupling onR1 up to the first timeσ0 at which either the processes meet, orXt hitsO; in the
latter case, which happens with probability

P[Xσ0 = O] = |x′| − |x|
|x′| + |x| = d(x, x′)

|x′| + |x| ,

we use afterσ0 the coupling of the first case witha = |x| + |x′|. The timeσ0 is dominated in law byTd(x,x′)/2, so

P[σ > t] � P[σ0 > t/2] + P[σ − σ0 > t/2]
� P[Td(x,x′)/2 > t/2] + d(x, x′)

|x′| + |x|P[T|x|+|x′| > t/2]

� d(x, x′)√
πt

+ 2
d(x, x′)
|x′| + |x|

|x| + |x′|√
πt

= 3
d(x, x′)√

πt
. �

Remark 7.1.5.In order to minimiseσ in the first case, it seems reasonable to maximisep−
1 . For instance, in the

isotropic casepi = 1/3 (for � = 3), the probabilitiesp±
i can be specified by

1 2 3
+ 0 1/4 1/4
− 1/3 1/12 1/12

The same procedure can be applied to the starY
N with countably many rays. If now we consider Walsh proces

on M = Y
S1

(Example 6.2.6), we cannot use the tree distanced1 (the space is not separable), so we identifyM

with R
2 and use the Euclidean distanced2.

Proposition 7.1.6.ConsiderM = Y
S1

and a Walsh process on it. IfM is endowed with the Euclidean distan
of R

2, one can construct a coupling satisfying the requirements of Theorem4.1.4;in particular, the semigroupQt

exists. Moreover, ifg is bounded andt > 0, thenQtg is Lipschitz for the tree distance.

Proof. We use the coupling of Proposition 7.1.1. Then (7.1.2) holds for the tree distanced1, but not ford2, because
x andx′ can be close to each other ford2 but not ford1; this happens when they are not in the same ray (se
case of the above proof). So suppose that the initial points arex = ξe andx′ = ξ ′e′ with |e| = |e′| = 1, e �= e′ and
0< ξ � ξ ′; then, up to the first hitting timeσ0 of O by Xt , one has

d2(Xt ,X
′
t ) = ∣∣(ξ ′ + Bt)e

′ − (ξ + Bt)e
∣∣ � ξ ′ − ξ + (ξ + Bt)|e′ − e|.

The last term is a martingale so

E
[
d (X ,X )

]
� ξ ′ − ξ + ξ |e′ − e| � Cd (x, x′).
2 t∧σ0 t∧σ0 2
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so (4.1.6) holds ford2 if we restrict the expectation to{σ0 � t}. On the other hand, on{σ0 < t}, we can estimate
the meeting timeσ as in (7.1.4) to get

P[σ > t |F ′′
σ0

] � (ξ ′ − ξ)

√
2

π(t − σ0)
,

and by proceeding as in Corollary 4.1.8, we obtain

E
[
d2(Xt ,X

′
t ) ∧ 1 | F ′′

σ0

]
� φ(ξ ′ − ξ) � φ

(
d2(x, x′)

)
with lim0 φ = 0. We deduce (4.1.6) and the conclusion of Theorem 4.1.4. The regularising property ofQt for the
tree distanced1 is obtained from (7.1.2) which holds ford1. �

Then we can consider finite graphsM where each point has a neighbourhood which is isometric to a n
bourhood of the origin in a star. The coupling method of Proposition 7.1.1 can be localised in order to stud
processes onM . It is sufficient to consider the case wherex andx′ are close to each other; in this case, there i
most one vertex between them, and there is a vertexO which minimises the distance tox. We consider the subse
of M consisting of the edges starting atO, and apply the coupling of Proposition 7.1.1 on this subset; this ca
done up to the first time at which one of the processes hits a vertex different fromO; the probability that this occur
before the meeting timeσ is small, so the requirements of Theorem 4.1.4 are again fulfilled.

7.2. Coupling of snakes

Let us describe a coupling technique which can be used for some diffusions on trees, including the B
snake (Examples 6.2.7 and 6.2.8) and the Evans process (Example 6.2.9).

Fix a measurable treeM (recall Definition 6.1.1) and a height functionγ which is either a Busemann functio
(6.1.2) or a distance function (6.1.4). IfZ is a process, we will denote byZst the restricted process(Zu; s � u � t).

Definition 7.2.1. A continuous diffusionXt on M will be called a snake process with heightΓt = γ (Xt ) if,
underPx , the relations between conditional laws

L(Γt∞ | Γ0t ) = L(Γt∞ | Γt ) (7.2.2)

and

L(Xst | X0s ,Γ0∞) = L(Xst | Xs,Γst ) (7.2.3)

hold for s � t .

Condition (7.2.2) means that the processΓt is a Markov process for its natural filtration; condition (7.2.3) me
that the conditional law ofX givenΓ is Markovian, and that estimating(Xs; s � t) from Γ only uses the value
of Γ up to timet (write (7.2.3) fors = 0).

Lemma 7.2.4.If Xt is a snake with heightΓt , thenΓt andXt are Markov processes for the filtration ofX.

Proof. We have, fors � t and bounded measurablef andφ,

E
[
f (Γt∞)φ(X0t )

] = E
[
f (Γt∞)E

[
φ(X0t ) | Γ0∞

]]
= E

[
f (Γt∞)E

[
φ(X0t ) | Γ0t

]]
= E

[
E

[
f (Γ ) | Γ ]

φ(X )
]

t∞ t 0t
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where we have used (7.2.3) fors = 0 in the second line, and (7.2.2) in the third line. We deduce thatΓt is Markovian
for the filtration ofX. On the other hand,

E
[
f (Xst ) | X0s

] = E
[
E

[
f (Xst ) | X0s ,Γ0∞

] | X0s

]
= E

[
E

[
f (Xst ) | Xs,Γst

] | X0s

]
= E

[
f (Xst ) | Xs

]
where we have used (7.2.3) in the second line and the Markov property ofΓ in the third line. �

Notice that whenΓt decreases, thenXt is forced to follow the branch of its ancestors; on the other hand, w
Γt increases, thenXt has a choice of branches at each vertex, and this is where the conditional law ofX givenΓ

is involved.

Example 7.2.5.On the starY�, Walsh processesXt are snakes for the height functionδ(O, .), andΓt is a reflected
Brownian motion. One can also choose for the height function any of the Busemann functionsγi , and in this case
Γt is a skew Brownian motion. Coupling for these diffusions have already been studied in Proposition 7.1.

Example 7.2.6.On a separable complete tree without leaves, Evans processes (Example 6.2.9) are snak
Busemann functionγξ , andΓt is a real Brownian motion.

Example 7.2.7.The Brownian and Poisson snakes onG (Example 6.2.8) are snakes for the Busemann func
associated to the end{Sy = Ty � 0}, andΓt = TXt is a real Brownian motion.

Example 7.2.8.The Brownian and Poisson snakes onG0 (Example 6.2.7) are snakes for the height funct
γ = δ(O, .) whereO is the pointSO = TO = 0, andΓt = TXt is a reflected Brownian motion.

Proposition 7.2.9.Consider an Evans process on a separable complete tree without leaves. Then there
coalescent coupling such that the meeting timeσ satisfies

P[σ > t] � C√
t
d(x, x′)

(
1+ log+(√

t/d(x, x′)
))

. (7.2.10)

In particular, we obtain a regularising semigroupQt such thatQtg is Hölder continuous fort > 0.

Proof. The idea is to use a standard Brownian coalescent coupling of the height processesΓt andΓ ′
t (notice that

Γt andΓ ′
t have the same filtration), and then to use a conditionally independent coupling forX andX′ defined by

E
x,x′[

f (X)g(X′) | Γ ] = E
x
[
f (X) | Γ ]

E
x′[

g(X′) | Γ ′].
Let us prove that this is an admissible coupling such that(X,X′) is Markovian, and that the first meeting tim
σ satisfies (7.2.10); then we will modify(X,X′) afterσ so that they coincide. It is clear thatX andX′ have the
correct law. From the conditional independence and (7.2.3),

E
[
f (Xst )g(X′

st ) | X0s ,X
′
0s ,Γ0∞

] = E
[
f (Xst ) | X0s ,Γ0∞

]
E

[
g(X′

st ) | X′
0s ,Γ0∞

]
= E

[
f (Xst ) | Xs,Γst

]
E

[
g(X′

st ) | X′
s ,Γ

′
st

]
= E

[
f (Xst )g(X′

st ) | Xs,X
′
s ,Γst ,Γ

′
st

]
, (7.2.11)

so(X,X′) satisfies a relation similar to (7.2.3). By proceeding as in Lemma 7.2.4, we check thatΓ , Γ ′ and(X,X′)
are Markovian for the filtration of(X,X′). Moreover
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E
[
f (Xst ) | X0s ,X

′
0s

] = E
[
E

[
f (Xst ) | X0s ,X

′
0s ,Γ0∞

] | X0s ,X
′
0s

]
= E

[
E

[
f (Xst ) | Xs,Γst

] | X0s ,X
′
0s

]
= E

[
f (Xst ) | Xs

]
where we have used (7.2.11) in the second line and

L(Γst | X0s ,X
′
0s) = L(Γst | Γs) = L(Γst | Xs)

in the third line, soX is Markovian for the filtration of(X,X′). The same property of course holds forX′, so the
coupling is admissible. Ifγ (x) � u, denote byΠu(x) the ancestor ofx at heightu. Notice thatXt = ΠΓt (x) at
each time at whichΓt = infs�t Γs . Moreover, the first meeting timeσ of X andX′ is the first time at which

Γt = Γ ′
t = inf

s�t
(Γs ∧ Γ ′

s ) ∧ γ (x ∧ x′).

Let us estimate this time. By adding a constant toγ , we can suppose for instance that

γ (x) = a, γ (x′) = −a, γ (x ∧ x′) = −b,

for 0 < a � b = d(x, x′)/2. The processΓt is a Brownian motion starting ata; the first hitting timeσ0 of 0 is also
the meeting time ofΓ andΓ ′ and is distributed likeTa (the hitting time ofa by a standard Brownian motion
Then let

Γ � = sup{Γs; s � σ0} = − inf{Γ ′
s ; s � σ0}

which isFσ0-measurable. The meeting timeσ is

σ = inf{t � σ0; −Γt � Γ � ∨ b}. (7.2.12)

One has

P[σ > t] � P[σ0 > t/2] + P[σ − σ0 > t/2].
The first probability is estimated from (7.1.3) sinceσ0 ∼ Ta , and for the second one, notice that conditiona
onFσ0, the variableσ − σ0 is distributed like the first hitting time ofΓ � ∨ b by an independent Brownian motio
so

P[σ − σ0 > t/2 | Fσ ] = 2√
πt

Γ �∨b∫
0

e−z2/t dz.

On the other hand, forz � a, saying thatΓ � � z means that the Brownian processΓt − Γ0 quits the interval
[−a, z − a] at the pointz − a, so

P[Γ � � z] = a

z
.

Thus

P[σ − σ0 > t/2] = 2√
πt

+∞∫
0

P[Γ � ∨ b � z]e−z2/t dz

= 2a√
πt

+∞∫
e−z2/t

z
dz + 2√

πt

b∫
e−z2/t dz
b 0



J. Picard / Ann. I. H. Poincaré – PR 41 (2005) 631–683 675

by
d

ct a

les to
= 2a√
πt

+∞∫
b/

√
t

e−z2

z
dz + 2√

πt

b∫
0

e−z2/t dz

� C√
t
a
(
1+ log+(

√
t/b)

) + C√
t
b

� C′
√

t
d(x, x′)

(
1+ log+(√

t/d(x, x′)
))

.

We can deduce (7.2.10).�
Proposition 7.2.13.Consider the Brownian snakeXt in Gc of Example6.2.8, and denote the tree distance
d1. There exists another distanced2 which makesGc separable, and for whichXt is continuous, measurable an
satisfies the assumptions of Theorem4.1.4. If Qt is the resulting semigroup,Qtg is Hölder continuous for the
distanced1 for g bounded andt > 0.

Proof. The distanced2 is defined by

d2(x, x′) = |Tx′ − Tx | + |Sx′ − Sx | + sup
Sx∨Sx′�u�Tx∧Tx′

∣∣ωx′(u) − ωx(u)
∣∣. (7.2.14)

ThenG
c is separable, and it is not difficult to check thatXt is continuous and measurable. We have to constru

coupling satisfying (4.1.6) ford2. Consider

G
c− = {y ∈ G

c; Sy � 0}.
This set acts onGc as follows; ifx ∈ G

c andy ∈ G
c−, we definez = y � x in G

c by

Tz = Tx + Ty, Sz = Sx ∧ (Tx + Sy),

ωz(u) =
{

ωx(u) for Sx � u < Tx + Sy,

ωx(Tx + Sy) + ωy(u − Tx) for Tx + Sy � u < Tx + Ty

if Sx < Tx + Sy , and

ωz(u) = ωy(u − Tx) for Tx + Sy � u < Tx + Ty

otherwise. Intuitively, the action ofy consists in erasing the pathωx betweenTx +Sy andTx , and then in completing
this path betweenTx + Sy andTx + Ty by usingωy as increments. In particular, ifO is the pointSO = TO = 0,
thenO � x = x. Notice also that

Tx = Tx′ ⇒ d2(y � x, y � x′) � d2(x, x′). (7.2.15)

If Zt is a Brownian snake with initial valueZ0 = O, thenZt lives inG− and we can check thatZt �x is a Brownian
snake with initial valuex (the Brownian snake can be viewed as a Lévy process). The couplingP

x,x′
is then defined

as follows; by viewingXt as a snake, we first use the coupling of Proposition 7.2.9 up to the timeσ of (7.2.12);
after that time, we consider an independent Brownian snakeZt with Z0 = O, and put

Xt = Zt−σ � Xσ , X′
t = Zt−σ � X′

σ .

This is an admissible coupling, and (7.2.15) enables to show that

d2(Xt ,X
′
t ) � d2(Xσ ,X′

σ ) � d2(x, x′)

on {t � σ }. The probability of{σ > t} is estimated by (7.2.10), and an adaptation of Corollary 4.1.8 enab
obtain (4.1.6). The regularising property ofQt is obtained with the method of Proposition 7.2.9.�
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Remark 7.2.16.A modification of the method enables to study the Brownian snake inG0.

Remark 7.2.17.The Poisson snake is more delicate to study. It lives in the subset ofG with piecewise constan
integer-valued paths, but (7.2.14) does not make this space separable. We can use the distance

d2(x, x′) = |Tx′ − Tx | + |Sx′ − Sx | +
Tx∧Tx′∫

Sx∨Sx′

1{x(u) �=x′(u)} du.

However, the above proof cannot be directly extended because (7.2.15) is false for this distance.

8. Stochastic calculus with jumps

Let us now study càdlàg processes in trees. We have already considered càdlàg semimartingales, so le
on martingales. The case of smooth manifolds has been considered in [26]. For trees, we look for a d
generalising the notion of discrete martingale used in (4.0.1) or [32].

8.1. Martingales with jumps

We have seen in Section 2.3 that the barycentre of a variable is not characterised by the Jensen ineq
by its semi-localised version. The idea is to define càdlàg martingales by means of this inequality and b
partially convex functions, similarly to the definition of continuous martingales using globally convex func
We again consider a measurable treeN .

Definition 8.1.1.A càdlàg adapted processYt is said to be a martingale if the following condition is satisfied;
any connected open subsetG of N , for anyε > 0, for any Lipschitz measurable functionf , and for any stopping
timesτ0 � τ1, if f is convex on all the geodesics intersectingG and if δ(Yt ,G

c) > ε for τ0 � t < τ1, thenf (Yt ) is
a local submartingale on the interval[τ0, τ1].

Example 8.1.2.Continuous martingales of Definition 3.3.3 are also martingales in this sense because o
modify f outsideG in order to obtain a function which is convex onN .

Example 8.1.3.If (Yn; n ∈ N) is a discrete martingale in the sense that it is integrable andYn is B[Yn+1 | Fn],
then it follows from Proposition 2.3.5 that the piecewise constant process which is equal toYn on [n,n + 1) is a
martingale for the piecewise constant filtration.

Remark 8.1.4.In Definition 8.1.1, we can use

τ ε
1 = inf

{
t � τ0; δ(Yt ,G

c) � ε
}

and we obtain the stopped processV ε
t = f (Yt∧τ ε

1
) which is a local submartingale fort � τ0. If we let ε ↓ 0, we

obtain a limiting local submartingaleVt , butVt is not alwaysf (Yt∧τ0
1
). It is equal tof (Yt ) on {τ0 � t < τ0

1 }, and

on {t � τ0
1 }, it is f (Yτ0

1
) if Yτ0

1 − is in G, and it isf (Yτ0
1 −) otherwise.

Martingales are of course semimartingales, and by usingf (y) = |y|, we see that they are locally of class (D
If f is a Lipschitz measurable function which is a difference of convex functions, thenf (Yt ) is a semimartingale
which is the sum of a local martingale and a predictable processV

f
t with finite variation, and iff is convex on the

geodesics intersectingG, then Definition 8.1.1 says thatV f should not decrease on{Y− ∈ G}.
Similarly to Proposition 6.4.1, we are going to check that it is sufficient to consider some functionsf .
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Proposition 8.1.5.In a complete measurable tree, letYt be a càdlàg adapted process which is locally of class(D),
and suppose that the condition of Definition8.1.1 holds true for oriented functionsf = ψ(yα

0 , .) and G = yα
0

(recall (2.2.3)). ThenYt is a martingale.

Proof. By a stopping argument, we can suppose thatYt is of class (D). We first check as in Proposition 6.4.1 t
if O is a point and ifN0 is a connected component ofN \ {O}, then

Vt = |Yt |1N0(Yt ) (8.1.6)

is a submartingale. Notice that this process is the positive part ofUt = ψ(N0, Yt ). We follow the method of
Lemma 3.1.5 and introduceτ ′

0 = 0,

τk = inf{t � τ ′
k−1;Vt � ε/2},

τ ′
k = inf{t � τk;Vt � ε}.

Our assumption implies thatUt is a submartingale on[τ ′
k−1, τk]; we deduce thatVt ∨ ε = Ut ∨ ε is also a sub-

martingale on these intervals. On the intervals[τk, τ
′
k], the processVt ∨ ε is nondecreasing (it isε up toτ ′

k and can
have a positive jump at this time), so this process is a submartingale on the whole time interval. By lettinε ↓ 0,
we deduce thatVt is a submartingale. Now consider a functionf , a subsetG as in Definition 8.1.1, and stopYt

when it is at a distance less thanε from the complement ofG. We suppose thatG is bounded, thaty0 is in G, and
we want to prove that

E
[
f (Yt ) | F0

]
� f (y0) (8.1.7)

for Y0 = y0 (other time intervals are dealt with similarly). There are two cases.
First case.If the restriction off to G is minimal at some pointO of G, we can consider the arc[O,y0] and

introduce the functionfζ of (6.2.2) associated to a subdivision of the arc. The fact thatf is convex on geodesic
containingO implies that (6.2.3) and (6.2.4) again hold. The processesδ(zk, Yt )1z0

k
(Yt ) are of type (8.1.6), so ar

submartingales. Thusfζ (Yt ) is a submartingale, and by lettingη ↓ 0 in (6.2.4), we obtain (8.1.7).
Second case.Otherwise, the infimum off onG is obtained at some pointO on the boundary. We again consid

the arc[O,y0] and a functionfζ similar to (6.2.2), but the first termρ0δ(z0, y)1z0
0
(y) (wherez0 = O andz0

0 is the

connected component ofN \ {O} containingy0) has to be replaced byρ0ψ(z0
0, y). Then (6.2.3) holds with this

change. The processψ(z0
0, Yt ) is a submartingale from our assumption, sofζ (Yt ) is again a submartingale, and w

conclude as in the first case.�
Remark 8.1.8.Not all the pointsy0 have to be considered in Proposition 8.1.5 because some functionsψ(yα

0 , .)

are obtained by translation from each other; in the case of a finite tree with� edges, we only need 2� functions; for
the starY�, we need the functions±γi .

Proposition 3.3.10 (the limit in probability of a sequence of martingales is a martingale) cannot be exte
càdlàg processes without additional integrability conditions, but this is not surprising since it is already fa
real martingales (considerYn

t = Zn
t − t whereZn

t is a Poisson process with intensity 1/n and jumps of sizen,
which converges toYt = −t).

The analogue of Proposition 6.4.6 is the following one.

Proposition 8.1.9.If (Yt ;0 < t < ∞) is a càdlàg martingale of class(D) in a separable complete treeN , thenYt

has almost sure limits ast ↓ 0 and ast ↑ ∞.
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Proof. Contrary to the continuous case (where it was sufficient to apply Lemma 6.1.12 for the two converg
we need separate proofs.

Convergence ast ↓ 0. We use the embedding ofN into �1 of Lemma 6.1.6, and the subtreesNn. The projection
ontoNn is defined byΠn(y) = ∑n

1 yi . Forε > 0, we have

Eδ(Y1,Nn) = Eδ
(
Y1,Πn(Y1)

) = E

∞∑
i=n+1

|Y i
1| � ε.

if n large enough. On the other hand, the processδ(Yt ,Nn) is a submartingale of class (D), so

P
[

sup
0<t�1

δ
(
Yt ,Πn(Yt )

)
�

√
ε
]
�

√
ε.

We deduce that there exists a subsequence such thatΠn(Yt ) converges almost surely uniformly toYt . But for n

fixed, the components ofΠn(Yt ) are submartingales of class (D), so they converge ast ↓ 0 and we can conclude.
Convergence ast ↑ ∞. Let γ be a Busemann function (we can append a ray toN if it has no end). Fixε > 0,

let Zt be the ancestor ofYt at height

γ (Zt ) = γ (Yt ) − ε,

let Z0
t be the connected component ofN \ {Zt } containingYt , and put

τ = τ(t) = inf{s � t; Ys /∈ Z0
t }.

Consider someη < ε which will be chosen later (it will be a function ofε). We know thatγ (Yt ) is a submartingale
of class (D), so it converges almost surely, and

P[At ] � η with At = {
sup
s�t

∣∣γ (Ys) − γ (Yt )
∣∣ � η

}
(8.1.10)

if t is large enough. We consider the oriented distance functionψ(Z0
t , .) which is convex on geodesics interse

ing Z0
t . By applying Remark 8.1.4, we obtain a process(Vs; s � t) which is a submartingale of class (D); w

have

Vs =




ψ(Z0
t , Ys) for t � s < τ,

ψ(Z0
t , Yτ ) for s � τ andYτ− �= Zt ,

0 for s � τ andYτ− = Zt .

(8.1.11)

We know thatVs converges to aV∞, and

ε = Vt = EVt � EVτ . (8.1.12)

SinceY is of class (D), the family of all possible variablesVτ is uniformly integrable; by applying (8.1.10), w
deduce that

E
[|Vτ | 1At

]
� φ(η) (8.1.13)

with lim0 φ = 0. On the other hand, on the eventAc
t , the third case of (8.1.11) cannot happen, so

Vτ = ψ(Z0
t , Yτ ) = −δ(Zt , Yτ ) = γ (Zt ) − γ (Yτ ) = γ (Yt ) − γ (Yτ ) − ε � η − ε (8.1.14)

onAc
t ∩ {τ < ∞}. OnAc

t ∩ {τ = ∞}, we have

Vs = δ(Zt , Ys) = γ (Ys) − γ (Zt ) = γ (Ys) − γ (Yt ) + ε � η + ε

for s � t , so
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Vτ � η + ε. (8.1.15)

By using (8.1.12) and (8.1.13) onAt , (8.1.14) onAc
t ∩ {τ < ∞}, (8.1.15) onAc

t ∩ {τ = ∞}, we obtain

ε � E[Vτ 1At ] + E[Vτ 1Ac
t ∩{τ<∞}] + E[Vτ 1Ac

t ∩{τ=∞}]
� φ(η) − (ε − η)P

[
Ac

t ∩ {τ < ∞}] + ε + η

so

P
[
At ∪ {τ < ∞}] = P

[
Ac

t ∩ {τ < ∞}] + P[At ] � η + φ(η) + η

ε − η

for t large enough. We can chooseη so that the right-hand side is bounded byε. Thus the eventAc
t ∩ {τ = ∞} has

probability at least 1− ε, and on this event, one has

δ(Yt , Ys) � δ(Zt , Yt ) + δ(Zt , Ys) � 2ε + η � 3ε,

so

P
[
sup
s�t

δ(Yt , Ys) > 3ε
]
� ε

for t large enough. The completeness ofN enables to conclude.�
Remark 8.1.16.For the convergence ast ↓ 0, the processYt has not to fully satisfy the conditions in the definitio
of martingales; it is sufficient to assume that it is transformed into submartingales by convex Lipschitz func

8.2. Martingales with prescribed limit

We first extend the uniqueness result.

Proposition 8.2.1.Proposition3.3.11and Corollaries3.3.12and3.3.13hold true for càdlàg martingales in mea
surable trees(the tree has to be complete for Corollary3.3.13).

Proof. Let us first prove the extension of Proposition 3.3.11, namely thatDt = δ(Yt ,Zt ) is a local submartingal
for martingalesYt andZt ; we can suppose that they are of class (D). With the notations of Proposition 3.3
Dτk

� ε/2, thenDt ∨ ε is nondecreasing onIk . Otherwise, we again take the midpointA and we notice thatY and
Z do not crossA on Ik except perhaps at timeτk+1. Let Aα andAβ be respectively the connected component
N \ {A} containingYτk

andZτk
, and consider the oriented distance functionψβ = ψ(Aβ, .). Then we have

Dt � ψβ(Zt ) − ψβ(Yt ) (8.2.2)

with equality forτk � t < τk+1. The functionψβ is convex on geodesics intersectingAβ , and concave on geodesi
intersectingAα , so our definition of martingales implies that the right-hand side of (8.2.2) is a submartingaleIk ;
thusDt andDt ∨ε are submartingales onIk . We can deduce by lettingε ↓ 0 thatDt is a submartingale on the who
time interval. The proof of Corollary 3.3.12 is straightforward. For Corollary 3.3.13, we prove like previousl
Yn has a limitY , and thatYt is of class (D) and transformed into a submartingale by any measurable Lip
convex functionf . However we have to localise this property and prove the condition of Definition 8.1.1. S
let f andG be as in this definition, and consider

τ = inf
{
t � 0; δ(Yt ,G

c) � ε
}
,

τ n = inf
{
t � 0; δ(Y n

t ,Gc) � ε/2
}
.

(8.2.3)

Thenf (Y0) is the limit off (Y n
0 ),

f (Y n) � E
[
f (Y n ) | F ]

(8.2.4)
0 t∧τ∧τn 0
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E
∣∣f (Y n

t∧τ∧τn) − f (Yt∧τ )
∣∣ � CEδ(Y n

t∧τ∧τn , Yt∧τ∧τn) + CEδ(Yt∧τ∧τn , Yt∧τ ).

The variables involved in the right-hand side are uniformly integrable, the first term tends to 0 from the conve
of Yn to Y , and the second term tends to 0 becauseP[τn < τ ] tends to 0. Thus this expression tends to 0, and
taking the limit in (8.2.4), we obtain

f (Y0) � E
[
f (Yt∧τ ) | F0

]
.

We can replace 0 by another stopping time and deduce thatYt satisfies the condition of Definition 8.1.1.�
For the existence, like previously, we consider successively the coupling and energy methods.

Theorem 8.2.5.The results of Section4 (Theorem4.1.4, Corollaries4.1.8and4.1.13, Propositions4.2.1and4.2.2)
hold true for càdlàg Markov processes and provide càdlàg martingales in separable complete trees.

Proof. Let us look at Theorem 4.1.4 (the proof of other results is straightforward). We use as in Sectio
discrete martingalesYk = h∆(tk,Xtk ) and obtain at the limit a continuous functionh and a processYt = h(t,Xt )

which is transformed into submartingales by Lipschitz convex functions. We have to check the condition o
nition 8.1.1. This is done as in the last part of Proposition 8.2.1 but we have to take into account the fact
approximationsYn

t = h∆n(t,Xt ) are not defined for all time but only on the subdivisions∆n. We defineτ andτn

as in (8.2.3), letσn be the first time afterτ in ∆n, take a dyadic timet , and replace (8.2.4) by

f (Y n
0 ) � E

[
f (Y n

t∧σn∧τn) |F0
]
.

Moreover,

E
∣∣f (Y n

t∧σn∧τn) − f (Yt∧τ )
∣∣ � CEδ(Y n

t∧σn∧τn , Yt∧σn∧τn) + CEδ(Yt∧σn∧τn , Yt∧σn) + CEδ(Yt∧σn, Yt∧τ ).

The first term tends to 0 from the convergence ofh∆n to h uniformly in t , the second term tends to 0 becau
P[σn > τn] tends to 0 (this also follows from the convergence ofh∆n ), and the third one tends to 0 from the rig
continuity ofY . �
Example 8.2.6.The processXt can be the solution of a stochastic differential equations with jumps; we obta
existence of martingales with prescribed limit on Wiener–Poisson spaces. However, we do not know co
couplings in this setting.

We now apply the energy method and extend the results of Section 5. We consider a Dirichlet form w
defined through its Beurling–Deny decomposition (see Section 3.2 of [14]). We have

E(f ) = Ec(f ) + 1

2

∫ ∣∣f (x1) − f (x2)
∣∣2J (dx1, dx2) (8.2.7)

whereEc is a strongly local Dirichlet form andJ is a symmetric jump measure (we suppose that there is no k
insideM). We can consider the energy measureµc

〈f 〉 associated to the local partEc so thatEc(f ) = µc
〈f 〉(M). It

can be extended to functionsf of D
loc, and the spaceDb is the set of bounded functionsf of D

loc such that the
energyE(f ) defined by (8.2.7) is finite. IfM0 is a relatively compact open subset ofM , we define like previously
the spaceDb

0. We suppose that for each compact subsetK1, there exists another compact subsetK2 ⊃ K1 such that
J (K1 × Kc

2) = 0. With this condition, one can extend the proof of Lemma 5.1.8.
The formE is associated to a Hunt processXt . Its jumps are described by the measureJ . In particular, the above

condition says that ifX is in K , thenX must be inK .
t− 1 t 2



J. Picard / Ann. I. H. Poincaré – PR 41 (2005) 631–683 681

ble
real

ed

case, so
y (5.2.2)

deduce

ex
of

nction
n

p

e term
If we now consider our treeN , we can consider the spaceD
loc(N) of functionsf such thatφ ◦ f is in D

loc for
any Lipschitz functionf . The energyEc(f ) can be defined on this space as in the local case, andD

b(N) is defined
as the space of bounded functionsf of D

loc(N) such that

E(f ) = Ec(f ) + 1

2

∫
δ2(f (x1), f (x2)

)
J (dx1, dx2) < ∞. (8.2.8)

Theorem 8.2.9.Consider a nonlocal Dirichlet form of type(8.2.7)satisfying the above conditions and a separa
complete treeN . Assume the absolute continuity condition(5.2.10)and suppose that suppose that bounded
functions which are harmonic on an open subset ofM are continuous on this subset. Then, ifM0 is a relatively
compact open subset ofM and if g is in D

b(N), there exists a unique energy minimising maph in D
b
g(N); this

map has a continuous modification, andh(Xt∧τ ) is a martingale. Moreover, càdlàg martingales with prescrib
limit exist if the form is conservative(Theorem5.3.1), and the semigroupQt does not increase the energy(Propo-
sition5.3.3).

Proof. The proofs of the statements of Theorem 5.3.1 and Proposition 5.3.3 are similar to the continuous
let us prove the first part of the theorem. By considering separately the local and jump parts, the inequalit
holds for energies of two functions and their middle function; it indeed holds for the local partEc, and for the jump
part, we use

δ2(w(x1),w(x2)
)
� 1

2
δ2(u(x1), u(x2)

) + 1

2
δ2(v(x1), v(x2)

)
− 1

4

(
δ
(
u(x1), v(x1)

) − δ
(
u(x2), v(x2)

))2

which is a consequence of the non positivity of the curvature (see for instance Corollary 2.1.3 of [20]). We
as in Proposition 5.2.6 the existence of a minimising functionh and of the corresponding processYt = h(Xt ). We
can also prove with the method of Theorem 5.2.8 or 6.5.6 thatf (Yt ) is a submartingale for any Lipschitz conv
function f . This is not sufficient to prove thatYt is a martingale, but this is sufficient to apply the method
Corollary 5.2.11 and prove the existence of a continuous modification ofh (apply Remark 8.1.16 to obtainh(x)

as the limit ofh(Xt) underPx ). Now (see Proposition 8.1.5), we have to consider an oriented distance fu
ψ = ψ(yα

0 , .) which is convex on geodesics intersecting the open subsetG = yα
0 . For ε > 0, consider the ope

sets

Gε = {
y; δ(y,Gc) > ε

}
,

Mε = {
x ∈ M0; h(x) ∈ Gε

}
.

Let ρ be a nonnegative function ofDb which is 0 outsideMε. Then we can defineT η
x as the translation of ste

ηρ(x) in the direction ofy0 (it is well defined ifη is small enough), and the corresponding perturbationhη(x) =
T η

x (h(x)). We apply (8.2.8) to expressE(f ), (8.2.7) to expressE(ψ ◦ h), and notice thatEc(h) = Ec(ψ ◦ h).
Thus

E(h) = E(ψ ◦ h) + 1

2

∫
δ2(ψ ◦ h(x1),ψ ◦ h(x2)

)
J (dx1, dx2) − 1

2

∫ (
ψ ◦ h(x2) − ψ ◦ h(x1)

)2
J (dx1, dx2)

= E(ψ ◦ h) + 1

2

∫
Ψ

(
h(x1), h(x2)

)
Ψ

(
h(x2), h(x1)

)
J (dx1, dx2) (8.2.10)

with

Ψ (y1, y2) = δ(y1, y2) + ψ(y2) − ψ(y1).

Notice thatΨ is nonnegative, and the productΨ (y1, y2)Ψ (y2, y1) is nonzero only wheny0, y1 andy2 are not
aligned. Ify , h(x ) andh(x ) are aligned, then the perturbation keeps them aligned so does not modify th
0 1 2
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in the integral of (8.2.10). If they are not aligned, then after the perturbation, either they become aligned
perturbation onΨ (h(x1), h(x2)) is −2ηρ(x2) for η small. Thus it appears that the perturbation cannot increas
integral of (8.2.10). Since it cannot decreaseE(h), it cannot decreaseE(ψ ◦ h). We deduce as in Theorem 5.2
thatE(ψ ◦ h,ρ) is nonpositive, so(ψ ◦ h)(Xt ) is from the analogue of Lemma 5.1.8 a submartingale up to the
exit time ofMε. Thush(Xt ) is a martingale. �
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