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#### Abstract

In this paper we prove a large deviations principle for the invariant measures of a class of reaction-diffusion systems in bounded domains of $\mathbb{R}^{d}, d \geqslant 1$, perturbed by a noise of multiplicative type. We consider reaction terms which are not Lipschitzcontinuous and diffusion coefficients in front of the noise which are not bounded and may be degenerate. This covers for example the case of Ginzburg-Landau systems with unbounded and possibly degenerate multiplicative noise. © 2004 Elsevier SAS. All rights reserved.


## Résumé

Dans cet article on prouve un principe de grandes déviations pour les mesures invariantes de systèmes de réaction-diffusion stochastiques dans des domaines bornés de $\mathbb{R}^{d}, d \geqslant 1$, perturbés par un bruit multiplicatif. On considère des termes de réaction qui ne sont pas lipschitziens et des coefficients de diffusion qui ne sont pas bornés et peuvent être dégénérés. Ceci s'applique par exemple au cas de systèmes de Ginzburg-Landau avec bruit multiplicatif non borné et éventuellement dégénéré. © 2004 Elsevier SAS. All rights reserved.

MSC: 60F10; 60H15

Keywords: Large deviations principle; Stochastic partial differential equations; Invariant measures; Multiplicative noise

[^0]
## 1. Introduction

In this paper we are dealing with the long-term behavior of the stochastic reaction-diffusion system

$$
\left\{\begin{array}{l}
\frac{\partial u_{i}}{\partial t}(t, \xi)=\mathcal{A}_{i} u_{i}(t, \xi)+f_{i}\left(\xi, u_{1}(t, \xi), \ldots, u_{r}(t, \xi)\right)  \tag{1.1}\\
\quad+\varepsilon \sum_{j=1}^{r} g_{i j}\left(\xi, u_{1}(t, \xi), \ldots, u_{r}(t, \xi)\right) Q_{j} \frac{\partial w_{j}}{\partial t}(t, \xi), \quad t \geqslant 0, \quad \xi \in \overline{\mathcal{O}} \\
u_{i}(0, \xi)=x_{i}(\xi), \quad \xi \in \overline{\mathcal{O}}, \quad \mathcal{B}^{i} u_{i}(t, \xi)=0, \quad t \geqslant 0, \quad \xi \in \partial \mathcal{O}, \quad 1 \leqslant i \leqslant r
\end{array}\right.
$$

with $\varepsilon>0$. Here $\mathcal{O}$ is a bounded open set of $\mathbb{R}^{d}$, with $d \geqslant 1$, having a $C^{\infty}$ boundary. For each $i=1, \ldots, r$

$$
\begin{equation*}
\mathcal{A}_{i}(\xi, D)=\sum_{h, k=1}^{d} \frac{\partial}{\partial \xi_{h}}\left(a_{h k}^{i}(\xi) \frac{\partial}{\partial \xi_{k}}\right)-\alpha_{i}, \quad \xi \in \overline{\mathcal{O}} \tag{1.2}
\end{equation*}
$$

The constants $\alpha_{i}$ are strictly positive, the coefficients $a_{h k}^{i}$ are taken in $C^{\infty}(\overline{\mathcal{O}})$ and the matrices $a^{i}(\xi):=\left[a_{h k}^{i}(\xi)\right]_{h k}$ are non-negative and symmetric, for each $\xi \in \overline{\mathcal{O}}$, and fulfill a uniform ellipticity condition, that is

$$
\inf _{\xi \in \overline{\mathcal{O}}}\left\langle a^{i}(\xi) h, h\right\rangle \geqslant \lambda_{i}|h|^{2}, \quad h \in \mathbb{R}^{d}
$$

for some positive constants $\lambda_{i}$. Finally, the operators $\mathcal{B}^{i}$ act on $\partial \mathcal{O}$ and are assumed either of Dirichlet or of co-normal type.

The mapping $f:=\left(f_{1}, \ldots, f_{r}\right): \overline{\mathcal{O}} \times \mathbb{R}^{r} \rightarrow \mathbb{R}^{r}$ is only locally Lipschitz-continuous and has polynomial growth. The mapping $g:=\left[g_{i j}\right]: \overline{\mathcal{O}} \times \mathbb{R}^{r} \rightarrow \mathcal{L}\left(\mathbb{R}^{r}\right)$ is Lipschitz-continuous, without any assumption of boundedness and non-degeneracy.

The linear operators $Q_{j}$ are bounded on $L^{2}(\mathcal{O})$ and may be taken to be equal to the identity operator in case of space dimension $d=1$. The noisy perturbations $\partial w_{j} / \partial t$ are independent cylindrical Wiener processes on a stochastic basis $\left(\Omega, \mathcal{F}, \mathcal{F}_{t}, \mathbb{P}\right)$.

For example, in the case of space dimension $d=1$ and $r=2$, we can deal with systems of the following type

$$
\left\{\begin{array}{l}
\frac{\partial u_{1}}{\partial t}=\frac{\partial}{\partial \xi}\left(a_{1} \frac{\partial u_{1}}{\partial \xi}\right)-\alpha_{1} u_{1}-c_{1} u_{1}^{2 k+1}+f_{1}\left(u_{1}, u_{2}\right)+\left\langle g_{1}\left(u_{1}, u_{2}\right), \frac{\partial w}{\partial t}\right\rangle \\
\frac{\partial u_{2}}{\partial t}=\frac{\partial}{\partial \xi}\left(a_{2} \frac{\partial z_{2}}{\partial \xi}\right)-\alpha_{2} u_{2}-c_{2} u_{2}^{2 k+1}+f_{2}\left(u_{1}, u_{2}\right)+\left\langle g_{2}\left(u_{1}, u_{2}\right), \frac{\partial w}{\partial t}\right\rangle \\
u_{i}(0, \xi)=x_{i}(\xi), \quad \xi \in \mathcal{O}, \quad u_{i}(t, \xi)=\eta_{i} u_{i}(t, \xi)+\left(1-\eta_{i} \frac{\partial u_{i}}{\partial \xi}(t, \xi), \quad \xi \in \partial \mathcal{O},\right.
\end{array}\right.
$$

where $a_{i}$ are positive functions in $C^{1}(\overline{\mathcal{O}}), \eta_{i} \in\{0,1\}, \alpha_{i}$ and $c_{i}$ are positive constants (in fact $\alpha_{i}$ can be taken zero in the case of Dirichlet boundary conditions, that is if $\left.\eta_{i}=1\right), f=\left(f_{1}, f_{2}\right): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a $C^{1}$ function having linear growth, with $f(0)=0$ and $D f(0)$ diagonal, and $g=\left(g_{1}, g_{2}\right): \mathbb{R}^{2} \rightarrow \mathcal{L}\left(\mathbb{R}^{2}\right)$ is any Lipschitz continuous function such that $g(0)$ either vanishes or is diagonal invertible and such that

$$
\|g(\sigma)\|_{\mathcal{L}\left(\mathbb{R}^{2}\right)} \leqslant c\left(1+|\sigma|^{\gamma}\right), \quad \sigma \in \mathbb{R}^{2}
$$

with

$$
2 k+1>(1+6 \gamma) \vee 2
$$

In particular, if $g$ is bounded in the reaction term we can take any power $2 k+1 \geqslant 3$.
In [2] it is proved that for any $\varepsilon>0$ and $p \geqslant 1$ system (1.1) admits a unique global solution $u_{\varepsilon}^{x} \in$ $L^{p}(\Omega ; C([0, T] ; E))$, where $E$ is the space of continuous functions on $\overline{\mathcal{O}}$ with values in $\mathbb{R}^{r}$, and for each initial datum $x \in E$ and $a>0$ the family of probability measures $\left\{\mathcal{L}\left(u_{\varepsilon}^{x}(t)\right\}_{t \geqslant a}\right.$ is tight in $(E, \mathcal{B}(E))$. In particular,
due to the Krylov-Bogoliubov theorem this yields the existence of a sequence $\left\{t_{n}\right\} \uparrow+\infty$ (possibly depending on $\varepsilon$ ) such that the sequence of probability measures defined by

$$
\begin{equation*}
\nu_{\varepsilon, n}(\Gamma):=\frac{1}{t_{n}} \int_{0}^{t_{n}} \mathbb{P}\left(u_{\varepsilon}^{0}(s) \in \Gamma\right) d s, \quad \Gamma \in \mathcal{B}(E) \tag{1.3}
\end{equation*}
$$

converges weakly to some measure $\nu_{\varepsilon}$, which is invariant for system (1.1).
In the earlier paper [3] we have proved that the process $\left\{u_{\varepsilon}^{x}\right\}_{\varepsilon>0}$ is governed by a large deviation principle in $C([0, T] ; E)$, for any $T>0$. Our aim here is to prove that the family of invariant measures $\left\{v_{\varepsilon}\right\}_{\varepsilon>0}$ defined as the weak limits of the sequences of measures as in (1.3) obeys a large deviation principle in $E$, as $\varepsilon$ goes to zero (precise hypotheses on the coefficients are specified in Section 2 below to which the reader is referred to).

Clearly the first step in the proof of large deviations estimates is defining an appropriate action functional $V$ having compact level sets. The hardest part here is not to find $V$ (see (5.1) below for its initial definition and, in particular, [9] and [14]) but to find a good characterization of it, in order to prove that its level sets are compact and, maybe more importantly, to get a better intuition about its meaning. So, we spend a great deal of effort to prove that (as in [8] and [14]), the action functional $V$, also called quasi-potential, has the following form

$$
\begin{equation*}
V(x)=\min \left\{I_{-\infty}(z) ; z \in C((-\infty, 0] ; E), z(0)=x, \lim _{t \rightarrow-\infty}|z(t)|_{E}=0\right\} \tag{1.4}
\end{equation*}
$$

Here $I_{-\infty}(z)$ is the minimum energy required to produce $z$ as a solution of the skeleton equation corresponding to (1.1) for $t \in(-\infty, 0]$, i.e. replace $\partial w / \partial t$ by a deterministic function $\varphi \in L^{2}\left(-\infty, 0 ; L^{2}\left(\mathcal{O}, \mathbb{R}^{r}\right)\right)$ so that the corresponding solution $z(\varphi)$ equals $z$ and the energy $\left(:=|\varphi|_{L^{2}\left(-\infty, 0 ; L^{2}\left(\mathcal{O}, \mathbb{R}^{r}\right)\right)}^{2}\right)$ is minimal (cf. Section 3 and the beginning of Section 5 below).

By compactness the infimum in (1.4) is indeed achieved by some $z_{0}$, which exhibits more regularity in the space variables than just being in $E$ (cf. Lemma 3.5 which in turn is essential for the proof of Proposition 5.4, but also for the proof of Lemma 7.1 which yields upper bounds). We would like to mention at this point that proving (1.4) requires considerable new input, since we consider space dimension $d \geqslant 1$, so the coefficient in front of the noise (in contrast to the one-dimensional case considered in [9] and [14]) can no longer be invertible. In addition truly degenerate multiplicative noise is included in our framework.

Once we have shown that the mapping $V: E \rightarrow[0,+\infty]$ is lower semi-continuous, with compact level sets, we prove that the family of probability measures $\left\{v_{\varepsilon}\right\}_{\varepsilon>0}$ obeys a principle of large deviations with action functional $V$ (cf. [9,10] and [14] for the formulation), i.e.

1. lower bounds (cf. Section 6 below): for any $\delta, \gamma>0$ and $\bar{x} \in E$ there exists $\varepsilon_{0}>0$ such that

$$
\nu_{\varepsilon}\left(\left\{x \in E:|x-\bar{x}|_{E}<\delta\right\}\right) \geqslant \exp \left(-\frac{V(\bar{x})+\gamma}{\varepsilon^{2}}\right), \quad \varepsilon \leqslant \varepsilon_{0}
$$

2. upper bounds (cf. Section 7 below): for any $s, \delta, \gamma>0$ there exists $\varepsilon_{0}>0$ such that

$$
\nu_{\varepsilon}\left(\left\{x \in E ; \operatorname{dist}_{E}(x, K(s)) \geqslant \delta\right\}\right)<\exp \left(-\frac{s-\gamma}{\varepsilon^{2}}\right), \quad \varepsilon \leqslant \varepsilon_{0}
$$

where $K(s):=\{x \in E: V(x) \leqslant s\}$ is the level set of $V$.
In accordance to the general ideas about the large deviations for the invariant measures $\left\{v_{\varepsilon}\right\}_{\varepsilon>0}$ (as beautifully explained in the introduction of [9]) we have the following interpretation. Due to the definition of $\nu_{\varepsilon}$ for any set $A \subset E$ the number $v_{\varepsilon}(A)$ is the mean expected time the process $u_{\varepsilon}$ spends in $A$. Moreover, by the large deviation results in [3] points in $K(s)$, for small $s$, are of course more likely to be visited by $u_{\varepsilon}$. So, according to statement 2 above, the mass of $v_{\varepsilon}$ will concentrate as $\varepsilon \rightarrow 0$ at points in $E$ which are minimum points of $V$. In our case

$$
V(x)=0 \Leftrightarrow x=0
$$

(cf. (5.2) below), so $v_{\varepsilon}$ will converge to the Dirac measure at the zero function in $E$, i.e. the only stationary solution of Eq. (1.1) for $\varepsilon=0$.

In the framework considered in the present paper the skeleton equation associated with system (1.1) is not null controllable, as in the case considered by Sowers in [14]. Then the proof of lower bounds turns out to be more complicate than in [14]. In fact, a crucial role is played by Lemma 6.2, whose proof is not immediate, as we are dealing with non-Lipschitz reaction term, unbounded $G$ and any space dimension $d \geqslant 1$. To this purpose we note that for the proof of Lemma 6.2 we also benefited from some ideas of I. Daw (see [6]).

Concerning the upper bounds, we have distinguished the case of bounded and unbounded $G$. When $G$ is bounded we can use exponential estimates for the solution $u_{\varepsilon}$ proved in [3] and generalize some arguments of Sowers to our more delicate situation. In the case of unbounded $G$ this is not anymore possible. Hence we need to prove estimate (3.13) in Theorem 3.4 below, i.e. an estimate on the solution of the skeleton equation which is uniform with respect to the initial datum. This allows us to prove Theorem 7.5, where $g$ only satisfies the growth condition in Hypothesis 6, without using the exponential tail estimates (7.2) for the solution of (1.1) which are only known to hold for bounded $g$. Thus, Theorem 3.4 turns into a key step, since here we have not succeeded in applying a localization argument as we did in [3].

Finally, let us mention that our general strategy mainly follows R. Sowers [14], but our more general situation requires various new techniques. These, in particular, becomes necessary because of the following.

1. Unlike in [13] and [14] (see also [6] and [11]), where global Lipschitz assumptions were imposed, here the functions $f_{i}$ in (1.1) are only locally Lipschitz and of polynomial growth (see Hypothesis 3 and Remark 2.4 below).
2. $g=\left[g_{i j}\right]$ in (1.1) is not assumed to be globally bounded (as e.g. done in [13] and [6]) and just assumed to be globally Lipschitz (see Hypothesis 2, but also Hypothesis 6 for the proof of upper bounds). Moreover, $g$ may be degenerate. This means that we can consider for example $g_{i j}(u)=\lambda_{i j} u_{j}$, with $\lambda_{i j} \in \mathbb{R}$.
3. We consider systems of $r$ coupled stochastic reaction-diffusion equations, ruling out the maximum principle and hence comparison techniques commonly used in case $r=1$.
4. Unlike in [14], where space dimension $d=1$ is considered, we can allow arbitrary space dimension, i.e. for $E=C\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)$ we can allow $\mathcal{O}$ to be a bounded open subset of $\mathbb{R}^{d}$, for arbitrary $d \geqslant 1$ (cf. Hypothesis 2 below).

## 2. Assumptions and preliminaries

Let $\mathcal{O}$ be a bounded open set of $\mathbb{R}^{d}$, with $d \geqslant 1$, having a $C^{\infty}$ boundary. In what follows we shall denote by $H$ the Hilbert space $L^{2}\left(\mathcal{O} ; \mathbb{R}^{r}\right), r \geqslant 1$, endowed with the usual scalar product $\langle\cdot, \cdot\rangle_{H}$ and the corresponding norm $|\cdot|_{H}$. The norm in $L^{p}\left(\mathcal{O} ; \mathbb{R}^{r}\right), p \in[1, \infty], p \neq 2$, shall be denoted by $|\cdot|_{p}$.

For any $1 \leqslant p \leqslant \infty$ and $m \in \mathbb{N}$, by $W^{m, p}(\mathcal{O})$ we shall denote the space of functions $f \in L^{p}(\mathcal{O})$ such that the weak derivatives $D^{\alpha} f$ exist in $L^{p}(\mathcal{O})$, for each $0 \leqslant|\alpha| \leqslant m$. $W^{m, p}(\mathcal{O})$ is a Banach space, endowed with the norm

$$
|f|_{W^{m, p}(\mathcal{O})}:=\sum_{|\alpha| \leqslant m}\left|D^{\alpha} f\right|_{L^{p}(\mathcal{O})}
$$

Moreover, if $s>0$ is not integer, we define $W^{s, p}(\mathcal{O})$ as the space of functions $f \in W^{[s], p}(\mathcal{O})$ such that

$$
|f|_{W^{s, p}(\mathcal{O})}:=|f|_{W^{[s], p}(\mathcal{O})}+\sum_{|\alpha|=[s]} \int_{\mathcal{O} \times \mathcal{O}} \frac{\left|D^{\alpha} f(\xi)-D^{\alpha} f(\eta)\right|^{p}}{|\xi-\eta|^{d+(s-[s]) p}} d \xi d \eta<\infty
$$

Next, we recall that for any $s \in \mathbb{R}$ and $p \in(1, \infty)$ the Bessel potential space $H^{s, p}\left(\mathbb{R}^{d}\right)$ is defined by

$$
H^{s, p}\left(\mathbb{R}^{d}\right):=\left\{f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right):|f|_{H^{s, p}\left(\mathbb{R}^{d}\right)}:=\left|\mathcal{F}^{-1}\left(1+|\xi|^{2}\right)^{s / 2} \mathcal{F} f\right|_{L^{p}\left(\mathbb{R}^{d}\right)}<\infty\right\}
$$

where $\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$ is the space of tempered distributions on $\mathbb{R}^{d}$ and $\mathcal{F}$ the Fourier transform. The Bessel potential spaces on $\mathcal{O}$ are defined by restriction as

$$
H^{s, p}(\mathcal{O}):=\left\{f=g_{\left.\right|_{\partial \mathcal{O}}} ; g \in H^{s, p}\left(\mathbb{R}^{d}\right)\right\}
$$

with

$$
|f|_{H^{s, p}(\mathcal{O})}:=\inf _{f=g_{\partial \mathcal{O}}}|g|_{H^{s, p}\left(\mathbb{R}^{d}\right)}
$$

We note that for $k \in \mathbb{N}$ we have $H^{k, p}(\mathcal{O})=W^{k, p}(\mathcal{O})$ (for all definitions and detailed proofs see [15]).
Finally, we shall denote by $W^{s, p}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$ and $H^{s, p}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$ the space of $\mathbb{R}^{r}$-valued functions such that each component belongs to $W^{s, p}(\mathcal{O})$ and $H^{s, p}(\mathcal{O})$, respectively.

In what follows we shall denote by $A$ the realization in $H$ of the differential operator $\mathcal{A}=\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{r}\right)$ defined in (1.2), endowed with the boundary conditions $\mathcal{B}=\left(\mathcal{B}^{1}, \ldots, \mathcal{B}^{r}\right)$, where for each $i=1, \ldots, r$

$$
\begin{equation*}
\mathcal{B}^{i} u=u, \quad \text { or } \quad \mathcal{B}^{i} u=\left\langle a^{i} v, \nabla u\right\rangle, \tag{2.1}
\end{equation*}
$$

(here $v$ is the normal vector at $\partial \mathcal{O}$ ). As proved e.g. in [15, Chapter 5] we have

$$
D(A)=\left\{u \in H^{2,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right): \mathcal{B} u=0 \text { on } \partial \mathcal{O}\right\}=: H_{\mathcal{B}}^{2,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)
$$

and the following optimal regularity result holds

$$
\begin{equation*}
u \in D(A), A u \in H^{l, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right), l \in \mathbb{N}^{+} \Rightarrow u \in H^{l+2,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right) \tag{2.2}
\end{equation*}
$$

We recall that for any integer $k \geqslant 2$ the $k$ th power of the operator $A$ is defined by

$$
D\left(A^{k}\right):=\left\{u \in D\left(A^{k-1}\right): A^{k-1} u \in D(A)\right\}, \quad A^{k} u:=A\left(A^{k-1} u\right)
$$

Analogously, we can define the $k$ th power of $\mathcal{A}$ by setting

$$
\mathcal{A}^{k} u:=\mathcal{A}\left(\mathcal{A}^{k-1} u\right)=\left(\mathcal{A}_{1}\left(\mathcal{A}_{1}^{k-1} u_{1}\right), \ldots, \mathcal{A}_{r}\left(\mathcal{A}_{r}^{k-1} u_{r}\right)\right), \quad u \in H^{2 k, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)
$$

Thanks to (2.2) it is immediate to show that for any fixed integer $k$

$$
\begin{equation*}
D\left(A^{k}\right)=H_{\mathcal{B}_{k}}^{2 k, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right):=\left\{u \in H^{2 k, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right): \mathcal{B} u=\cdots=\mathcal{B}\left(\mathcal{A}^{k-1} u\right)=0\right\} \tag{2.3}
\end{equation*}
$$

so that the operator $A^{k}$ is the realization in $H$ of the differential operator $\mathcal{A}^{k}$ endowed with the boundary conditions

$$
\mathcal{B}_{k}:=\left\{\mathcal{B}, \mathcal{B} \mathcal{A}, \ldots, \mathcal{B} \mathcal{A}^{k-1}\right\}
$$

Notice that $A$ generates an analytic semigroup $e^{t A}$ in each $L^{p}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$, with $1 \leqslant p \leqslant \infty$, which is self-adjoint on $H$ and of negative type. Thus, as $-A$ is a positive self-adjoint operator on $H$, for any $0 \leqslant \alpha \leqslant \beta$ and $\theta \in[0,1]$ we have

$$
\begin{equation*}
\left[D\left((-A)^{\alpha}\right), D\left((-A)^{\beta}\right)\right]_{\theta}=\left(D\left((-A)^{\alpha}\right), D\left((-A)^{\beta}\right)\right)_{\theta, 2}=D\left((-A)^{(1-\theta) \alpha+\theta \beta}\right) \tag{2.4}
\end{equation*}
$$

where in general, given any two Banach spaces $X$ and $Y,[X, Y]_{\theta}$ denotes their complex interpolation space and $(X, Y)_{\theta, 2}$ denotes their real interpolation space (for a proof see [15, Theorem 1.18.10]).

By complex interpolation arguments it is possible to characterize the domain of the fractional powers of $-A$.
Proposition 2.1. Let $m_{i}:=\left(1+2 \operatorname{ord} \mathcal{B}^{i}\right) / 4$. Then, for any $\gamma>0$ and $i=1, \ldots, r$ we have

$$
D\left((-A)^{\gamma}\right)=H_{\mathcal{B}_{\gamma}}^{2 \gamma, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)
$$

where $\mathcal{B}_{\gamma}:=\left(\mathcal{B}_{\gamma}^{1}, \ldots, \mathcal{B}_{\gamma}^{r}\right)$ with

$$
\mathcal{B}_{\gamma}^{i}:= \begin{cases}\emptyset & \text { if } \gamma \in\left[0, m_{i}\right],  \tag{2.5}\\ \left\{\mathcal{B}^{i}, \mathcal{B}^{i} \mathcal{A}_{i}, \ldots, \mathcal{B}^{i} \mathcal{A}_{i}^{k}\right\} & \text { if } \gamma \in\left(k+m_{i}, k+1+m_{i}\right], \quad k \in \mathbb{N} \cup\{0\} .\end{cases}
$$

Proof. Due to (2.4) we have

$$
D\left((-A)^{\gamma}\right)=\left[H, D\left((-A)^{[\gamma]+1}\right)\right]_{\frac{\gamma}{\gamma]+1}}
$$

and then from (2.3) we obtain

$$
\begin{equation*}
D\left((-A)^{\gamma}\right)=\left[H, H_{\mathcal{B}_{[\gamma]+1}^{2}}^{2([\gamma]+1), 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)\right]_{\frac{\gamma}{[\gamma]+1}} \tag{2.6}
\end{equation*}
$$

It is not difficult to prove that for any integer $k$ the operator $\mathcal{A}^{k}$ endowed with the boundary condition $\mathcal{B}_{k}$ is regular elliptic (for the definition and all details see [15, Section 5.2.1]). Thus, as proved in [4, Lemma 11] from (2.6) we obtain

$$
D\left((-A)^{\gamma}\right)=H_{\mathcal{B}_{\gamma}}^{2 \gamma, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)
$$

where

$$
\mathcal{B}_{\gamma}^{i}:=\left\{\mathcal{B}^{i} \mathcal{A}_{i}^{j} ; 0 \leqslant j \leqslant[\gamma], \operatorname{ord}\left(\mathcal{B}^{i} \mathcal{A}_{i}^{j}\right)<2 \gamma-\frac{1}{2}\right\} .
$$

Hence, by easy computations we can check that the boundary conditions $\mathcal{B}_{\gamma}^{i}$ above coincide with the boundary conditions $\mathcal{B}_{\gamma}^{i}$ in (2.5).

Remark 2.2. It is immediate to check that if $\gamma \in \mathbb{N}$ the boundary conditions $\mathcal{B}_{\gamma}$ introduced in (2.3) coincide with the boundary conditions $\mathcal{B}_{\gamma}$ introduced in the proposition above.

In what follows we shall set

$$
E:=\overline{D(A)} C\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)=\overline{D\left(A_{1}\right)} C(\overline{\mathcal{O}} ; \mathbb{R}) \times \cdots \times \overline{D\left(A_{r}\right)} C(\overline{\mathcal{O}} ; \mathbb{R})
$$

Each set $\overline{D\left(A_{i}\right)} C(\overline{\mathcal{O}} ; \mathbb{R})$ coincides with $C(\overline{\mathcal{O}} ; \mathbb{R})$ or $C_{0}(\overline{\mathcal{O}} ; \mathbb{R})$, if $\mathcal{B}_{i}$ is respectively a co-normal or a Dirichlet boundary condition. In any case, with this definition of the space $E$, endowed with the sup-norm $|\cdot|_{E}$ and the duality $\langle\cdot, \cdot\rangle_{E}:=E^{\star}\langle\cdot, \cdot\rangle_{E}$, the part of $e^{t A}$ in $E$ (which we will still denote by $e^{t A}$ ) is strongly continuous. Moreover for any $\delta_{x} \in \partial|x|_{E}:=\left\{x^{\star} \in E^{\star},\left\langle x, x^{\star}\right\rangle_{E}=|x|_{E},\left|x^{\star}\right|_{E^{\star}}=1\right\}$ we have

$$
\begin{equation*}
\left\langle A x, \delta_{x}\right\rangle_{E} \leqslant-\alpha|x|_{E}, \quad x \in D(A) \tag{2.7}
\end{equation*}
$$

where $\alpha:=\min _{i=1, \ldots, r} \alpha_{i}$.
As recalled also in [2] and [3], $e^{t A}$ has a smoothing effect. In fact, for any $t>0,1 \leqslant q \leqslant p \leqslant \infty$ and $\varepsilon \geqslant 0$ the semigroup $e^{t A}$ maps $L^{q}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$ into $W^{\varepsilon, p}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$ and

$$
\begin{equation*}
\left|e^{t A} x\right|_{W^{\varepsilon, p}\left(\mathcal{O} ; \mathbb{R}^{r}\right)} \leqslant c e^{-\alpha t}(t \wedge 1)^{-\left(\frac{\varepsilon}{2}+\frac{d(p-q)}{2 p q}\right)}|x|_{q}, \quad x \in L^{q}\left(\mathcal{O} ; \mathbb{R}^{r}\right) \tag{2.8}
\end{equation*}
$$

Moreover, $e^{t A}$ maps $E$ into $C^{\theta}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)$, for any $\theta \geqslant 0$, and

$$
\begin{equation*}
\left|e^{t A} x\right|_{C^{\theta}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)} \leqslant c e^{-\alpha t}(t \wedge 1)^{-\frac{\theta}{2}}|x|_{E}, \quad x \in E \tag{2.9}
\end{equation*}
$$

We also notice that $e^{t A}$ is compact on $L^{p}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$, for all $1 \leqslant p \leqslant \infty$ and $t>0$, and the spectrum $\left\{-\alpha_{n}\right\}$ is independent of $p$.

Our first hypothesis concerns the eigenvalues of $A$.
Hypothesis 1. The complete orthonormal system of $H$ which diagonalizes $A$ is equi-bounded in the sup-norm.
Next, we assume that $Q:=\left(Q_{1}, \ldots, Q_{r}\right): H \rightarrow H$ is a bounded linear operator which satisfies the following conditions.

Hypothesis 2. $Q$ is non-negative and diagonal with respect to the complete orthonormal basis which diagonalizes $A$, with eigenvalues $\left\{\lambda_{n}\right\}$. Moreover, if $d \geqslant 2$,

$$
\text { there exists }\left\{\begin{array}{ll}
\varrho<\infty & \text { if } d=2  \tag{2.10}\\
\varrho<\frac{2 d}{d-2} & \text { if } d>2
\end{array} \text { such that }\|Q\|_{\varrho}:=\left(\sum_{k=1}^{\infty} \lambda_{n}^{\varrho}\right)^{1 / \varrho}<\infty .\right.
$$

Remark 2.3. Hypothesis 1 is satisfied e.g. by the Laplace operator on $[0, T]^{d}$ endowed with Dirichlet boundary conditions. But there are several important cases in which it is not satisfied and it is only possible to say that

$$
\left|e_{k}\right|_{\infty} \leqslant c k^{\gamma}
$$

for some $\gamma \geqslant 0$. In this more general situation one has to assume that the summability condition (2.10) imposed on the eigenvalues of $Q$ is satisfied for some smaller constant $\varrho^{\prime}$. In other words one has to color the noise more.

In Hypotheses 3 and 4 below we give conditions on the coefficients $f$ and $g$.
Hypothesis 3. The mapping $g: \overline{\mathcal{O}} \times \mathbb{R}^{r} \rightarrow \mathcal{L}\left(\mathbb{R}^{r}\right)$ is continuous. Moreover the mapping $g(\xi, \cdot): \mathbb{R}^{r} \rightarrow \mathcal{L}\left(\mathbb{R}^{r}\right)$ is Lipschitz-continuous, uniformly with respect to $\xi \in \overline{\mathcal{O}}$, that is

In what follows for any $x, y: \overline{\mathcal{O}} \rightarrow \mathbb{R}^{r}$ we set

$$
(G(x) y)(\xi):=g(\xi, x(\xi)) y(\xi), \quad \xi \in \overline{\mathcal{O}} .
$$

Next, setting $f:=\left(f_{1}, \ldots, f_{r}\right)$, for any $x: \overline{\mathcal{O}} \rightarrow \mathbb{R}^{r}$ we define

$$
F(x)(\xi):=f(\xi, x(\xi)), \quad \xi \in \overline{\mathcal{O}} .
$$

## Hypothesis 4.

(1) The mapping $F: E \rightarrow E$ is locally Lipschitz-continuous and there exists $m \geqslant 1$ such that

$$
\begin{equation*}
|F(x)|_{E} \leqslant c\left(1+|x|_{E}^{m}\right), \quad x \in E . \tag{2.11}
\end{equation*}
$$

Moreover, $F(0)=0$.
(2) For any $x, h \in E$

$$
\begin{equation*}
\left\langle F(x+h)-F(x), \delta_{h}\right\rangle_{E} \leqslant 0, \tag{2.12}
\end{equation*}
$$

for some $\delta_{h} \in \partial|h|_{E}:=\left\{h^{\star} \in E^{\star} ;\left|h^{\star}\right|_{E^{\star}}=1,\left\langle h, h^{\star}\right\rangle_{E}=|h|_{E}\right\}$.
(3) There exist $a>0$ and $c \geqslant 0$ such that for each $x, h \in E$

$$
\begin{equation*}
\left\langle F(x+h)-F(x), \delta_{h}\right\rangle_{E} \leqslant-a|h|_{E}^{m}+c\left(1+|x|_{E}^{m}\right), \tag{2.13}
\end{equation*}
$$

for some $\delta_{h} \in \partial|h|_{E}$.
Remark 2.4. Assume that

$$
f_{i}\left(\xi, \sigma_{1}, \ldots, \sigma_{r}\right):=k_{i}\left(\xi, \sigma_{i}\right)+h_{i}\left(\xi, \sigma_{1}, \ldots, \sigma_{r}\right), \quad i=1, \ldots, r,
$$

where $h_{i}: \overline{\mathcal{O}} \times \mathbb{R}^{r} \rightarrow \mathbb{R}$ is a continuous function such that $h_{i}(\xi, \cdot): \mathbb{R}^{r} \rightarrow \mathbb{R}$ is locally Lipschitz-continuous with linear growth, uniformly with respect to $\xi \in \overline{\mathcal{O}}$, and

$$
k_{i}\left(\xi, \sigma_{i}\right):=-c(\xi) \sigma_{i}^{2 n+1}+\sum_{k=0}^{2 n} c_{k}(\xi) \sigma_{i}^{k}
$$

where $c(\xi)$ and $c_{k}(\xi)$ are continuous functions, $c(\xi) \geqslant \varepsilon>0, \xi \in \overline{\mathcal{O}}$ and $c_{0}(\xi)=-h_{i}(\xi, 0)$.
Under these assumptions the function $f$ satisfies conditions (1) and (3) in Hypothesis 4 (see also [1, Chapter 6], [2] and [3, Remark 2.1] for more general examples of functions $f$ fulfilling Hypothesis 4 and for all details).

The next set of conditions assure the compactness of level sets for the quasi-potential associated with system (1.1).

Hypothesis 5. Either $G(0)=0$ or there exists a continuous increasing function $c(t)$ such that for any $t \geqslant 0$

$$
\begin{equation*}
\left|Q[G(0)]^{\star} e^{t\left[A+F^{\prime}(0)\right]^{\star}} h\right|_{H} \geqslant c(t)\left|Q e^{t A} h\right|_{H}, \quad h \in H \tag{2.14}
\end{equation*}
$$

In the case (2.14) is verified, the following conditions hold.
(1) If $\left\{-\alpha_{n}\right\}$ and $\left\{\lambda_{n}\right\}$ are respectively the eigenvalues of $A$ and $Q$, then

$$
\begin{equation*}
\frac{1}{c} \alpha_{n}^{-\delta} \leqslant \lambda_{n} \leqslant c \alpha_{n}^{-\delta} \tag{2.15}
\end{equation*}
$$

for some $c>0$ and some $\delta$ such that

$$
\begin{equation*}
\delta \geqslant 0, \quad \text { if } d=1, \quad \delta>\frac{d-2}{4}, \quad \text { if } d \geqslant 2 \tag{2.16}
\end{equation*}
$$

(2) The mappings $f$ and $g$ are of class $C^{\infty}$ on $\overline{\mathcal{O}} \times \mathbb{R}^{r}$.
(3) If $\delta$ is the constant in (2.15) and $\mathcal{B}_{\gamma}$ is the boundary operator introduced in (2.5), then for any $\gamma \leqslant \delta$ and $u, v \in H^{2 \gamma, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$ we have

$$
\begin{align*}
& \mathcal{B}_{\gamma} u_{\left.\right|_{\partial O}}=0 \Rightarrow \mathcal{B}_{\gamma} F(u)_{\left.\right|_{\partial O}}=0  \tag{2.17}\\
& \mathcal{B}_{\gamma} u_{\left.\right|_{\partial O}}=\mathcal{B}_{\gamma} v_{\left.\right|_{\partial O}}=0 \Rightarrow \mathcal{B}_{\gamma}(G(u) v)_{\left.\right|_{\partial O}}=0 .
\end{align*}
$$

Moreover, if $u, v, w \in H^{2 \delta, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$ we have

$$
\begin{align*}
& \mathcal{B}_{\delta} u_{\left.\right|_{\partial O}}=\mathcal{B}_{\delta} v_{\left.\right|_{\partial O}}=0 \Rightarrow \mathcal{B}_{\delta}\left(F^{\prime}(u) v\right)_{\left.\right|_{\partial O}}=0,  \tag{2.18}\\
& \mathcal{B}_{\delta} u_{\mid \partial O}=\mathcal{B}_{\delta} v_{\left.\right|_{\partial O}}=\mathcal{B}_{\delta} w_{\mid \partial O}=0 \Rightarrow \mathcal{B}_{\delta}\left(\left[G^{\prime}(u) v\right] w\right)_{\mid \partial O}=0 .
\end{align*}
$$

## Remark 2.5.

1. We note that the assumption (2.14) is fulfilled when there exist two diagonal $r \times r$ matrices $D_{1}$ and $D_{2}$, with $D_{1}$ invertible, such that

$$
g(\xi, 0)=D_{1}, \quad D_{\sigma} f(\xi, 0)=D_{2}, \quad \xi \in \overline{\mathcal{O}}
$$

In particular, when instead of a system a single equation is considered, condition (2.14) is always fulfilled if both $g(\xi, 0)$ and $D_{\sigma} f(\xi, 0)$ do not depend on $\xi$.
2. Condition (2.15) means that Range $Q=D\left((-A)^{\delta}\right)$.
3. We assume $f$ and $g$ to be $C^{\infty}\left(\overline{\mathcal{O}} \times \mathbb{R}^{r}\right)$ only for simplicity. In fact we need $f$ and $g$ to be of class $C^{k}\left(\overline{\mathcal{O}} \times \mathbb{R}^{r}\right)$, for some $k$ large enough, depending on the constant $\delta$ introduced in (2.15) (for example, in the case $\mathcal{B}^{i}=I$ it is sufficient to take $k<2 \delta+1 / 2$, see also next remark).
4. If we have

$$
\alpha_{n} \sim n^{2 / d}, \quad n \in \mathbb{N}
$$

(this happens for example in the case of the Laplace operator $\Delta$ in strongly regular open sets, both with Dirichlet and with Neumann boundary conditions, see [5, Theorem 1.9.6]), then if (2.16) holds, there exists some $\rho$ which fulfills condition (2.10).
5. When $\mathcal{B}^{i}=I$, for each $i=1, \ldots, r$, condition (2.17) is verified for example by functions $f$ and $g$ such that

$$
\begin{equation*}
\mathcal{D}_{\sigma}^{j} f(\xi, 0)=0, \quad D_{\sigma}^{j} g(\xi, 0)=0, \quad \xi \in \overline{\mathcal{O}} \tag{2.19}
\end{equation*}
$$

for any $j=1, \ldots, 2 k$, where $k \in\left[\delta-5 / 4, \delta-1 / 4\right.$ ) (notice that in this case $m_{i}=1 / 4$, for each $i$ ). In the same setting, condition (2.18) holds for $f$ and $g$ fulfilling (2.19) for any $j=1, \ldots, 2 k+1$, with $k$ as above.

For the proof of upper bounds in the case of unbounded $g$ we need the following condition on its growth.
Hypothesis 6. There exists $\gamma \in[0,1]$ such that

$$
\begin{equation*}
\sup _{\xi \in \overline{\mathcal{O}}}|g(\xi, \sigma)|_{\mathcal{L}\left(\mathbb{R}^{r}\right)} \leqslant c\left(1+|\sigma|^{\gamma}\right), \quad \sigma \in \mathbb{R}^{r} \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
m>\left[1+(2+d) \gamma\left(1-\frac{d(\varrho-2)}{2 \varrho}\right)^{-1}\right] \vee 2 \tag{2.21}
\end{equation*}
$$

where $\varrho$ and $m$ are the constants introduced respectively in (2.10) and (2.13).
Remark 2.6. Condition (2.21) on $d, m, \varrho$ and $\gamma$ says how the space dimension, the dissipativity of $F$, the regularity of $Q$ and the growth of $G$ are related to one another, in order to have upper bounds.

In the case of space dimension $d=1$ and white noise (which means $Q=I$ and hence $\varrho=+\infty$ ) the relation between $m$ (the dissipativity of $F$ ) and $\gamma$ (the growth of $G$ ) is

$$
m>(1+6 \gamma) \vee 2
$$

so that in the case of $G$ having linear growth (that is $\gamma=1$ ) we have to assume $m>7$. If instead of a white noise we take a coloured noise with Hilbert-Schmidt covariance $Q$ (that is $\varrho=2$ ) we have

$$
m>(1+3 \gamma) \vee 2
$$

which becomes $m>4$ in the case of $\gamma=1$.
In general, from (2.10) we have that the bigger the space dimension $d$ becomes, the smaller $\varrho$ has to be chosen (and hence the more regular $Q$ has to be taken). Due to (2.21) this means that if we want to allow the same growth of $g$ with increasing dimensions, we have to take reaction terms $F$ with stronger and stronger dissipativity, that is, larger and larger $m$.

## 3. The skeleton equation

With the notations introduced in the previous section system (1.1) can written more concisely as

$$
\begin{equation*}
d u(t)=[A u(t)+F(u(t))] d t+G(u(t)) Q d w(t), \quad u(0)=x \tag{3.1}
\end{equation*}
$$

In this section we prove some results for the skeleton equation associated with the system above.

For any $-\infty \leqslant t_{1}<t_{2} \leqslant+\infty$ and $\varphi \in L^{2}\left(t_{1}, t_{2} ; H\right)$ we denote by $z(\varphi)$ any solution belonging to $C\left(\left[t_{1}, t_{2}\right] ; E\right)$ of the deterministic problem

$$
\begin{equation*}
z^{\prime}(t)=A z(t)+F(z(t))+G(z(t)) Q \varphi(t), \quad z\left(t_{1}\right)=x \tag{3.2}
\end{equation*}
$$

In several cases, when we need to stress that $z(\varphi)$ starts from $x$ at time $t_{1}$, we shall write $z_{t_{1}}^{x}(\varphi)$. As shown in [3, Theorem 4.1], for any $r \geqslant 0$ and $t_{1}<t_{2}$ there exists a constant $c_{r, t_{2}-t_{1}}>0$ such that for any $x \in E$

$$
\sup _{|\varphi|_{L^{2}\left(t_{1}, t_{2} ; H\right)} \leqslant r}\left|z^{x}(\varphi)\right|_{C\left(\left[t_{1}, t_{2}\right] ; E\right)} \leqslant c_{r, t_{2}-t_{1}}\left(1+|x|_{E}\right) .
$$

In fact, by proceeding as in [2, proofs of Proposition 6.1 and Theorem 6.2], it is possible to get the following stronger result.

Theorem 3.1. Under Hypotheses $1-4$, for any $r \geqslant 0$ there exists a constant $c_{r}>0$ such that for any $T \in \mathbb{R}$ and $x \in E$

$$
\begin{equation*}
\sup _{|\varphi|_{L^{2}(T, \infty ; H)} \leqslant r}\left|z_{T}^{x}(\varphi)\right|_{C([T, \infty) ; E)} \leqslant c_{r}\left(1+|x|_{E}\right) \tag{3.3}
\end{equation*}
$$

Moreover, there exists $\theta_{\star} \in(0,1)$ and $c_{r} \in(0,+\infty)$ such that for any $t>T$ and $x \in E$

$$
\begin{equation*}
\sup _{|\varphi|_{L^{2}(T, \infty ; H)} \leqslant r}\left|z_{T}^{x}(\varphi)(t)\right|_{C^{\theta_{\star}}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)} \leqslant c_{r}\left(1+|x|_{E}^{m}\right)\left(1+(t-T)^{-\frac{\theta_{\star}}{2}}\right) \tag{3.4}
\end{equation*}
$$

Proof. For any fixed $\varphi \in L^{2}(T, \infty ; H), z \in C([T, \infty) ; E)$ and $\lambda \geqslant 0$ we define

$$
\gamma_{\varphi, \lambda}^{T}(z)(t):=\int_{T}^{t} e^{(t-s)(A-\lambda)} G(z(s)) Q \varphi(s) d s, \quad t \geqslant T
$$

(and we set $\gamma_{\varphi}^{T}(z):=\gamma_{\varphi, 0}^{T}(z)$ ). Clearly, $\gamma_{\varphi, \lambda}^{T}(z)$ is the unique mild solution of the problem

$$
\frac{d v}{d t}(t)=(A-\lambda) v(t)+G(z(t)) Q \varphi(t), \quad t \geqslant T, \quad v(T)=0
$$

Thanks to the same arguments used in [2, proofs of Theorem 4.2 and Proposition 4.5, Remark 4.6], due to (2.9) we can fix some $\theta_{\star} \in(0,1)$ such that for any $\lambda \geqslant 0$ and $T \in \mathbb{R}$

$$
\begin{equation*}
\sup _{t \geqslant T}\left|\gamma_{\varphi, \lambda}^{T}(z)(t)\right|_{C^{\theta_{\star}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)}} \leqslant c(\lambda)\left(1+|z|_{C([T, \infty) ; E)}\right)|\varphi|_{L^{2}(T, \infty ; H)} \tag{3.5}
\end{equation*}
$$

for a constant $c(\lambda)$ decreasing to zero as $\lambda$ goes to infinity.
Now, if we set $\gamma^{T}(t):=\gamma_{\varphi, \lambda}^{T}\left(z_{T}^{x}(\varphi)\right)(t)$ and $u(t):=z_{T}^{x}(\varphi)(t)-\gamma^{T}(t)$, for $t \geqslant T$, we have

$$
u^{\prime}(t)=(A-\lambda) u(t)+F\left(u(t)+\gamma^{T}(t)\right)+\lambda z_{T}^{x}(\varphi)(t), \quad u(T)=x
$$

We recall here that if a mapping $u:[0, T] \rightarrow E$ is differentiable at some point $t_{0}$ then

$$
\frac{d^{-}}{d t}\left|u\left(t_{0}\right)\right|_{E}=\min \left\{\left.\left\langle u^{\prime}\left(t_{0}\right),\left.x^{\star}\right|_{E}, x^{\star} \in \partial\right| u\left(t_{0}\right)\right|_{E}\right\}
$$

see for example [1, Proposition A.1.3]. Hence, if $\delta_{u(t)}$ is the element of $\partial|u(t)|_{E}$ introduced in (2.13), due to (2.11) we have

$$
\begin{aligned}
\frac{d^{-}}{d t}|u(t)|_{E} \leqslant & \left\langle A u(t), \delta_{u(t)}\right\rangle_{E}+\left\langle F\left(u(t)+\gamma^{T}(t)\right)-F\left(\gamma^{T}(t)\right), \delta_{u(t)}\right\rangle_{E} \\
& +\left\langle F\left(\gamma^{T}(t)\right)+\lambda z_{T}^{x}(\varphi)(t), \delta_{u(t)}\right\rangle_{E} \leqslant-a|u(t)|_{E}^{m}+c\left(1+\left|\gamma^{T}(t)\right|_{E}^{m}+\lambda\left|z_{T}^{x}(\varphi)(t)\right|_{E}\right)
\end{aligned}
$$

Then, recalling that $z_{T}^{x}(\varphi)=u+\gamma_{\varphi, \lambda}^{T}\left(z_{T}^{x}(\varphi)\right)$, by a comparison argument (see for example [2, proof of Lemma 5.4]) for any $t \geqslant T$ we obtain

$$
\left|z_{T}^{x}(\varphi)(t)\right|_{E} \leqslant|x|_{E}+c\left(1+\sup _{r \geqslant T}\left|\gamma_{\varphi, \lambda}^{T}\left(z_{T}^{x}(\varphi)\right)(r)\right|_{E}+\lambda^{\frac{1}{m}}\left|z_{T}^{x}(\varphi)(t)\right|_{E}^{\frac{1}{m}}\right)
$$

Thanks to (3.5) and to the Young inequality, this implies that if $|\varphi|_{L^{2}(T, \infty ; H)} \leqslant r$

$$
\sup _{t \geqslant T}\left|z_{T}^{x}(\varphi)(t)\right|_{E} \leqslant|x|_{E}+\frac{1}{4} \sup _{t \geqslant T}\left|z_{T}^{x}(\varphi)(t)\right|_{E}+c(\lambda)\left(1+\left|z_{T}^{x}(\varphi)\right|_{C([T, \infty) ; E)}\right) r+\lambda^{\frac{1}{m-1}}
$$

Now, as $\lim _{\lambda \rightarrow \infty} c(\lambda)=0$, we can find $\bar{\lambda}$ such that $c(\bar{\lambda}) r \leqslant 1 / 4$ and then

$$
\sup _{t \geqslant T}\left|z_{T}^{x}(\varphi)(t)\right|_{E} \leqslant c_{r}\left(1+|x|_{E}\right)
$$

for some positive constant $c_{r}$.
Finally, in order to obtain (3.4), we remark that thanks to (2.9), (2.11) and (3.3) for any $t \geqslant T$ we easily have

$$
\begin{align*}
& \left|\int_{T}^{t} e^{(t-s) A} F\left(z_{T}^{x}(\varphi)(s)\right) d s\right|_{C^{\theta_{\star}}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)} \\
& \quad \leqslant c \int_{T}^{t} e^{-\alpha(t-s)}((t-s) \wedge 1)^{-\frac{\theta_{\star}}{2}}\left(1+\left|z_{T}^{x}(\varphi)(s)\right|_{E}^{m}\right) d s \leqslant c_{r}\left(1+|x|_{E}^{m}\right) \tag{3.6}
\end{align*}
$$

Then, as

$$
z_{T}^{x}(\varphi)(t)=e^{(t-T) A} x+\int_{T}^{t} e^{(t-s) A} F\left(z_{T}^{x}(\varphi)(s)\right) d s+\gamma_{\varphi}^{T}\left(z_{T}^{x}(\varphi)\right)(t)
$$

from (3.3), (3.5) and (2.9) for any $t>T$ we get

$$
\left|z_{T}^{x}(\varphi)(t)\right|_{C^{\theta_{\star}}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)} \leqslant c\left(e^{-\alpha(t-T)}((t-T) \wedge 1)^{-\frac{\theta_{\star}}{2}}|x|_{E}+c_{r}\left(1+|x|_{E}^{m}\right)\right)
$$

which easily implies (3.4)
The next proposition shows that if we start from $x=0$ at time $T$, then $z_{T}^{0}(\varphi)$ decreases to zero in $C([T, \infty) ; E)$, as $\varphi$ decreases to zero in $L^{2}(T, \infty ; H)$.

Proposition 3.2. Under Hypotheses $1-4$, for any $T \in \mathbb{R}$ we have

$$
\begin{equation*}
\lim _{|\varphi|_{L^{2}(T, \infty ; H)} \rightarrow 0}\left|z_{T}^{0}(\varphi)\right|_{C([T, \infty) ; E)}=0 \tag{3.7}
\end{equation*}
$$

Proof. As in the proof of Theorem 3.1, if we set $u(t):=z_{T}^{0}(\varphi)(t)-\gamma_{\varphi}^{T}\left(z_{T}^{0}(\varphi)\right)(t)$, we have

$$
u^{\prime}(t)=A u(t)+F\left(u(t)+\gamma_{\varphi}^{T}\left(z_{T}^{0}(\varphi)\right)(t)\right), \quad u(T)=0
$$

so that, with the notations of Theorem 3.1,

$$
\begin{aligned}
\frac{d^{-}}{d t}|u(t)|_{E} \leqslant & \left\langle A u(t), \delta_{u(t)}\right\rangle_{E}+\left\langle F\left(u(t)+\gamma_{\varphi}^{T}\left(z_{T}^{0}(\varphi)\right)(t)\right)-F\left(\gamma_{\varphi}^{T}\left(z_{T}^{0}(\varphi)\right)(t)\right), \delta_{u(t)}\right\rangle_{E} \\
& +\left\langle F\left(\gamma_{\varphi}^{T}\left(z_{T}^{0}(\varphi)\right)(t)\right), \delta_{u(t)}\right\rangle_{E} \leqslant-a|u(t)|_{E}^{m}+\left|F\left(\gamma_{\varphi}^{T}\left(z_{T}^{0}(\varphi)\right)(t)\right)\right|_{E}
\end{aligned}
$$

Recalling that $u(t):=z_{T}^{0}(\varphi)(t)-\gamma_{\varphi}^{T}\left(z_{T}^{0}(\varphi)\right)(t)$, by comparison this yields

$$
\begin{aligned}
\sup _{t \geqslant T}\left|z_{T}^{0}(\varphi)(t)\right|_{E} & \leqslant \sup _{t \geqslant T}\left(|u(t)|_{E}+\left|\gamma_{\varphi}^{T}\left(z_{T}^{0}(\varphi)\right)(t)\right|_{E}\right) \\
& \leqslant c \sup _{t \geqslant T}\left(\left|\gamma_{\varphi}^{T}\left(z_{T}^{0}(\varphi)\right)(t)\right|_{E}+\left.\left|F\left(\gamma_{\varphi}^{T}\left(z_{T}^{0}(\varphi)\right)(t)\right)\right|_{E}\right|^{\frac{1}{m}}\right)
\end{aligned}
$$

Now, thanks to (3.5) and (3.3), if $|\varphi|_{L^{2}(T, \infty ; H)} \leqslant r$ we have

$$
\sup _{t \geqslant T}\left|\gamma_{\varphi}^{T}\left(z_{T}^{0}(\varphi)\right)(t)\right|_{E} \leqslant c_{r}|\varphi|_{L^{2}(T, \infty ; H)}
$$

and then, as $F(0)=0$, we can conclude.
Now we show that under the growth conditions of Hypothesis 6 it is possible to give estimates of $\left|z^{x}(\varphi)(t)\right|_{E}$ which are uniform with respect to the initial datum $x$. To this purpose we need a preliminary result on the convolution $\gamma_{\varphi}^{0}(z)$.

Lemma 3.3. Let us assume Hypotheses 1-4 and 6. Then, if $\varrho$ and $\gamma$ are the constants introduced in (2.10) and (2.20), respectively, for any $q \geqslant 1$ such that

$$
\begin{equation*}
\frac{q}{\gamma} \geqslant 1, \quad \frac{(2+d) \gamma}{q}<1-\frac{d(\varrho-2)}{2 \varrho} \tag{3.8}
\end{equation*}
$$

there exists some continuous increasing function $c_{q}(t)$ vanishing at $t=0$ such that for any $z \in L^{q}(0,+\infty ; E)$ and $\varphi \in L^{2}(0,+\infty ; H)$

$$
\left|\gamma_{\varphi}^{0}(z)(t)\right|_{E} \leqslant c_{q}(t)\left(1+|z|_{L^{q}(0, t ; E)}^{\gamma}\right)|\varphi|_{L^{2}(0, t ; H)}, \quad t \geqslant 0
$$

Proof. For any $\beta \in(0,1)$ and $t \geqslant 0$ we have

$$
\gamma_{\varphi}^{0}(z)(t)=\frac{\sin \pi \beta}{\pi} \int_{0}^{t}(t-s)^{\beta-1} e^{(t-s) A} v_{\beta}(s) d s
$$

where

$$
v_{\beta}(s):=\int_{0}^{s}(s-\sigma)^{-\beta} e^{(s-\sigma) A} G(z(\sigma)) Q \varphi(\sigma) d \sigma
$$

Thanks to (2.8), for any $\beta \in(0,1), \varepsilon>0$ and $p \geqslant 1$ such that $(\beta-1-\varepsilon / 2) p /(p-1)>-1$ we have

$$
\begin{aligned}
\left|\gamma_{\varphi}^{0}(z)(t)\right|_{W^{\varepsilon, p}\left(\mathcal{O} ; \mathbb{R}^{r}\right)} & \leqslant \frac{\sin \pi \beta}{\pi} \int_{0}^{t}(t-s)^{\beta-1-\frac{\varepsilon}{2}}\left|v_{\beta}(s)\right|_{p} d s \\
& \leqslant \frac{\sin \pi \beta}{\pi}\left(\int_{0}^{t}\left|v_{\beta}(s)\right|_{p}^{p} d s\right)^{\frac{1}{p}}\left(\int_{0}^{t}(t-s)^{\left(\beta-1-\frac{\varepsilon}{2}\right) \frac{p}{p-1}} d s\right)^{\frac{p-1}{p}}
\end{aligned}
$$

Hence, if $\varepsilon p>d$, that is, if

$$
\begin{equation*}
\beta>(2+d) / 2 p \tag{3.9}
\end{equation*}
$$

we get

$$
\begin{equation*}
\left|\gamma_{\varphi}^{0}(z)(t)\right|_{E} \leqslant c_{p}(t)\left|v_{\beta}\right|_{L^{p}\left((0, t) \times \mathcal{O} ; \mathbb{R}^{r}\right)}, \tag{3.10}
\end{equation*}
$$

for some continuous increasing function $c_{p}(t)$ vanishing at $t=0$. Now, for $(s, \xi) \in[0, T] \times \mathcal{O}$ we have

$$
\begin{aligned}
v_{\beta}(s, \xi) & =\int_{0}^{s}(s-\sigma)^{-\beta} \sum_{k=1}^{\infty} e^{(s-\sigma) A}\left[G(z(\sigma)) Q e_{k}\right](\xi)\left\langle\varphi(\sigma), e_{k}\right\rangle_{H} d \sigma \\
& =\int_{0}^{s}(s-\sigma)^{-\beta} \sum_{k=1}^{\infty} \lambda_{k} e^{(s-\sigma) A}\left[G(z(\sigma)) e_{k}\right](\xi)\left\langle\varphi(\sigma), e_{k}\right\rangle_{H} d \sigma
\end{aligned}
$$

and then

$$
\begin{aligned}
\left|v_{\beta}(s, \xi)\right| & \leqslant \int_{0}^{s}(s-\sigma)^{-\beta}\left(\sum_{k=1}^{\infty}\left|\left\langle\varphi(\sigma), e_{k}\right\rangle_{H}\right|^{2}\right)^{\frac{1}{2}}\left(\sum_{k=1}^{\infty} \lambda_{k}^{2}\left|e^{(s-\sigma) A}\left[G(z(\sigma)) e_{k}\right](\xi)\right|^{2}\right)^{\frac{1}{2}} d \sigma \\
& \leqslant\left(\int_{0}^{s}|\varphi(\sigma)|_{H}^{2} d \sigma\right)^{\frac{1}{2}}\left(\int_{0}^{s}(s-\sigma)^{-2 \beta} \sum_{k=1}^{\infty} \lambda_{k}^{2}\left|e^{(s-\sigma) A}\left[G(z(\sigma)) e_{k}\right](\xi)\right|^{2} d \sigma\right)^{\frac{1}{2}} \\
& \leqslant\|Q\|_{\varrho}|\varphi|_{L^{2}(0, s ; H)}\left(\int_{0}^{s}(s-\sigma)^{-2 \beta}\left(\sum_{k=1}^{\infty}\left|e^{(s-\sigma) A}\left[G(z(\sigma)) e_{k}\right](\xi)\right|^{2 \zeta}\right)^{\frac{1}{5}} d \sigma\right)^{\frac{1}{2}},
\end{aligned}
$$

where $\varsigma=\varrho /(\varrho-2)$ and $\varrho=+\infty$ if $d=1$, or $\varrho<2 d /(d-2)$, if $d \geqslant 2$ (see (2.10) in Hypothesis 4).
Now, as shown in [2, Proof of Theorem 4.2], we have

$$
\sum_{k=1}^{\infty}\left|e^{(s-\sigma) A}\left[G(z(\sigma)) e_{k}\right](\xi)\right|^{2 \varsigma} \leqslant c(s-\sigma)^{-\frac{d}{2}}\left|e^{(s-\sigma) A} \zeta(\cdot, z(\sigma))\right|_{E}^{2(\zeta-1)}\left|e^{(s-\sigma) A} \bar{\zeta}(\cdot, z(\sigma))\right|_{E},
$$

where the functions $\zeta, \bar{\zeta}: \overline{\mathcal{O}} \times \mathbb{R}^{r} \rightarrow \mathbb{R}^{r}$ are defined by

$$
\zeta_{i}(\xi, \rho):=\sum_{j=1}^{r}\left|g_{i j}(\xi, \rho)\right|, \quad \bar{\zeta}_{i}(\xi, \rho):=\sum_{j=1}^{r}\left|g_{i j}(\xi, \rho)\right|^{2}, \quad i=1, \ldots, r .
$$

According to (2.20) this yields

$$
\sum_{k=1}^{\infty}\left|e^{(s-\sigma) A}\left[G(z(\sigma)) e_{k}\right](\xi)\right|^{2 s} \leqslant c(s-\sigma)^{-\frac{d}{2}}\left(1+|z(\sigma)|_{E}^{2 \gamma \zeta}\right), \quad \xi \in \overline{\mathcal{O}},
$$

and then, if

$$
\begin{equation*}
2 \beta+\frac{d}{2 \varsigma}=2 \beta+\frac{d(\varrho-2)}{2 \varrho}<1, \tag{3.11}
\end{equation*}
$$

collecting all terms, from the Young inequality we get

$$
\begin{align*}
\left|v_{\beta}\right|_{L^{p}\left((0, t) \times ; \mathbb{R}^{r}\right)}^{p} & \leqslant c|\varphi|_{L^{2}(0, t ; H)}^{p} \int_{0}^{t}\left(\int_{0}^{s}(s-\sigma)^{-\left(2 \beta+\frac{d}{2 s}\right)}\left(1+|z(\sigma)|_{E}^{2 \gamma}\right) d \sigma\right)^{\frac{p}{2}} d s \\
& \leqslant c|\varphi|_{L^{2}(0, t ; H)}^{p}\left(\int_{0}^{t} s^{-\left(2 \beta+\frac{d}{25}\right)} d s\right)^{\frac{p}{2}} \int_{0}^{t}\left(1+|z(s)|_{E}^{p \gamma}\right) d s . \tag{3.12}
\end{align*}
$$

Hence, as we can take $p=q / \gamma \geqslant 1$, for some $q \geqslant 1$ fulfilling (3.8), it is possible to fix $\beta \in(0,1)$ fulfilling both (3.9) and (3.11) and thanks to (3.10) and (3.12) we obtain our lemma.

Theorem 3.4. Assume that Hypotheses 1-4 and 6 hold. Then for any $r \geqslant 0$ there exists $c_{r}>0$ such that

$$
\begin{equation*}
\sup _{x \in E} \sup _{|\varphi|_{L^{2}(0, \infty ; H)} \leqslant r}\left|z^{x}(\varphi)(t)\right|_{E} \leqslant c_{r}\left(1+(t \wedge 1)^{-\frac{1}{m-1}}\right), \quad t>0 \tag{3.13}
\end{equation*}
$$

Proof. If we set $u:=z^{x}(\varphi)-\gamma_{\varphi}^{0}\left(z^{x}(\varphi)\right)$, we have

$$
u^{\prime}(t)=A u(t)+F\left(u(t)+\gamma_{\varphi}^{0}\left(z^{x}(\varphi)\right)(t)\right), \quad u(0)=x .
$$

If $\delta_{u}$ is the element of $\partial|u(t)|_{E}$ introduced in (2.13), with the notations used in the proof of Theorem 3.1 we have

$$
\begin{aligned}
\frac{d^{-}}{d t}|u(t)|_{E} & \leqslant\left\langle A u(t), \delta_{u}\right\rangle_{E}+\left\langle F\left(u(t)+\gamma_{\varphi}\left(z^{x}(\varphi)\right)(t)\right)-F\left(\gamma_{\varphi}\left(z^{x}(\varphi)\right)(t)\right), \delta_{u}\right\rangle_{E}+\left\langle F\left(\gamma_{\varphi}\left(z^{x}(\varphi)\right)(t)\right), \delta_{u}\right\rangle_{E} \\
& \leqslant-a|u(t)|^{m}+c\left(1+\left|\gamma_{\varphi}\left(z^{x}(\varphi)\right)(t)\right|_{E}^{m}\right)
\end{aligned}
$$

Thus, thanks to Lemma 3.3, if $q$ is any constant as in (3.8) we obtain

$$
\frac{d^{-}}{d t}|u(t)|_{E} \leqslant-a|u(t)|^{m}+c(t)\left(1+\left|z^{x}\right|_{L^{q}(0, t ; E)}^{\gamma m}\right)|\varphi|_{L^{2}(0, t ; H)}^{m}+c
$$

for some continuous increasing function $c(t)$ vanishing at $t=0$. By a comparison argument proved in [1, Lemma 1.2.6] this gives

$$
|u(t)|_{E} \leqslant c t^{-\frac{1}{m-1}}+c(t)\left(1+\left|z^{x}(\varphi)\right|_{L^{q}(0, t ; E)}^{\gamma}\right)|\varphi|_{L^{2}(0, t ; H)}+c,
$$

so that

$$
\begin{align*}
\left|z^{x}(\varphi)(t)\right|_{E} & \leqslant|u(t)|_{E}+\left|\gamma_{\varphi}\left(z^{x}(\varphi)\right)(t)\right|_{E} \\
& \leqslant c t^{-\frac{1}{m-1}}+c(t)\left(1+\left|z^{x}(\varphi)\right|_{L^{q}(0, t ; E)}^{\gamma}\right)|\varphi|_{L^{2}(0, t ; H)}+c . \tag{3.14}
\end{align*}
$$

Now, if (2.21) holds we can find $\bar{q} \geqslant 1$ fulfilling (3.8) such that $\bar{q} /(m-1)<1$. Hence, integrating with respect to $t \in[0, T]$ the $\bar{q}$ th power of both sides in (3.14), for any $\varphi \in L^{2}(0, \infty ; H)$, with $|\varphi|_{L^{2}(0, \infty ; H)} \leqslant r$, we get

$$
\begin{aligned}
\int_{0}^{T}\left|z^{x}(\varphi)(t)\right|_{E}^{\bar{q}} d t & \leqslant c \int_{0}^{T} t^{-\frac{\bar{q}}{m-1}} d t+c(T)\left(\int_{0}^{T}\left|z^{x}(\varphi)(t)\right|_{E}^{\bar{q}} d t\right)^{\gamma}|\varphi|_{L^{2}(0, T ; H)}^{\bar{q}}+c(T)\left(1+|\varphi|_{L^{2}(0, T ; H)}^{\bar{q}}\right) \\
& \leqslant c(T) r^{\bar{q}} \int_{0}^{T}\left|z^{x}(\varphi)(t)\right|_{E}^{\bar{q}} d t+c(T)\left(1+r^{\bar{q}}\right)
\end{aligned}
$$

for some continuous increasing function $c(t)$ vanishing at $t=0$. Thus, if we fix $T_{r}>0$ such that $c\left(T_{r}\right) r^{\bar{q}} \leqslant 1 / 2$, it follows

$$
\frac{1}{2} \int_{0}^{T_{r}}\left|z^{x}(\varphi)(t)\right|_{E}^{\bar{q}} d t \leqslant c\left(T_{r}\right)\left(1+r^{\bar{q}}\right)
$$

and going back to (3.14), for any $t \leqslant T_{r}$ this yields

$$
\begin{equation*}
\sup _{x \in E}\left|z^{x}(\varphi)(t)\right|_{E} \leqslant c t^{-\frac{1}{m-1}}+c(t) r\left(1+c^{\gamma}\left(T_{r}\right)\left(1+r^{\bar{q}}\right)^{\gamma}\right)+c . \tag{3.15}
\end{equation*}
$$

Moreover, if $t>T_{r}$ we have $z^{x}(\varphi)(t)=z_{T_{r}}^{z^{x}(\varphi)\left(T_{r}\right)}(t)$ and then, due to (3.3)

$$
\left|z^{x}(\varphi)(t)\right|_{E} \leqslant c_{r}\left(1+\left|z^{x}(\varphi)\left(T_{r}\right)\right|_{E}\right), \quad t>T_{r}
$$

Together with (3.15) this gives (3.13).
The next regularity result will be crucial in the proof of Proposition 5.4 which provides a characterization of the quasi-potential. We recall that in what follows we endow the space $C((-\infty ; 0] ; E)$ with the topology of uniform convergence on bounded sets $[-T, 0]$, for all $T>0$.

Lemma 3.5. Let $z_{0} \in C((-\infty, 0] ; E)$ solve the problem

$$
\begin{equation*}
z_{0}(t)=\int_{-\infty}^{t} e^{(t-s) A} F\left(z_{0}(s)\right) d s+\int_{-\infty}^{t} e^{(t-s) A} G\left(z_{0}(s)\right) Q \varphi(s) d s, \quad t \leqslant 0 \tag{3.16}
\end{equation*}
$$

for some $\varphi \in L^{2}(-\infty, 0 ; H)$, and assume that

$$
\lim _{t \rightarrow-\infty}\left|z_{0}(t)\right|_{E}=0
$$

Then, under Hypotheses 1-5 and condition (2.14), if $\delta$ is the constant introduced in (2.15) we have that $z_{0} \in$ $L^{\infty}\left(-\infty, 0 ; D\left((-A)^{\delta+1 / 2}\right)\right)$ and

$$
\begin{equation*}
\lim _{t \rightarrow-\infty}\left|z_{0}(t)\right|_{D\left((-A)^{\delta+1 / 2}\right)}=0 \tag{3.17}
\end{equation*}
$$

Proof. For any $\varepsilon \in(0,1)$ we have

$$
\begin{aligned}
\left|\int_{-\infty}^{t} e^{(t-s) A} F\left(z_{0}(s)\right) d s\right|_{D\left((-A)^{\varepsilon}\right)} & \leqslant c \int_{-\infty}^{t} e^{-\alpha(t-s)}(t-s)^{-\varepsilon}\left|F\left(z_{0}(s)\right)\right|_{H} d s \\
& \leqslant c \int_{-\infty}^{t} e^{-\alpha(t-s)}(t-s)^{-\varepsilon} d s \sup _{s \leqslant t}\left|F\left(z_{0}(s)\right)\right|_{H} \\
& \leqslant c \sup _{s \leqslant t}\left|F\left(z_{0}(s)\right)\right|_{H},
\end{aligned}
$$

so that the mapping

$$
(-\infty, 0] \ni t \mapsto \int_{-\infty}^{t} e^{(t-s) A} F\left(z_{0}(s)\right) d s \in D\left((-A)^{\varepsilon}\right)
$$

belongs to $L^{\infty}\left(-\infty, 0 ; D\left((-A)^{\varepsilon}\right)\right)$. Moreover, since $F: E \rightarrow H$ is continuous, $F(0)=0$ and $\left|z_{0}(t)\right|_{E}$ goes to zero, as $t$ goes to $-\infty$, we have

$$
\begin{equation*}
\left.\left.\lim _{t \rightarrow-\infty}\right|_{-\infty} ^{t} e^{(t-s) A} F\left(z_{0}(s)\right) d s\right|_{D\left((-A)^{\varepsilon}\right)}=0, \quad \varepsilon \in(0,1) \tag{3.18}
\end{equation*}
$$

Next, let $h \in L^{2}\left(-\infty, 0 ; D\left((-A)^{\gamma}\right)\right)$, for some $\gamma \geqslant 0$. We have

$$
(-A)^{\gamma+1 / 2} \int_{-\infty}^{t} e^{(t-s) A} h(s) d s=\sum_{k=1}^{\infty} \alpha_{k}^{\gamma+1 / 2} \int_{-\infty}^{t} e^{-(t-s) \alpha_{k}}\left\langle h(s), e_{k}\right\rangle_{H} d s e_{k}
$$

and then

$$
\begin{align*}
\left|\int_{-\infty}^{t} e^{(t-s) A} h(s) d s\right|_{D\left((-A)^{\gamma+1 / 2}\right)}^{2} & \left.=\sum_{k=1}^{\infty} \alpha_{k}^{2 \gamma+1}\left|\int_{-\infty}^{t} e^{-(t-s) \alpha_{k}}\right| h(s), e_{k}\right\rangle\left._{H} d s\right|^{2} \\
& \leqslant \sum_{k=1}^{\infty} \alpha_{k} \int_{-\infty}^{t} e^{-2(t-s) \alpha_{k}} d s \int_{-\infty}^{t} \alpha_{k}^{2 \gamma}\left|\left\langle h(s), e_{k}\right\rangle_{H}\right|^{2} d s \\
& \leqslant c \int_{-\infty}^{t} \sum_{k=1}^{\infty} \alpha_{k}^{2 \gamma}\left|\left\langle h(s), e_{k}\right\rangle_{H}\right|^{2} d s=c|h|_{L^{2}\left(-\infty, t ; D\left((-A)^{\gamma}\right)^{2}\right.}^{2} \tag{3.19}
\end{align*}
$$

Since $G\left(z_{0}\right) Q \varphi \in L^{2}(-\infty, 0 ; H)$ and for $t \leqslant 0$

$$
\left|G\left(z_{0}\right) Q \varphi\right|_{L^{2}(-\infty, t ; H)} \leqslant c\left(1+\sup _{s \leqslant t}\left|z_{0}(s)\right|_{E}\right)|Q \varphi|_{L^{2}(-\infty, t ; H)}
$$

by taking $\gamma=0$ and $h=G\left(z_{0}\right) Q \varphi$ in (3.19), we get

$$
\begin{equation*}
\lim _{t \rightarrow-\infty}\left|\int_{-\infty}^{t} e^{(t-s) A} G\left(z_{0}(s)\right) Q \varphi(s) d s\right|_{D\left((-A)^{1 / 2}\right)}=0 \tag{3.20}
\end{equation*}
$$

Thanks to (3.18) (with $\varepsilon=1 / 2$ ) this implies that $z_{0} \in L^{\infty}\left(-\infty, 0 ; D\left((-A)^{1 / 2}\right)\right)$ and

$$
\begin{equation*}
\lim _{t \rightarrow-\infty}\left|z_{0}(t)\right|_{D\left((-A)^{1 / 2}\right)}=0 \tag{3.21}
\end{equation*}
$$

In particular, according to the characterization of $D\left((-A)^{1 / 2}\right)$ given in Proposition 2.1 this means that $z_{0} \in$ $L^{\infty}\left(-\infty, 0 ; H_{\mathcal{B}_{1 / 2}}^{1,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)\right)$. Then, since $f \in C^{\infty}\left(\overline{\mathcal{O}} \times \mathbb{R}^{r} ; \mathbb{R}^{r}\right)$, from [12, Theorem 5.5.4.1] we obtain that $F\left(z_{0}\right) \in L^{\infty}\left(-\infty, 0 ; H^{1,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)\right)$ and

$$
\sup _{t \leqslant 0}\left|F\left(z_{0}(t)\right)\right|_{H^{1,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)} \leqslant c \sup _{t \leqslant 0}\left|z_{0}(t)\right|_{H^{1,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)}\left(1+\sup _{t \leqslant 0}\left|z_{0}(t)\right|_{E}^{p}\right)
$$

for some $p \geqslant 1$. Moreover, as $z_{0}(t) \in H_{\mathcal{B}_{1 / 2}}^{1,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$, for $t \leqslant 0$, we have that $\mathcal{B}_{1 / 2} z_{0}(t)=0$ on $\partial \mathcal{O}$ and then, thanks to assumption (2.17), we have that $\mathcal{B}_{1 / 2} F\left(z_{0}(t)\right)=0$ on $\partial \mathcal{O}$. This means that $F\left(z_{0}(t)\right) \in H_{\mathcal{B}_{1 / 2}}^{1,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$, for $t \leqslant 0$, and hence, by using again Proposition 2.1 we have $F\left(z_{0}\right) \in L^{\infty}\left(-\infty, 0 ; D\left((-A)^{1 / 2}\right)\right)$. By proceeding as in the proof of (3.18), due to (3.21) this yields

$$
\left.\left.\lim _{t \rightarrow-\infty}\right|_{-\infty} ^{t} e^{(t-s) A} F\left(z_{0}(s)\right) d s\right|_{D\left((-A)^{\varepsilon+1 / 2}\right)}=0, \quad \varepsilon<1
$$

By repeating these arguments we can conclude that for any $\gamma \geqslant 0$ and $\varepsilon<1$

$$
\begin{equation*}
\lim _{t \rightarrow-\infty}\left|z_{0}(t)\right|_{D\left((-A)^{\gamma}\right)}=\left.\left.0 \Rightarrow \lim _{t \rightarrow-\infty}\right|_{-\infty} ^{t} e^{(t-s) A} F\left(z_{0}(s)\right) d s\right|_{D\left((-A)^{\varepsilon+\gamma}\right)}=0 \tag{3.22}
\end{equation*}
$$

Next we notice that with the same arguments used for $F\left(z_{0}\right)$ it is possible to prove that

$$
\begin{equation*}
g\left(\cdot, z_{0}\right) \in L^{\infty}\left(-\infty, 0 ; H^{1,2}\left(\mathcal{O} ; \mathcal{L}\left(\mathbb{R}^{r}\right)\right)\right) \tag{3.23}
\end{equation*}
$$

Moreover, as proved in [12, Theorem 4.6.1.1], if $s_{1} \leqslant s_{2}$ and $s_{1}+s_{2}>0$

$$
\begin{equation*}
s_{2}>\frac{d}{2} \Rightarrow H^{s_{1}, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right) \cdot H^{s_{2}, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right) \hookrightarrow H^{s_{1}, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right) \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{2}<\frac{d}{2} \Rightarrow H^{s_{1}, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right) \cdot H^{s_{2}, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right) \hookrightarrow H^{s_{1}+s_{2}-\frac{d}{2}, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right) \tag{3.25}
\end{equation*}
$$

By using these embedding results we can study the regularity of the product $G\left(z_{0}\right) Q \varphi$ (and hence of the second integral in (3.16)). To this purpose we consider separately three different cases.

Case $d=1$ and $2 \delta \leqslant 1$. Since $Q \varphi(t) \in D\left((-A)^{\delta}\right)=H_{\mathcal{B}_{\delta}}^{2 \delta, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$, for $t \leqslant 0$, as $1>1 / 2=d / 2$, due to (3.23) and (3.24) we have

$$
G\left(z_{0}(t)\right) Q \varphi(t) \in H^{2 \delta, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right), \quad t \leqslant 0
$$

and

$$
\left|G\left(z_{0}(t)\right) Q \varphi(t)\right|_{H^{2 \delta, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)} \leqslant c\left|g\left(\cdot, z_{0}(t, \cdot)\right)\right|_{H^{1,2}\left(\mathcal{O} ; \mathcal{L}\left(\mathbb{R}^{r}\right)\right)}|Q \varphi(t)|_{H^{2 \delta, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)}
$$

Moreover, since $\mathcal{B}_{1 / 2} z_{0}(t)=0$ and $\mathcal{B}_{\delta}(Q \varphi(t))=0$ on $\partial \mathcal{O}$, for any $t \leqslant 0$, according to assumption (2.17) we have $\mathcal{B}_{\delta}\left(G\left(z_{0}(t)\right) Q \varphi(t)\right)=0$ on $\partial \mathcal{O}$, for any $t \leqslant 0$, so that $G\left(z_{0}\right) Q \varphi \in L^{2}\left(-\infty, 0 ; H_{\mathcal{B}_{\delta}}^{2 \delta, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)\right)=$ $L^{2}\left(-\infty, 0 ; D\left((-A)^{\delta}\right)\right)$. Thanks to (3.19), with $h=G\left(z_{0}\right) Q \varphi$ and $\gamma=\delta$, this implies

$$
\left.\left.\lim _{t \rightarrow-\infty}\right|_{-\infty} ^{t} e^{(t-s) A} G\left(z_{0}(s)\right) Q \varphi(s) d s\right|_{D\left((-A)^{\delta+1 / 2}\right)}=0
$$

so that, as (3.22) holds (with $\gamma=1 / 2$ and $\varepsilon=\delta$ ), we obtain (3.17).
Case $d \geqslant 1$ and $2 \delta>d / 2 \vee 1$. In this case, with the same arguments used above, we have that the mapping

$$
t \mapsto \int_{-\infty}^{t} e^{(t-s) A} G\left(z_{0}(s)\right) Q \varphi(s) d s
$$

belongs to $L^{2}(-\infty, 0 ; D(-A))$ and then, proceeding as for the previous case, due to (3.22) we have that $z_{0} \in$ $L^{\infty}(-\infty, 0 ; D(-A))$.

Now, if $2 \delta \leqslant 2$, by using again (3.24), we have $G\left(z_{0}\right) Q \varphi \in L^{2}\left(-\infty, 0 ; H_{\mathcal{B}_{\delta}}^{2 \delta, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)\right)$ and then we can conclude as in the case of $d=1$ and $2 \delta \leqslant 1$. Otherwise, if $2 \delta>2$ we use again (3.24) and we obtain $G\left(z_{0}\right) Q \varphi \in$ $L^{2}\left(-\infty, 0 ; H_{\mathcal{B}_{1}}^{2,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)\right)$, so that $z_{0} \in L^{\infty}\left(-\infty, 0 ; D\left((-A)^{3 / 2}\right)\right)$. If $2 \delta \leqslant 3$ we conclude as above. If not, we go on with these arguments and in a finite number of steps we get $z_{0} \in L^{\infty}\left(-\infty, 0 ; D\left((-A)^{k / 2}\right)\right)$, for some $k \geqslant 2 \delta$ and hence we can conclude.

Case $d \geqslant 2$ and $2 \delta \leqslant d / 2$. Due to (2.16) we can fix $\varepsilon \in(0, \delta-(d-2) / 4)$. As $1 \leqslant d / 2$, by using (3.25) (with $1-\varepsilon$ and $2 \delta-\varepsilon$ ) we have that

$$
G\left(z_{0}\right) Q \varphi \in L^{2}\left(-\infty, 0 ; H_{\mathcal{B}_{\delta-\varepsilon-d / 4+1 / 2}}^{2(\delta-\varepsilon-d / 4)+1,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)\right)
$$

so that $z_{0} \in L^{\infty}\left(-\infty, 0 ; D\left((-A)^{\delta-\varepsilon-d / 4+1}\right)\right)$.
If $\delta-\varepsilon-d / 4+1>d / 4$, by using (3.24) we obtain $G\left(z_{0}\right) Q \varphi \in L^{2}\left(-\infty, 0 ; H_{B_{\delta}}^{2 \delta, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)\right)$ and then we can conclude as above (see the case of $d=1$ and $2 \delta \leqslant 1$ ).

If $\delta-\varepsilon-d / 4+1 \leqslant d / 4$, then, by using again (3.25) (with $2 \delta-3 \varepsilon-d / 2+2$ and $2 \delta-\varepsilon$ ) we easily obtain

$$
G\left(z_{0}\right) Q \varphi \in L^{2}\left(-\infty, 0 ; H_{\mathcal{B}_{2(\delta-\varepsilon-d / 4)+1}}^{4(\delta-\varepsilon-d / 4)+2,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)\right)
$$

so that $z_{0} \in L^{\infty}\left(-\infty, 0 ; D\left((-A)^{2(\delta-\varepsilon-d / 4)+3 / 2}\right)\right)$. If $2(\delta-\varepsilon-d / 4)+3 / 2>d / 4$, we can conclude as above. Otherwise we repeat the same arguments a finite number of times and we get

$$
z_{0} \in L^{\infty}\left(-\infty, 0 ; D\left((-A)^{k(\delta-\varepsilon-d / 4)+(k+1) / 2}\right)\right)
$$

for some $k \in \mathbb{N}$ such that $k(\delta-\varepsilon-d / 4)+(k+1) / 2>d / 4$ (and this is possible as $\varepsilon<\delta-(d-2) / 4)$. At this point we conclude as above.

Finally, we consider the uncontrolled version of Eq. (3.2), namely

$$
\begin{equation*}
z^{\prime}(t)=A z(t)+F(z(t)), \quad z(T)=x \tag{3.26}
\end{equation*}
$$

With the notations introduced at the beginning of this section its solution will be denoted by $z_{T}^{x}(0)$.
Proposition 3.6. Under Hypotheses 1-4, for any $R>0$

$$
\begin{equation*}
\lim _{t-T \rightarrow \infty} \sup _{|x|_{E} \leqslant R}\left|z_{T}^{x}(0)(t)\right|_{E}=0 \tag{3.27}
\end{equation*}
$$

Proof. If $\delta_{z(t)}$ is the element of $\partial\left|z_{T}^{x}(0)(t)\right|_{E}$ introduced in (2.12), we have

$$
\frac{d^{-}}{d t}\left|z_{T}^{x}(0)(t)\right|_{E} \leqslant\left\langle A z_{T}^{x}(0)(t), \delta_{z(t)}\right\rangle_{E}+\left\langle F\left(z_{T}^{x}(0)(t)\right), \delta_{z(t)}\right\rangle_{E} \leqslant-\alpha\left|z_{T}^{x}(0)(t)\right|_{E}
$$

By comparison this yields

$$
\left|z_{T}^{x}(0)(t)\right|_{E} \leqslant e^{-\alpha(t-T)}|x|_{E}, \quad t \geqslant T
$$

so that (3.27) follows.

## 4. A non-linear local exact controllability problem

Since we are dealing with space dimension $d \geqslant 1$, we cannot assume in general the operator $Q$ to be invertible and then the proof of compactness of the level sets of the quasi-potential associated with system (1.1) is more delicate than in the classical non-degenerate case (see [14]). For later use, in this section we prove some preliminary results about the local exact controllability of the skeleton system (3.2). Such results will be crucial in the proof of the characterization of the quasi-potential given in Proposition 5.4.

We start with a few definitions about exact and local exact controllability.

## Definition 4.1.

Let

$$
z^{\prime}(t)=H(z)(t)+K(z, \varphi)(t), \quad z(0)=0
$$

be some controlled system, with state space $V$ and control space $U$, and let $z(\varphi)$ denote the solution corresponding to the control $\varphi$.
(1) The system is exactly controllable at time $T>0$ if for any state $x \in V$ there exists an admissible control $\varphi \in U$ such that $z(\varphi)(T)=x$.
(2) The system is locally exactly controllable at time $T>0$ if there exists $\varepsilon>0$ such that for any $x \in V$, with $|x|_{V}<\varepsilon$, there exists an admissible control $\varphi \in U$ such that $z(\varphi)(T)=x$.

Here, in addition to the non-linear control problem

$$
\begin{equation*}
z^{\prime}(t)=A z(t)+F(z(t))+G(z(t)) Q \varphi(t), \quad z(0)=0 \tag{4.1}
\end{equation*}
$$

for any $\psi \in L^{2}(0, T ; H)$ we consider the linearized problem

$$
\begin{equation*}
y^{\prime}(t)=\left[A+F^{\prime}(0)\right] y(t)+G(0) Q \psi(t), \quad y(0)=0 \tag{4.2}
\end{equation*}
$$

In what follows we shall denote the solution of (4.2) by $y^{\psi}$. As $y^{\psi} \in L^{2}\left(0, T ; D\left((-A)^{\delta}\right)\right)$ and $f^{\prime}(\xi, 0) \in$ $C^{\infty}\left(\mathcal{O} ; \mathcal{L}\left(\mathbb{R}^{r}\right)\right)$, with the arguments used in the proof of Lemma 3.5 , it is immediate to show that $y^{\psi} \in$ $L^{\infty}\left(0, T ; D\left((-A)^{\delta+1 / 2}\right)\right)$. Moreover, if we fix $T>0$ and denote by $L_{T}$ the mapping

$$
L_{T}: L^{2}(0, T ; H) \rightarrow D\left((-A)^{\delta+1 / 2}\right), \quad \psi \mapsto L_{T} \psi:=y^{\psi}(T)
$$

it is clearly continuous. Now, if we show that there exists $c_{T}>0$ such that for any $h \in D\left((-A)^{\delta+1 / 2}\right)$

$$
\begin{equation*}
\left|L_{T}^{\star} h\right|_{L^{2}(0, T ; H)} \geqslant c_{T}|h|_{D\left((-A)^{\delta+1 / 2}\right)} \tag{4.3}
\end{equation*}
$$

we have that for any $h \in D\left((-A)^{\delta+1 / 2}\right)$ there exists $\psi \in L^{2}(0, T ; H)$ such that $y^{\psi}(T)=h$, so that the linear system (4.2) with state space $V:=D\left((-A)^{\delta+1 / 2}\right)$ and control space $U:=L^{2}(0, T ; H)$ is exactly controllable at time $T>0$.

It is immediate to check that

$$
L_{T}^{\star} h(s)=Q[G(0)]^{\star} e^{(T-s)\left[A+F^{\prime}(0)\right]^{\star}} h, \quad s \in[0, T] .
$$

Then, due to (2.14) we have

$$
\begin{aligned}
\left|L_{T}^{\star} h\right|_{L^{2}(0, T ; H)}^{2} & =\int_{0}^{T}\left|Q[G(0)]^{\star} e^{(T-s)\left[A+F^{\prime}(0)\right]^{\star}} h\right|_{H}^{2} d s \geqslant c(T) \int_{0}^{T}\left|Q e^{(T-s) A} h\right|_{H}^{2} d s \\
& =c(T) \int_{0}^{T} \sum_{k=1}^{\infty} \lambda_{k}^{2} e^{-2 \alpha_{k}(T-s)} h_{k}^{2} d s
\end{aligned}
$$

with $h_{k}=\left\langle h, e_{k}\right\rangle_{H}$. Thanks to (2.15) this gives

$$
\begin{aligned}
\left|L_{T}^{\star} h\right|_{L^{2}(0, T ; H)}^{2} & \geqslant c(T) \sum_{k=1}^{\infty} \alpha_{k}^{-2 \delta} h_{k}^{2} \int_{0}^{T} e^{-2 \alpha_{k}(T-s)} d s=c(T) \sum_{k=1}^{\infty} \alpha_{k}^{-2 \delta} h_{k}^{2} \frac{\left(1-e^{-2 \alpha_{k} T}\right)}{2 \alpha_{k}} \\
& \geqslant c(T)\left(1-e^{-2 \alpha T}\right) \sum_{k=1}^{\infty} \alpha_{k}^{-2(\delta+1 / 2)} h_{k}^{2}=c(T)\left(1-e^{-2 \alpha T}\right)|h|_{D\left((-A)^{\delta+1 / 2}\right)}^{2}
\end{aligned}
$$

so that (4.3) follows with $C_{T}:=c(T)\left(1-e^{-2 \alpha T}\right)$.
Now, since the mapping $L_{T}: L^{2}(0, T ; H) \rightarrow D\left((-A)^{\delta+1 / 2}\right)$ is surjective and continuous, by general arguments we can define its pseudo-inverse $S_{T}$ at a point $x \in D\left((-A)^{\delta+1 / 2}\right)$ as the unique $\psi \in L^{2}(0, T ; H)$ such that

$$
L_{T} \psi=x, \quad\langle\psi-\varphi, \psi\rangle_{L^{2}(0, T ; H)}=0, \quad \text { for all } \varphi \in L^{2}(0, T ; H) \text { with } L_{T} \varphi=x
$$

Equivalently $\psi=S_{T} x$ is the element of smallest norm satisfying $L_{T} \psi=x$. We note that the operator $S_{T}: D\left((-A)^{\delta+1 / 2}\right) \rightarrow L^{2}(0, T ; H)$ is linear and

$$
\begin{equation*}
\left\|S_{T}\right\|_{\mathcal{L}\left(D\left((-A)^{\delta+1 / 2}\right) ; L^{2}(0, T ; H)\right)} \leqslant c_{T}^{-1} \tag{4.4}
\end{equation*}
$$

This allows us to prove the local exact controllability of the non-linear system (4.1).

Theorem 4.2. There exists $T_{0}>0$ such that system (4.1) is locally exactly controllable, with state space $V:=$ $D\left((-A)^{\delta+1 / 2}\right)$ and control space $U:=L^{2}(0, T ; H)$, for any $T \leqslant T_{0}$.

## Proof.

For any $x \in V$ we consider the problem

$$
z^{\prime}(t)=A z(t)+F(z(t))+G(z(t)) Q S_{T} x(t), \quad z(0)=0
$$

whose solution $z^{0}\left(S_{T} x\right)$ at time $t$ is denoted by $\Gamma_{t}(x)$. Proceeding as in the proof of Lemma 3.5, it is possible to prove that $z^{0}\left(S_{T} x\right) \in L^{\infty}(0, T ; V)$, so that $\Gamma_{t}$ maps $V$ into $V$.

If we show that there exists some $T_{0}>0$ such that $\Gamma_{T}$ is differentiable in a neighborhood of zero, for any $T \leqslant T_{0}$, and $D \Gamma_{T}(0)=I$, by the local inversion theorem we have that there exist two neighborhoods $U_{1}$ and $U_{2}$ of 0 in $V$ such that $\Gamma_{T}: U_{1} \rightarrow U_{2}$ is invertible. Due to the definition of $\Gamma_{T}$, this means that for any $y \in U_{2}$ there exists $x=\Gamma_{T}^{-1}(y) \in U_{1}$ such that

$$
y=\int_{0}^{T} e^{(T-s) A} F\left(z^{0}\left(S_{T} x\right)(s)\right) d s+\int_{0}^{T} e^{(T-s) A} G\left(z^{0}\left(S_{T} x\right)(s)\right) Q S_{T} x(s) d s
$$

so that $\varphi^{y}:=S_{T} \Gamma_{T}^{-1}(y)$ is the control such that $z^{0}\left(\varphi^{y}\right)(T)=y$.
For any $x \in V$ we have that $z^{0}\left(S_{T} x\right)$ is the unique fixed point of the mapping $\mathcal{F}_{T}: V \times L^{\infty}(0, T ; V) \rightarrow$ $L^{\infty}(0, T ; V)$ defined by

$$
\mathcal{F}_{T}(x, z)(t):=\int_{0}^{t} e^{(t-s) A} F(z(s)) d s+\int_{0}^{t} e^{(t-s) A} G(z(s)) Q S_{T} x(s) d s
$$

We denote such fixed point by $z(x)$. Notice that, proceeding as in the proof of Lemma 3.5, due to (3.19) and (4.4), we have

$$
\left|\mathcal{F}_{T}(x, z)\right|_{L^{\infty}(0, T ; V)} \leqslant c T|z|_{L^{\infty}(0, T ; V)}\left(1+|z|_{L^{\infty}(0, T ; V)}^{p}\right)+c c_{T}^{-1}\left(1+|z|_{L^{\infty}(0, T ; V)}^{p}\right)|x|_{V}
$$

for some $p \geqslant 1$. Thus, if we fix $T \leqslant T_{1}:=1 / 4 c$ and $R_{T} \leqslant c_{T} / 4 c$, we get

$$
|x|_{V} \leqslant R_{T}, \quad|z|_{L^{\infty}(0, T ; V)} \leqslant 1 \Rightarrow\left|\mathcal{F}_{T}(x, z)\right|_{L^{\infty}(0, T ; V)} \leqslant 1
$$

so that $\mathcal{F}_{T}(x, \cdot)$ maps $B_{L^{\infty}(0, T ; V)}(1)$ into itself, for any $x \in B_{V}\left(R_{T}\right)$.
It is immediate to check that for any fixed $z \in L^{\infty}(0, T ; V)$ the mapping

$$
\mathcal{F}_{T}(\cdot, z): V \rightarrow L^{\infty}(0, T ; V), \quad x \mapsto \mathcal{F}_{T}(x, z)
$$

is Fréchet differentiable and for any $x, h \in V$

$$
\begin{equation*}
\left[\frac{\partial \mathcal{F}_{T}}{\partial x}(x, z) h\right](t)=\int_{0}^{t} e^{(t-s) A} G(z(s)) Q S_{T} h(s) d s, \quad t \in[0, T] \tag{4.5}
\end{equation*}
$$

Since $2 \delta+1>d / 2$, we have $H^{2 \delta+1,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right) \subset L^{\infty}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$ and then, as shown in [12, Theorem 5.5.3.1], the Nemytskij composition operator $F$ is differentiable in $H^{2 \delta+1,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$ and for any $x, y \in H^{2 \delta+1,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$

$$
\begin{equation*}
\left[F^{\prime}(x) y\right](\xi)=D_{\sigma} f(\xi, x(\xi)) y(\xi), \quad \xi \in \overline{\mathcal{O}} \tag{4.6}
\end{equation*}
$$

Notice that due to (2.18) if $x, y \in D\left((-A)^{\delta}\right)$ then $\mathcal{B}_{\delta}\left[F^{\prime}(x) y\right]=0$ on $\partial O$, so that $F^{\prime}(x) y \in D\left((-A)^{\delta}\right)$. In particular, since $2 \delta+1>d / 2$, by using (3.24) for any $x, y \in V$ we have

$$
\begin{equation*}
\left|F^{\prime}(x) y\right|_{D\left((-A)^{\delta}\right)} \leqslant c\left(1+|x|_{V}^{p}\right)|y|_{V} \tag{4.7}
\end{equation*}
$$

for some constant $p \geqslant 1$. Moreover, due to (3.24) and to the boundary assumptions (2.17) for any $x \in V$ and $h \in D\left((-A)^{\delta}\right)$ we have that $G(x) h \in D\left((-A)^{\delta}\right)$. Then by using again the result proved in [12, Theorem 5.5.3.1] we have that the mapping $x \in H^{2 \delta+1,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right) \mapsto G(x) h \in H^{2 \delta, 2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$ is differentiable and for any $y \in H^{2 \delta+1,2}\left(\mathcal{O} ; \mathbb{R}^{r}\right)$

$$
\begin{equation*}
\left(\left[G^{\prime}(x) h\right] y\right)(\xi)=[D(G(\cdot) h)(x) y](\xi)=\left[D_{\sigma} g(\xi, x(\xi)) y(\xi)\right] h(\xi), \quad \xi \in \overline{\mathcal{O}} \tag{4.8}
\end{equation*}
$$

In particular, if $x, y \in V$ and $h \in D\left((-A)^{\delta}\right)$ due to (2.18) we have that $\left[G^{\prime}(x) h\right] y \in D\left((-A)^{\delta}\right)$ and

$$
\begin{equation*}
\left|\left[G^{\prime}(x) h\right] y\right|_{D\left((-A)^{\delta}\right)} \leqslant c\left(1+|x|_{V}^{p}\right)|y|_{V}|h|_{D\left((-A)^{\delta}\right)} \tag{4.9}
\end{equation*}
$$

for some constant $p \geqslant 1$.
Thus, thanks to (3.19) and to (4.6) and (4.8) it is not difficult to show that for any fixed $x \in V$ the mapping

$$
z \in L^{\infty}(0, T ; V) \mapsto \mathcal{F}_{T}(x, z) \in L^{\infty}(0, T ; V)
$$

is differentiable and for any $x \in V$ and $z, w \in L^{\infty}(0, T ; V)$ it holds

$$
\left[\frac{\partial \mathcal{F}_{T}}{\partial z}(x, z) w\right](t)=\int_{0}^{t} e^{(t-s) A} F^{\prime}(z(s)) w(s) d s+\int_{0}^{t} e^{(t-s) A}\left[G^{\prime}(z(s)) w(s)\right] Q S_{T} x(s) d s
$$

Moreover, according to (3.19) and (4.4) and to (4.7) and (4.9) we have

$$
\begin{aligned}
\left|\left[\frac{\partial \mathcal{F}_{T}}{\partial z}(x, z) w\right](t)\right|_{V} & \leqslant c\left(\left|F^{\prime}(z) w\right|_{L^{2}\left(0, t ; D\left((-A)^{\delta}\right)\right)}+\left|\left[G^{\prime}(z) w\right] Q S_{T} x\right|_{L^{2}\left(0, t ; D\left((-A)^{\delta}\right)\right)}\right) \\
& \leqslant c\left[\int_{0}^{t}\left(1+|z|_{V}^{p}\right)^{2}\left(1+\left|S_{T} x(s)\right|_{D\left((-A)^{\delta}\right)}^{2}\right)|w(s)|_{V}^{2} d s\right]^{1 / 2} \\
& \leqslant c^{\prime}\left(1+|z|_{L^{\infty}(0, t ; V)}^{p}\right)\left(\sqrt{t}+c_{T}^{-1}|x|_{V}\right)|w|_{L^{\infty}(0, t ; V)}
\end{aligned}
$$

Hence, if $T \leqslant T_{1},|z|_{L^{\infty}(0, T ; V)} \leqslant 1$ and $|x|_{V} \leqslant R$, for some $R \leqslant R_{T}$, we get

$$
\left|\left[\frac{\partial \mathcal{F}_{T}}{\partial z}(x, z) w\right]\right|_{V} \leqslant 2 c^{\prime}\left(\sqrt{T}+c_{T}^{-1} R\right)|w|_{L^{\infty}(0, T ; V)}
$$

This means that if we fix $0<\alpha<1$ and $T_{0}:=\left(\alpha / 4 c^{\prime}\right)^{2} \wedge T_{1}$, for any $T \leqslant T_{0}$ and any $R_{T} \leqslant c_{T}\left(\alpha / c^{\prime} \wedge 1 / c\right) / 4$ we have

$$
|x|_{V} \leqslant R_{T}, \quad|z|_{L^{\infty}(0, T ; V)} \leqslant 1 \Rightarrow\left|\frac{\partial \mathcal{F}_{T}}{\partial z}(x, z) w\right|_{\mathcal{L}\left(L^{\infty}(0, T ; V), L^{\infty}(0, T ; V)\right)} \leqslant \alpha
$$

Thus from the theorem of contractions depending on parameters (see for example [1, Proposition C.0.3] for a proof in this setting), we have that for any $T \leqslant T_{0}$ the mapping

$$
x \in B_{V}\left(R_{T}\right) \mapsto z(x) \in L^{\infty}(0, T ; V)
$$

is differentiable. Moreover, for any $x \in B_{V}\left(R_{T}\right), h \in V$ and $t \in[0, T]$

$$
\begin{aligned}
{[D z(x) h](t)=D \Gamma_{t}(x) h=} & \int_{0}^{t} e^{(t-s) A} F^{\prime}\left(\Gamma_{S}(x)\right) D \Gamma_{s}(x) h d s+\int_{0}^{t} e^{(t-s) A}\left[G^{\prime}\left(\Gamma_{s}(x)\right) D \Gamma_{S}(x) h\right] Q S_{T} x(s) d s \\
& +\int_{0}^{t} e^{(t-s) A} G\left(\Gamma_{S}(x)\right) Q S_{T} h(s) d s
\end{aligned}
$$

Since $F(0)=0$ and $S_{T} 0=0$, we clearly have $z(0)=0$ and $\Gamma_{S}(0)=0$, for any $s \in[0, T]$. This implies that

$$
D \Gamma_{t}(0) h=\int_{0}^{t} e^{(t-s) A} F^{\prime}(0) D \Gamma_{s}(0) h d s+\int_{0}^{t} e^{(t-s) A} G(0) Q S_{T} h(s) d s
$$

Therefore, by a uniqueness argument we have that $v(t):=D \Gamma_{t}(0) h$ is the solution of

$$
v^{\prime}(t)=\left[A+F^{\prime}(0)\right] v(t)+G(0) Q S_{T} h(t), \quad v(0)=0
$$

This means that $D \Gamma_{T}(0) h=v(T)=h$, so that $D \Gamma_{T}(0)=I$.

## 5. Compactness of level sets of the quasi-potential

For any $t_{1}<t_{2}$ and $z \in C\left(\left[t_{1}, t_{2}\right] ; E\right)$ we define

$$
I_{t_{1}, t_{2}}(z):=\frac{1}{2} \inf \left\{|\varphi|_{L^{2}\left(t_{1}, t_{2} ; H\right)}^{2} ; z=z(\varphi)\right\}
$$

where $z(\varphi)$ is the solution of the skeleton equation (3.2) in the interval $\left[t_{1}, t_{2}\right]$, corresponding to the control $\varphi$ (with the usual convention that $\inf \emptyset=+\infty)$. For simplicity of notations, when $t_{1}=0$ and $t_{2}=t>0$ we shall write $I_{t}$ and when $t_{2}=0$ and $t_{1}=-t<0$ we shall write $I_{-t}$.

In [3, Theorem 5.1] we have proved that for any $x \in E, r \geqslant 0$ and $t_{1}<t_{2}$ the level set

$$
K_{x, t_{1}, t_{2}}(r):=\left\{z \in C\left(\left[t_{1}, t_{2}\right] ; E\right) ; z\left(t_{1}\right)=x, I_{t_{1}, t_{2}}(z) \leqslant r\right\}
$$

is compact. In fact, it is not difficult to adapt the proof of [3, Theorem 5.1] in order to show that for any compact set $\Lambda \subset E$ the level set

$$
K_{\Lambda, t_{1}, t_{2}}(r):=\left\{z \in C\left(\left[t_{1}, t_{2}\right] ; E\right) ; z\left(t_{1}\right) \in \Lambda, I_{t_{1}, t_{2}}(z) \leqslant r\right\}
$$

is compact. Notice that in what follows, if $t_{1}=0$ and $t_{2}=t$ we shall write $K_{x, t}(r)$ and $K_{\Lambda, t}(r)$ instead of $K_{x, 0, t}(r)$ and $K_{\Lambda, 0, t}(r)$.

Analogously, for any $z \in C((-\infty ; 0] ; E)$ we define

$$
I_{-\infty}(z):=\frac{1}{2} \inf \left\{|\varphi|_{L^{2}(-\infty, 0 ; H)}^{2} ; z=z(\varphi)\right\}
$$

and for any $r \geqslant 0$

$$
K_{-\infty}(r):=\left\{z \in C((-\infty ; 0] ; E) ; I_{-\infty}(z) \leqslant r, \lim _{t \rightarrow-\infty}|z(t)|_{E}=0\right\}
$$

We note that for any $z \in C((-\infty ; 0] ; E)$

$$
I_{-\infty}(z)=\sup _{t \geqslant 0} I_{-t}(z)
$$

Finally, for any $x \in E$ we define the quasi-potential

$$
\begin{equation*}
V(x):=\inf \left\{I_{t}(z) ; t>0, z \in C([0, t] ; E), \text { with } z(0)=0 \text { and } z(t)=x\right\} \tag{5.1}
\end{equation*}
$$

In this section we shall prove that the level sets of $V$ are compact, so that $V$ is an admissible action functional for the large deviations estimates of the family of invariant measures $\left\{v_{\varepsilon}\right\}_{\varepsilon>0}$.

First of all we notice that $x=0$ is the unique minimum point of $V$, i.e.

$$
\begin{equation*}
V(x)=0 \Leftrightarrow x=0 . \tag{5.2}
\end{equation*}
$$

Actually, if $x=0$ then clearly $V(x)=0$. On the other side, if $V(x)=0$ for any $\varepsilon>0$ there exist $T_{\varepsilon}>0$ and $z_{\varepsilon} \in C\left(\left[0, T_{\varepsilon}\right] ; E\right)$ such that $z_{\varepsilon}(0)=0$ and $z_{\varepsilon}\left(T_{\varepsilon}\right)=x$ and $I_{T_{\varepsilon}}\left(z_{\varepsilon}\right)<\varepsilon$. This means that for each $\varepsilon>0$ there exists $\varphi_{\varepsilon} \in L^{2}\left(0, T_{\varepsilon} ; H\right)$ such that

$$
z_{\varepsilon}=z_{0}^{0}\left(\varphi_{\varepsilon}\right) \quad \text { and } \quad \frac{1}{2}\left|\varphi_{\varepsilon}\right|_{L^{2}\left(0, T_{\varepsilon} ; H\right)}^{2} \leqslant 2 \varepsilon
$$

According to Proposition 3.2 this implies that

$$
\lim _{\varepsilon \rightarrow 0}\left|z_{\varepsilon}\left(T_{\varepsilon}\right)\right|_{E}=\lim _{\varepsilon \rightarrow 0}\left|z_{0}^{0}\left(\varphi_{\varepsilon}\right)\left(T_{\varepsilon}\right)\right|_{E}=0
$$

and hence, as $z_{\varepsilon}\left(T_{\varepsilon}\right)=x$, we have that $x=0$.
Now, as we are assuming $F(0)=0$, if $G(0)=0$ then for each $t>0$ and $z \in C([0, t] ; E)$, with $z(0)=0$ and $z(t)=x \neq 0$, we clearly have $I_{t}(z)=+\infty$. Due to the arbitrariness of $t>0$, this means that

$$
G(0)=0 \Rightarrow V(x)= \begin{cases}+\infty & \text { if } x \neq 0  \tag{5.3}\\ 0 & \text { if } x=0\end{cases}
$$

In particular, if $G(0)=0$ the level sets of $V$ are trivially compact.
Our aim is to prove that the level sets of $V$ are compact in $E$, even under condition (2.14). We start by proving the compactness of the sets $K_{-\infty}(r)$.

Proposition 5.1. Assume Hypotheses 1-4. Then for any $r \geqslant 0$ the set $K_{-\infty}(r)$ is compact in $C((-\infty, 0] ; E)$.
Proof. Given any sequence $\left\{z_{n}\right\} \subset K_{-\infty}(r)$, we have to show that there exists a subsequence $\left\{z_{n_{k}}\right\}$ converging in $C((-\infty, 0] ; E)$ to some $\hat{z} \in K_{-\infty}(r)$. For this purpose we need a preliminary result, whose proof is postponed.

Lemma 5.2. There exists $\theta_{\star} \in(0,1)$ such that for any $r \geqslant 0$

$$
I_{-\infty}(z) \leqslant r \quad \text { and } \quad \sup _{t \leqslant 0}|z(t)|_{E}<\infty \Rightarrow \sup _{t \leqslant 0}|z(t)|_{C^{\theta \star}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)} \leqslant L(r)
$$

for some constant $L(r)>0$.
Due to the previous lemma, if $z \in K_{-\infty}(r)$, for any $k \in \mathbb{N}$ the restriction of $z$ to the interval [ $-k, 0$ ] belongs to $K_{\Lambda,-k, 0}(r)$, where

$$
\begin{equation*}
\Lambda:=\left\{x \in E ;|x|_{C^{\theta_{\star}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)}} \leqslant L(r)\right\} . \tag{5.4}
\end{equation*}
$$

As $\Lambda$ is compact in $E$, we have that $K_{\Lambda,-k, 0}(r)$ is compact in $C([-k, 0] ; E)$ for any $k \in \mathbb{N}$. Then by taking $k=1$ we can find $\left\{z_{n_{1}}\right\} \subseteq\left\{z_{n}\right\}$ and $\hat{z}_{1} \in C([-1,0] ; E)$ such that

$$
\lim _{n_{1} \rightarrow \infty} z_{n_{1_{[-1,0]}}}=\hat{z}_{1}, \quad \text { in } C([-1,0] ; E) .
$$

In particular, as $I_{-1}$ is lower semi-continuous (see [3, Theorem 5.1]) we have $I_{-1}\left(\hat{z}_{1}\right) \leqslant r$. With the same arguments, we can find a subsequence $\left\{z_{n_{2}}\right\} \subseteq\left\{z_{n_{1}}\right\}$ and $\hat{z}_{2} \in C([-2,0] ; E)$ such that

$$
\lim _{n_{2} \rightarrow \infty} z_{\left.n_{2}\right|_{[-2,0]}}=\hat{z}_{2}, \quad \text { in } C([-2,0] ; E)
$$

and $I_{-2}\left(\hat{z}_{2}\right) \leqslant r$. Proceeding in this way, we can find a subsequence $\left\{z_{n^{\prime}}\right\} \subseteq\left\{z_{n}\right\}$ converging to some $\hat{z}$ in $C((-\infty, 0] ; E)$. By construction for each $k \in \mathbb{N}$ we have that $I_{-k}\left(z_{n^{\prime}}\right) \leqslant r$, for any $n^{\prime} \in \mathbb{N}$ large enough and then, due to the lower semi-continuity of $I_{-k}$, we have $I_{-k}(\hat{z}) \leqslant r$. This implies that $I_{-\infty}(\hat{z}) \leqslant r$. Moreover, it is immediate to check that

$$
\begin{equation*}
\sup _{t \leqslant 0}|\hat{z}(t)|_{C^{\theta \star}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)} \leqslant L(r) \tag{5.5}
\end{equation*}
$$

Thus, in order to show that $\hat{z} \in K_{-\infty}(r)$, it remains to prove that

$$
\lim _{t \rightarrow-\infty}|\hat{z}(t)|_{E}=0
$$

If this is not true, there exist a constant $\eta>0$ and a sequence $\left\{t_{n}\right\}$ decreasing to $-\infty$ such that $\left|\hat{z}\left(t_{n}\right)\right|_{E} \geqslant \eta$, for any $n \in \mathbb{N}$. The next lemma, whose proof is postponed, shows that in fact this is not possible.

Lemma 5.3. There exist $t_{0}>0$ and $\beta>0$ such that

$$
|\hat{z}(t)|_{E} \geqslant \eta \Rightarrow I_{t-t_{0}, t}(\hat{z}) \geqslant \beta
$$

Now, we can conclude the proof of the proposition. Actually, if we assume that $\left|\hat{z}\left(t_{n}\right)\right|_{E} \geqslant \eta$, due to the previous lemma there exists $t_{0}>0$ such that $I_{t_{n}-t_{0}, t_{n}}(\hat{z}) \geqslant \beta>0$, for any $n \in \mathbb{N}$. Thus, if we fix any subsequence $\left\{t_{n_{k}}\right\} \subseteq\left\{t_{n}\right\}$ such that $t_{n_{k+1}} \leqslant t_{n_{k}}-t_{0}$, for any $m \in \mathbb{N}$ we have

$$
I_{-\infty}(\hat{z}) \geqslant \sum_{k=1}^{m} I_{t_{n_{k+1}}, t_{n_{k}}}(\hat{z}) \geqslant \sum_{k=1}^{m} I_{t_{n_{k}}}-t_{0}, t_{n_{k}}(\hat{z}) \geqslant \beta m
$$

Thus, as $m$ can be taken arbitrarily large, we get $I_{-\infty}(\hat{z})=+\infty$, which is not true.
Now, in order to conclude the proof of Proposition 5.1 it remains to prove Lemmas 5.2 and 5.3.
Proof of Lemma 5.2. Since $I_{-\infty}(z) \leqslant r$, for any $-T \leqslant t \leqslant 0$ we have

$$
z(t)=e^{(t+T) A} z(-T)+\int_{-T}^{t} e^{(t-s) A} F(z(s)) d s+\gamma_{\varphi}^{-T}(z)(t)
$$

for some $\varphi \in L^{2}(-T, 0 ; H)$, with $|\varphi|_{L^{2}(-T, 0 ; H)}^{2} \leqslant 3 r$. Then, using (3.5) and (3.6) we can find a constant $c_{r}$ not depending on $T$ such that for any $\xi, \eta \in \overline{\mathcal{O}}$ and $t \geqslant-T$

$$
\begin{aligned}
|z(t, \xi)-z(t, \eta)| \leqslant & \left|e^{(t+T) A} z(-T)(\xi)-e^{(t+T) A} z(-T)(\eta)\right| \\
& +c_{r}\left(1+\sup _{t \geqslant-T}|z(t)|_{E}^{m}+\sup _{t \geqslant-T}|z(t)|_{E}\right)|\xi-\eta|^{\theta_{\star}}
\end{aligned}
$$

According to (2.9), with $\theta=0$, and to (3.3) this implies

$$
|z(t, \xi)-z(t, \eta)| \leqslant c e^{-\alpha(t+T)}|z(-T)|_{E}+c_{r}\left(1+|z(-T)|_{E}^{m}\right)|\xi-\eta|^{\theta_{\star}}
$$

and since $\sup _{t \leqslant 0}|z(t)|_{E}=: \kappa<\infty$, it follows that for any $t \geqslant-T$

$$
|z(t, \xi)-z(t, \eta)| \leqslant c e^{-\alpha(t+T)}|z(-T)|_{E}+c_{r}\left(1+\kappa^{m}\right)|\xi-\eta|^{\theta_{\star}}
$$

By taking the limit above for $T$ tending to infinity, we obtain

$$
|z(t, \xi)-z(t, \eta)| \leqslant c_{r}\left(1+\kappa^{m}\right)|\xi-\eta|^{\theta_{\star}}, \quad t \leqslant 0
$$

which implies the lemma.
Proof of Lemma 5.3. For any $s>0$, let $z_{t-s}^{x}(0)$ be the solution of problem (3.26) starting from $x$ at time $t-s$. If $\Lambda$ is the set introduced in (5.4), due to (3.27) there exists $t_{0}>0$ large enough such that

$$
\sup _{x \in \Lambda}\left|z_{t-t_{0}}^{x}(0)(t)\right|_{E} \leqslant \frac{\eta}{2}
$$

Thus, if

$$
H_{t, t_{0}}:=\left\{z \in C\left(\left[t-t_{0}, t\right] ; E\right) ; z\left(t-t_{0}\right) \in \Lambda,|z(t)|_{E} \geqslant \eta\right\}
$$

we immediately have that if $x \in \Lambda$ then $z_{t-t_{0}}^{x}(0) \notin H_{t, t_{0}}$. As $H_{t, t_{0}}$ is closed, this implies that

$$
\beta:=\inf \left\{I_{t-t_{0}, t}(z) ; z \in H_{t, t_{0}}\right\}>0 .
$$

In fact, if $\beta=0$ there exists $\left\{z_{n}\right\} \subset H_{t, t_{0}}$ such that $I_{t-t_{0}, t}\left(z_{n}\right) \leqslant 1 / n$, for any $n \in \mathbb{N}$. This means that $\left\{z_{n}\right\} \subset$ $K_{\Lambda, t-t_{0}, t}(1)$ and then, as $K_{\Lambda, t-t_{0}, t}(1)$ is compact, there exists $\left\{z_{n_{k}}\right\} \subseteq\left\{z_{n}\right\}$ converging to some $\hat{z} \in K_{\Lambda, t-t_{0}, t}(1)$ in $C\left(\left[t-t_{0}, t\right] ; E\right)$. In particular, as $I_{t-t_{0}, t}$ is lower semi-continuous, we have that $I_{t-t_{0}, t}(\hat{z})=0$ and then $\hat{z}=$ $z_{t-t_{0}}^{\hat{z}\left(t-t_{0}\right)}(0)$. But this leads to a contradictions because on one side $\hat{z} \notin H_{t, t_{0}}$ (notice that $\left.\hat{z}\left(t-t_{0}\right) \in \Lambda\right)$ and on the other side $\hat{z} \in H_{t, t_{0}}$, as $H_{t, t_{0}}$ is closed.

The key point in the proof of compactness of the level sets of $V$ is given by the following result.
Proposition 5.4. Assume Hypotheses $1-5$ and assume that condition (2.14) holds. Then for any $x \in E$

$$
V(x)=\min \left\{I_{-\infty}(z) ; z \in C((-\infty, 0] ; E), \quad z(0)=x, \lim _{t \rightarrow-\infty}|z(t)|_{E}=0\right\}
$$

Proof. Let $T>0$ and let $z \in C([0, T] ; E)$, with $z(0)=0$ and $z(T)=x$. We define

$$
\bar{z}(t):= \begin{cases}z(t+T) & \text { if } t \in[-T, 0] \\ 0 & \text { if } t \leqslant-T\end{cases}
$$

Clearly $\bar{z} \in C((-\infty, 0] ; E), \bar{z}(0)=x$ and $|\bar{z}(t)|_{E} \rightarrow 0$, as $t \rightarrow-\infty$. Moreover, $I_{-\infty}(\bar{z})=I_{-T}(\bar{z})=I_{T}(z)$ and then

$$
\min \left\{I_{-\infty}(z) ; z \in C((-\infty, 0] ; E), z(0)=x, \lim _{t \rightarrow-\infty}|z(t)|_{E}=0\right\} \leqslant I_{T}(z)
$$

Since $T$ and $z$ are arbitrary, we get

$$
V(x) \geqslant \min \left\{I_{-\infty}(z) ; z \in C((-\infty, 0] ; E), z(0)=x, \lim _{t \rightarrow-\infty}|z(t)|_{E}=0\right\}
$$

Thus, in order to conclude we have to prove the opposite inequality. If

$$
\min \left\{I_{-\infty}(z) ; z \in C((-\infty, 0] ; E), z(0)=x, \lim _{t \rightarrow-\infty}|z(t)|_{E}=0\right\}=\infty
$$

there is nothing to prove. Hence, we can assume that such a minimum is finite. In Proposition 5.1 we have proved that for any $r \geqslant 0$ the level set $K_{-\infty}(r)$ is compact, so that the minimum is in fact attained by some $z_{0} \in C((-\infty, 0] ; E)$.

In fact, such a minimum $z_{0}$ is more regular. Namely we have $z_{0}(t) \in D\left((-A)^{\delta+1 / 2}\right)$, for any $t \leqslant 0$, and

$$
\begin{equation*}
\lim _{t \rightarrow-\infty}\left|z_{0}(t)\right|_{D\left((-A)^{\delta+1 / 2}\right)}=0 \tag{5.6}
\end{equation*}
$$

Indeed, if $z_{0} \in \mathcal{K}_{-\infty}(r)$, there exists some $\varphi \in L^{2}(-\infty, 0 ; H)$, with $|\varphi|_{L^{2}(-\infty, 0 ; H)}^{2} \leqslant 3 r$, such that for any $T>0$ and $-T<t \leqslant 0$

$$
z_{0}(t)=e^{(t+T) A} z_{0}(-T)+\int_{-T}^{t} e^{(t-s) A} F\left(z_{0}(s)\right) d s+\int_{-T}^{t} e^{(t-s) A} G\left(z_{0}(s)\right) Q \varphi(s) d s
$$

Since $\left|z_{0}(t)\right|_{E}$ is bounded for $t \in(-\infty, 0]$ (in fact it converges to zero as $t$ goes to $\left.-\infty\right)$, due to (2.7) we can take the limit above as $T$ goes to $+\infty$ and we get the following representation for $z_{0}(t)$

$$
z_{0}(t)=\int_{-\infty}^{t} e^{(t-s) A} F\left(z_{0}(s)\right) d s+\int_{-\infty}^{t} e^{(t-s) A} G\left(z_{0}(s)\right) Q \varphi(s) d s
$$

Thanks to Lemma 3.5 this gives (5.6).
Now, according to Theorem 4.2 there exist $T_{0}>0$ and two neighborhoods $U_{1}$ and $U_{2}$ of 0 in $D\left((-A)^{\delta+1 / 2}\right)$ such that the mapping $\Gamma_{T_{0}}$ defined by

$$
\Gamma_{T_{0}} x=\int_{0}^{T_{0}} e^{\left(T_{0}-s\right) A} F\left(z^{x}(s)\right) d s+\int_{0}^{T_{0}} e^{\left(T_{0}-s\right) A} G\left(z^{x}(s)\right) Q S_{T_{0}} x d s
$$

is an homeomorphism from $U_{1}$ onto $U_{2}$. Thus, for any $\varepsilon>0$ there exists $\delta_{\varepsilon}>0$ such that

$$
|x|_{D\left((-A)^{\delta+1 / 2}\right)} \leqslant \delta_{\varepsilon} \Rightarrow\left|\Gamma_{T_{0}}^{-1} x\right|_{D\left((-A)^{\delta+1 / 2}\right)} \leqslant c_{T_{0}} \sqrt{2 \varepsilon}
$$

where $c_{T_{0}}$ is the positive constant introduced in (4.4), corresponding to $T=T_{0}$. According to the definition of $S_{T_{0}}$, $\Gamma_{T_{0}}$ and $V$ this means that

$$
\begin{equation*}
|x|_{D\left((-A)^{\delta+1 / 2}\right)} \leqslant \delta_{\varepsilon} \Rightarrow\left|S_{T_{0}}\left(\Gamma_{T_{0}}^{-1} x\right)\right|_{L^{2}\left(0, T_{0} ; H\right)} \leqslant \sqrt{2 \varepsilon} \Rightarrow V(x) \leqslant \varepsilon \tag{5.7}
\end{equation*}
$$

Now, since $z_{0}$ converges to zero in $D\left((-A)^{\delta+1 / 2}\right.$ ), as $t$ goes to $-\infty$, (see (5.6)) we can fix $T_{\varepsilon}>0$ such that

$$
\begin{equation*}
\left|z_{0}\left(-T_{\varepsilon}\right)\right|_{D\left((-A)^{\delta+1 / 2}\right)} \leqslant \delta_{\varepsilon} \tag{5.8}
\end{equation*}
$$

If we define

$$
z_{\varepsilon}(t):=z_{0}\left(t-\left(T_{\varepsilon}+T_{0}\right)\right), \quad t \in\left[T_{0}, T_{\varepsilon}+T_{0}\right]
$$

we have $z_{\varepsilon}\left(T_{\varepsilon}+T_{0}\right)=z_{0}(0)=x$. Moreover, $z_{\varepsilon}\left(T_{0}\right)=z_{0}\left(-T_{\varepsilon}\right)$ and then, due to (5.7) and (5.8), there exists $\varphi_{\varepsilon} \in L^{2}\left(0, T_{0} ; H\right)$ such that $z\left(\varphi_{\varepsilon}\right)(0)=0, z\left(\varphi_{\varepsilon}\right)\left(T_{0}\right)=z_{\varepsilon}\left(T_{0}\right)$ and

$$
\frac{1}{2}\left|\varphi_{\varepsilon}\right|_{L^{2}\left(0, T_{0} ; H\right)}^{2} \leqslant \varepsilon
$$

and hence $I_{T_{0}}\left(z\left(\varphi_{\varepsilon}\right)\right) \leqslant \varepsilon$. This means that if we set $z_{\varepsilon}(t):=z\left(\varphi_{\varepsilon}\right)(t), t \in\left[0, T_{0}\right]$, we have

$$
I_{T_{\varepsilon}+T_{0}}\left(z_{\varepsilon}\right) \leqslant I_{T_{0}}\left(z\left(\varphi_{\varepsilon}\right)\right)+I_{T_{0}, T_{\varepsilon}+T_{0}}\left(z_{\varepsilon}\right) \leqslant \varepsilon+I_{-T_{\varepsilon}}\left(z_{0}\right) \leqslant \varepsilon+I_{-\infty}\left(z_{0}\right)
$$

Therefore, since $z_{\varepsilon}(0)=0$ and $z_{\varepsilon}\left(T_{\varepsilon}+T_{0}\right)=x$ we have

$$
V(x) \leqslant I_{T_{\varepsilon}+T_{0}}\left(z_{\varepsilon}\right) \leqslant \varepsilon+I_{-\infty}\left(z_{0}\right)
$$

and from the arbitrariness of $\varepsilon$ we can conclude that

$$
V(x) \leqslant I_{-\infty}\left(z_{0}\right)=\min \left\{I_{-\infty}(z) ; z \in C((-\infty, 0] ; E), z(0)=x, \lim _{t \rightarrow-\infty}|z(t)|_{E}=0\right\}
$$

The characterization of $V$ given in Proposition 5.4 allows us to prove the compactness of the level sets of $V$.
Theorem 5.5. Under Hypotheses $1-5$, for any $r \geqslant 0$ the level set

$$
K(r):=\{x \in E: V(x) \leqslant r\}
$$

is compact in $E$.
Proof. Due to (5.3), if $G(0)=0$ the theorem is trivially true, as $K(r)=\{0\}$, for any $r \geqslant 0$. Thus, according to Hypothesis 5 we can assume that (2.14) holds.

Let $\left\{x_{n}\right\} \subset K(r)$. Thanks to Proposition 5.4, for each $n \in \mathbb{N}$ we can find $z_{n} \in C((-\infty, 0] ; E)$ with $z_{n}(0)=$ $x_{n}$ and $\left|z_{n}(t)\right|_{E}$ converging to zero, as $t$ goes to $-\infty$, such that $V\left(x_{n}\right)=I_{-\infty}\left(z_{n}\right)$. Since $V\left(x_{n}\right) \leqslant r$, we have that $\left\{z_{n}\right\} \subset K_{-\infty}(r)$. In Proposition 5.1 we have shown that $K_{-\infty}(r)$ is compact and then there exists $\left\{z_{n_{k}}\right\} \subseteq$ $\left\{z_{n}\right\}$ converging in $C((-\infty, 0] ; E)$ to some $\bar{z} \in K_{-\infty}(r)$. In particular, $x_{n_{k}}=z_{n_{k}}(0) \rightarrow \bar{z}(0)$ in $E$. Now, due to Proposition 5.4 we have $V(\bar{z}(0)) \leqslant I_{-\infty}(\bar{z}) \leqslant r$ and then $\bar{z}(0) \in K(r)$.

## 6. Lower bounds

Theorem 6.1. For any $\delta, \gamma>0$ and $\bar{x} \in E$ there exists $\varepsilon_{0}>0$ such that

$$
\nu_{\varepsilon}\left(\left\{x \in E:|x-\bar{x}|_{E}<\delta\right\}\right) \geqslant \exp \left(-\frac{V(\bar{x})+\gamma}{\varepsilon^{2}}\right), \quad \varepsilon \leqslant \varepsilon_{0} .
$$

Proof. If $V(\bar{x})=+\infty$ there is nothing to prove. If $V(\bar{x})<+\infty$, then there exists $\bar{T}>0$ and $\bar{z} \in C([0, \bar{T}]$; $E)$ such that $\bar{z}(0)=0, \bar{z}(\bar{T})=\bar{x}$ and $\bar{z}=z(\bar{\varphi})$, for some $\bar{\varphi} \in L^{2}(0, \bar{T} ; H)$ with

$$
\begin{equation*}
\frac{1}{2}|\bar{\varphi}|_{L^{2}(0, \bar{T} ; H)}^{2} \leqslant V(\bar{x})+\frac{\gamma}{2} \tag{6.1}
\end{equation*}
$$

For such $\bar{T}$ and $\bar{x}$ we have the following crucial lemma which will be proved at the end of this section.
Lemma 6.2. For any $\delta>0$ and $R>0$ there exist $T_{0}>0$ and $\varphi_{0} \in L^{2}\left(0, \bar{T}+T_{0} ; H\right)$ such that

$$
\begin{equation*}
\frac{1}{2}\left|\varphi_{0}\right|_{L^{2}\left(0, \bar{T}+T_{0} ; H\right)}^{2} \leqslant V(\bar{x})+\frac{\gamma}{2} \tag{6.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{|x|_{E} \leqslant R}\left|z_{0}^{x}\left(\varphi_{0}\right)\left(\bar{T}+T_{0}\right)-\bar{x}\right|_{E} \leqslant \frac{\delta}{2} \tag{6.3}
\end{equation*}
$$

According to this result, for any $x \in E$, with $|x|_{E} \leqslant R$, we have

$$
\begin{aligned}
\left|u_{\varepsilon}^{x}\left(T_{0}+\bar{T}\right)-\bar{x}\right|_{E} & \leqslant\left|u_{\varepsilon}^{x}\left(T_{0}+\bar{T}\right)-z_{0}^{x}\left(\varphi_{0}\right)\left(T_{0}+\bar{T}\right)\right|_{E}+\left|z_{0}^{x}\left(\varphi_{0}\right)\left(T_{0}+\bar{T}\right)-\bar{x}\right|_{E} \\
& \leqslant\left|u_{\varepsilon}^{x}\left(T_{0}+\bar{T}\right)-z_{0}^{x}\left(\varphi_{0}\right)\left(T_{0}+\bar{T}\right)\right|_{E}+\frac{\delta}{2}
\end{aligned}
$$

and then, due to the invariance of $\nu_{\varepsilon}$

$$
\begin{aligned}
\nu_{\varepsilon}\left(\left\{x \in E ;|x-\bar{x}|_{E}<\delta\right\}\right) & =\int_{E} \mathbb{P}\left(\left|u_{\varepsilon}^{x}\left(T_{0}+\bar{T}\right)-\bar{x}\right|_{E}<\delta\right) \nu_{\varepsilon}(d x) \\
& \geqslant \int_{E} \mathbb{P}\left(\left|u_{\varepsilon}^{x}\left(T_{0}+\bar{T}\right)-z_{0}^{x}\left(\varphi_{0}\right)\left(T_{0}+\bar{T}\right)\right|_{E}<\frac{\delta}{2}\right) v_{\varepsilon}(d x) \\
& \geqslant \int_{E} \mathbb{P}\left(\left|u_{\varepsilon}^{x}-z_{0}^{x}\left(\varphi_{0}\right)\right|_{C\left(\left[0, T_{0}+\bar{T}\right] ; E\right)}<\frac{\delta}{2}\right) v_{\varepsilon}(d x)
\end{aligned}
$$

Now, as proved in [3, Theorem 6.2] for any $R>0$ there exists $\varepsilon_{0}>0$ such that for any $\varepsilon \leqslant \varepsilon_{0}$ and $|x|_{E} \leqslant R$

$$
\mathbb{P}\left(\left|u_{\varepsilon}^{x}-z_{0}^{x}\left(\varphi_{0}\right)\right|_{C\left(\left[0, T_{1}+\bar{T}\right] ; E\right)}<\frac{\delta}{2}\right) \geqslant \exp \left(-\frac{\left|\varphi_{0}\right|_{L^{2}\left(0, T_{0}+\bar{T} ; H\right)}^{2}+\gamma}{2 \varepsilon^{2}}\right) \geqslant \exp \left(-\frac{V(\bar{x})+\gamma}{\varepsilon^{2}}\right)
$$

so that

$$
\nu_{\varepsilon}\left(\left\{x \in E ;|x-\bar{x}|_{E}<\delta\right\}\right) \geqslant v_{\varepsilon}\left(|x|_{E} \leqslant R\right) \exp \left(-\frac{V(\bar{x})+\gamma}{\varepsilon^{2}}\right)
$$

Therefore, we complete the proof of the theorem, if we show that there exists $\bar{R}>0$ such that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} v_{\varepsilon}\left(|x|_{E} \leqslant \bar{R}\right)=1 \tag{6.4}
\end{equation*}
$$

We recall that we have taken $v_{\varepsilon}$ as the weak limit of the sequence of measures $\left\{v_{\varepsilon, n}\right\}_{n}$ defined by

$$
v_{\varepsilon, n}(\Gamma):=\frac{1}{t_{n}} \int_{0}^{t_{n}} \mathbb{P}\left(u_{\varepsilon}^{0}(s) \in \Gamma\right) d s, \quad \Gamma \in \mathcal{B}(E)
$$

for some $t_{n} \uparrow \infty$. Thus, if we show that there exists some $\bar{R}>0$ such that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{s \geqslant 0} \mathbb{P}\left(\left|u_{\varepsilon}^{0}(s)\right|_{E}>\bar{R}\right)=0 \tag{6.5}
\end{equation*}
$$

we are done.
Proceeding as in [2, Proof of Proposition 6.1] we have

$$
\begin{equation*}
\left|u_{\varepsilon}^{0}(t)\right|_{E} \leqslant \bar{c}\left(1+\varepsilon \sup _{s \leqslant t}\left|\gamma\left(u_{\varepsilon}^{0}\right)(s)\right|_{E}\right) \tag{6.6}
\end{equation*}
$$

where

$$
\gamma\left(u_{\varepsilon}^{0}\right)(s):=\int_{0}^{s} e^{(s-r) A} G\left(u_{\varepsilon}^{0}(r)\right) Q d w(r)
$$

Due to [2, Propositions 4.5 and 6.1 and (4.14)], for any $\varepsilon \leqslant 1$ we have

$$
\mathbb{E} \sup _{t \geqslant 0}\left|\gamma\left(u_{\varepsilon}^{0}\right)(t)\right|_{E} \leqslant c\left(1+\mathbb{E} \sup _{t \geqslant 0}\left|u_{\varepsilon}^{0}(t)\right|_{E}\right)<\infty .
$$

Then, thanks to (6.6) for any $R>\bar{c}$

$$
\mathbb{P}\left(\left|u_{\varepsilon}^{0}(t)\right|_{E}>R\right) \leqslant \mathbb{P}\left(\sup _{s \leqslant t}\left|\gamma\left(u_{\varepsilon}^{0}\right)(t)\right|_{E}>\frac{R-\bar{c}}{\varepsilon \bar{c}}\right) \leqslant \frac{\varepsilon \bar{c}}{R-\bar{c}} c\left(1+\mathbb{E} \sup _{t \geqslant 0}\left|u_{\varepsilon}^{0}(t)\right|_{E}\right)
$$

which implies (6.5).
Now, in order to complete the proof for the lower bounds, we have to prove the lemma above.
Proof of Lemma 6.2. Let $\bar{\varphi}$ be the function introduced in (6.1). For $T>0$ fixed (to be chosen later) we define

$$
\varphi_{0}(t):= \begin{cases}0 & \text { if } t \in[0, T] \\ \bar{\varphi}(t-T) & \text { if } t \in[T, T+\bar{T}]\end{cases}
$$

Thus, we have

$$
\left|\varphi_{0}\right|_{L^{2}(0, \bar{T}+T ; H)}^{2}=\int_{T}^{T+\bar{T}}|\bar{\varphi}(s-T)|_{H}^{2} d s=|\bar{\varphi}|_{L^{2}(0, \bar{T} ; H)}^{2}
$$

and due to (6.1) we obtain (6.2).
Now, for any $x \in E$ we consider $z_{0}^{x}\left(\varphi_{0}\right)$, the solution of the skeleton equation (3.2) starting from $x$ at time zero and corresponding to the control $\varphi_{0}$. Due to the definition of $\varphi_{0}$, it is immediate to check that

$$
z_{0}^{x}\left(\varphi_{0}\right)(t)= \begin{cases}z_{0}^{x}(0)(t) & \text { if } t \in[0, T] \\ z_{T}^{z_{0}^{x}(0)(T)}\left(\varphi_{0}\right)(t) & \text { if } t \in[T, T+\bar{T}]\end{cases}
$$

where $z_{0}^{x}(0)$ is the solution of the uncontrolled problem (3.26) starting from $x$ at time zero and $z_{T}^{z_{0}^{x}(0)(T)}\left(\varphi_{0}\right)$ is the solution of the skeleton equation (3.2) starting from $z_{0}^{x}(0)(T)$ at time $T$ with control $\varphi_{0}$.

If we set $\psi(t):=z_{0}^{x}\left(\varphi_{0}\right)(t+T), t>0$, with a simple change of variable we have

$$
\begin{aligned}
\psi(t) & =e^{t A} z_{0}^{x}(0)(T)+\int_{T}^{T+t} e^{(T+t-s) A} F\left(z_{0}^{x}\left(\varphi_{0}\right)(s)\right) d s+\int_{T}^{T+t} e^{(T+t-s) A} G\left(z_{0}^{x}\left(\varphi_{0}\right)(s)\right) Q \bar{\varphi}(s-T) d s \\
& =e^{t A} z_{0}^{x}(0)(T)+\int_{0}^{t} e^{(t-s) A} F\left(z_{0}^{x}\left(\varphi_{0}\right)(s+T)\right) d s+\int_{0}^{t} e^{(t-s) A} G\left(z_{0}^{x}\left(\varphi_{0}\right)(s+T)\right) Q \bar{\varphi}(s) d s
\end{aligned}
$$

so that for any $t \in[0, \bar{T}]$

$$
\begin{aligned}
\psi(t)-z_{0}^{0}(\bar{\varphi})(t)= & e^{t A} z_{0}^{x}(0)(T)+\int_{0}^{t} e^{(t-s) A}\left[F(\psi(s))-F\left(z_{0}^{0}(\bar{\varphi})(s)\right)\right] d s \\
& +\int_{0}^{t} e^{(t-s) A}\left[G(\psi(s))-G\left(z_{0}^{0}(\bar{\varphi})(s)\right)\right] Q \bar{\varphi}(s) d s
\end{aligned}
$$

Recalling that $\left|e^{t A} x\right|_{E} \leqslant e^{-\alpha t}|x|_{E}$, for any $x \in E$ and $t \geqslant 0$, we have

$$
\begin{aligned}
\left|\psi(t)-z_{0}^{0}(\bar{\varphi})(t)\right|_{E} \leqslant & e^{-\alpha t}\left|z_{0}^{x}(0)(T)\right|_{E}+\int_{0}^{t} e^{-\alpha(t-s)}\left|F(\psi(s))-F\left(z_{0}^{0}(\bar{\varphi})(s)\right)\right|_{E} d s \\
& +\left|\int_{0}^{t} e^{(t-s) A}\left[G(\psi(s))-G\left(z_{0}^{0}(\bar{\varphi})(s)\right)\right] Q \bar{\varphi}(s) d s\right|_{E}
\end{aligned}
$$

By proceeding as in [2, proof of Theorem 4.2] (where stochastic convolutions are studied), for any $t \in[0, \bar{T}]$ and $p$ large enough we have

$$
\begin{aligned}
& \left|\int_{0}^{t} e^{(t-s) A}\left[G(\psi(s))-G\left(z_{0}^{0}(\bar{\varphi})(s)\right)\right] Q \bar{\varphi}(s) d s\right|_{E} \\
& \quad \leqslant e^{-\alpha t}\|Q\|_{\rho}|\bar{\varphi}|_{L^{2}(0, \bar{T} ; H)} c_{p}(\bar{T})\left(\int_{0}^{t} f_{p}(s)\left(\sup _{\sigma \leqslant s} e^{\alpha \sigma}\left|\psi(\sigma)-z_{0}^{0}(\bar{\varphi})(\sigma)\right|_{E}\right)^{p} d s\right)^{\frac{1}{p}}
\end{aligned}
$$

where $\|Q\|_{\rho}$ is defined in (2.10) and

$$
f_{p}(s):=\left(\int_{0}^{s}(s-\sigma)^{-\eta} d \sigma\right)^{\frac{p}{2}}
$$

for some positive constant $\eta$ less that 1 specified in [2, Proof of Theorem 4.2].
Moreover, as $\psi(t)=z_{0}^{x}\left(\varphi_{0}\right)(t+T), t \geqslant 0$, due to (3.3) we have

$$
\sup _{t \geqslant 0}|\psi(t)|_{E} \leqslant c_{\left|\varphi_{0}\right|_{L^{2}(0, T+\bar{T} ; H)}}\left(1+|x|_{E}\right)=c_{|\bar{\varphi}|_{L^{2}(0, \bar{T} ; H)}}\left(1+|x|_{E}\right)
$$

and analogously

$$
\sup _{t \geqslant 0}\left|z_{0}^{0}(\bar{\varphi})(t)\right|_{E} \leqslant c_{|\bar{\varphi}|_{L^{2}(0, \bar{T} ; H)}}
$$

As $F$ is locally Lipschitz-continuous, this implies that there exists $L_{R}>0$ (depending also on $|\bar{\varphi}|_{L^{2}(0, \bar{T} ; H)}$ ) such that if $|x|_{E} \leqslant R$

$$
\begin{aligned}
\int_{0}^{t} e^{-\alpha(t-s)}\left|F(\psi(s))-F\left(z_{0}^{0}(\bar{\varphi})(s)\right)\right|_{E} d s & \leqslant L_{R} e^{-\alpha t} \int_{0}^{t} e^{\alpha s}\left|\psi(s)-z_{0}^{0}(\bar{\varphi})(s)\right|_{E} d s \\
& \leqslant L_{R} e^{-\alpha t} \int_{0}^{t} \sup _{\sigma \leqslant s} e^{\alpha \sigma}\left|\psi(\sigma)-z_{0}^{0}(\bar{\varphi})(\sigma)\right|_{E} d s
\end{aligned}
$$

Hence, collecting all terms we obtain

$$
\begin{aligned}
e^{\alpha t}\left|\psi(t)-z_{0}^{0}(\bar{\varphi})(t)\right|_{E} \leqslant & \left|z_{0}^{x}(0)(T)\right|_{E}+L_{R} \int_{0}^{t} \sup _{\sigma \leqslant s} e^{\alpha \sigma}\left|\psi(\sigma)-z_{0}^{0}(\bar{\varphi})(\sigma)\right|_{E} d s \\
& +\tilde{c}_{p}(\bar{T})\left(\int_{0}^{t} f_{p}(s) \sup _{\sigma \leqslant s} e^{\alpha p \sigma}\left|\psi(\sigma)-z_{0}^{0}(\bar{\varphi})(\sigma)\right|_{E}^{p} d s\right)^{\frac{1}{p}}
\end{aligned}
$$

so that

$$
\begin{aligned}
\sup _{s \leqslant t} e^{\alpha p s}\left|\psi(s)-z_{0}^{0}(\bar{\varphi})(s)\right|_{E}^{p} \leqslant & 3^{p}\left|z_{0}^{x}(0)(T)\right|_{E}^{p}+3^{p} L_{R}^{p} \bar{T}^{p-1} \int_{0}^{s} \sup _{\sigma \leqslant r} e^{\alpha p \sigma}\left|\psi(\sigma)-z_{0}^{0}(\bar{\varphi})(\sigma)\right|_{E}^{p} d r \\
& +3^{p} \tilde{c}_{p}(\bar{T})^{p} \int_{0}^{t} f_{p}(s) \sup _{\sigma \leqslant s} e^{\alpha p \sigma}\left|\psi(\sigma)-z_{0}^{0}(\bar{\varphi})(\sigma)\right|_{E}^{p} d s
\end{aligned}
$$

Therefore, by using the Gronwall lemma we obtain

$$
\sup _{s \leqslant t} e^{\alpha p s}\left|\psi(s)-z_{0}^{0}(\bar{\varphi})(s)\right|_{E}^{p} \leqslant 3^{p}\left|z_{0}^{x}(0)(T)\right|_{E}^{p} \exp \left(\int_{0}^{t} g(s) d s\right)
$$

where

$$
g(s):=3^{p} L_{R}^{p} \bar{T}^{p-1}+3^{p} \tilde{c}_{p}(\bar{T})^{p} f_{p}(s)
$$

This yields

$$
\left|\psi(\bar{T})-z_{0}^{0}(\bar{\varphi})(\bar{T})\right|_{E} \leqslant e^{-\alpha \bar{T}} c_{p}\left(\bar{T}, R,|\bar{\varphi}|_{L^{2}(0, \bar{T} ; H)}\right)\left|z_{0}^{x}(0)(T)\right|_{E}
$$

that is

$$
\left|z_{0}^{x}\left(\varphi_{0}\right)(T+\bar{T})-\bar{x}\right|_{E} \leqslant c_{p}\left(\bar{T}, R,|\bar{\varphi}|_{L^{2}(0, \bar{T})}\right)\left|z_{0}^{x}(0)(T)\right|_{E}
$$

According to (3.27)

$$
\lim _{T \rightarrow \infty} \sup _{|x|_{E} \leqslant R}\left|z_{0}^{x}(0)(T)\right|_{E}=0
$$

and then we can find $T_{0}>0$ such that

$$
\left|z_{0}^{x}\left(\varphi_{0}\right)\left(T_{0}+\bar{T}\right)-\bar{x}\right|_{E} \leqslant \frac{\delta}{2}
$$

## 7. Upper bounds

Before proceeding with the proof of upper bounds we need the following preliminary result.
Lemma 7.1. Under Hypotheses $1-5$, for any $\delta, s>0$ there exist $\lambda>0$ and $\bar{T}>0$ such that

$$
\left\{z(t) ; z \in K_{\Sigma_{\lambda}, t}(s)\right\} \subseteq\left\{x \in E ; \operatorname{dist}_{E}(x, K(s))<\frac{\delta}{2}\right\}, \quad t \geqslant \bar{T}
$$

where $\Sigma_{\lambda}:=\left\{x \in E ;|x|_{E} \leqslant \lambda\right\}$.
Proof. If this is not true, there exist two sequences $\left\{\lambda_{n}\right\} \downarrow 0$ and $\left\{T_{n}\right\} \uparrow+\infty$ and $z_{n} \in K_{\Sigma_{\lambda_{n}}, T_{n}}(s)$ such that

$$
\operatorname{dist}_{E}\left(z_{n}\left(T_{n}\right), K(s)\right) \geqslant \frac{\delta}{2}, \quad n \in \mathbb{N}
$$

Thus, if we define $\bar{z}_{n}(t):=z_{n}\left(t+T_{n}\right), t \in\left[-T_{n}, 0\right]$, for each $n \in \mathbb{N}$ we have $\bar{z}_{n}(0)=z_{n}\left(T_{n}\right)$ and

$$
\operatorname{dist}_{E}\left(\bar{z}_{n}(0), K(s)\right) \geqslant \frac{\delta}{2}, \quad n \in \mathbb{N}
$$

Moreover, since $\lambda_{n} \downarrow 0$ and $T_{n} \uparrow+\infty$, for any $k \in \mathbb{N}$ we have $\left\{z_{n}\right\}_{n \geqslant k} \subset K_{\Sigma_{\lambda_{k}}, T_{k}}(s)$.
Now, for any $t \geqslant-T_{n}$ we have

$$
\bar{z}_{n}(t)=z_{n}\left(t+T_{n}\right)=e^{\left(t+T_{n}\right) A_{n}} z_{n}(0)+\int_{0}^{t+T_{n}} e^{\left(t+T_{n}-s\right) A} F\left(z_{n}(s)\right) d s+\gamma_{\varphi_{n}}^{0}\left(z_{n}\right)\left(t+T_{n}\right)
$$

where $\varphi_{n}$ is some function in $L^{2}\left(0, T_{n} ; H\right)$, with $\left|\varphi_{n}\right|_{L^{2}\left(0, T_{n} ; H\right)}^{2} \leqslant 3 s$, and $\gamma_{\varphi_{n}}^{0}\left(z_{n}\right)$ is defined as in the proof of Theorem 3.1. Thus, with the same notations as in Section 3 we have

$$
\bar{z}_{n}(t)=z_{0}^{z_{n}(0)}\left(\varphi_{n}\right)\left(t+T_{n}\right), \quad t \geqslant-T_{n}
$$

and then, thanks to (3.3), we have

$$
\sup _{t \in\left[-T_{n}, 0\right]}\left|\bar{z}_{n}(t)\right|_{E} \leqslant c_{S}\left(1+\lambda_{1}\right), \quad n \geqslant 1
$$

Moreover, thanks to (3.4) for any $t>-T_{n}$ we have

$$
\left|\bar{z}_{n}(t)\right|_{C^{\theta_{\star}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)}} \leqslant c_{s}\left(1+\left|z_{n}(0)\right|_{E}^{m}\right)\left(1+\left(t+T_{n}\right)^{-\frac{\theta_{\star}}{2}}\right)
$$

so that, for any $n \geqslant k$ and $t \geqslant-T_{k} / 2$

$$
\left|\bar{z}_{n}(t)\right|_{C^{\theta_{\star}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)}} \leqslant c_{s}\left(1+\lambda_{k}^{m}\right)\left(1+\left(T_{k} / 2 \wedge 1\right)^{-\frac{\theta_{\star}}{2}}\right):=\rho_{k}
$$

In particular for any $k \in \mathbb{N}$

$$
\bar{z}_{n_{\left.\mid--T_{k} / 2,0\right]}} \in K_{\Lambda_{\rho_{k}},-T_{k} / 2,0}(s), \quad n \geqslant k
$$

where

$$
\Lambda_{\rho_{k}}:=\left\{x \in E ;|x|_{C^{\theta_{\star}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)}} \leqslant \rho_{k}\right\} .
$$

In Section 5 (see also [3]) we have seen that for each $k \in \mathbb{N}$ the set $K_{\Lambda_{\rho_{k}},-T_{k} / 2,0}(s)$ is compact in $C\left(\left[-T_{k} / 2,0\right] ; E\right)$. Thus there exist $\left\{\bar{z}_{n_{1}}\right\} \subseteq\left\{\bar{z}_{n}\right\}$ and $\hat{z}_{1} \in K_{\Lambda_{\rho_{1}},-T_{1} / 2,0}(s)$ such that $\bar{z}_{n_{1}}$ converges to $\hat{z}_{1}$ in $C\left(\left[-T_{1} / 2,0\right]\right.$; $\left.E\right)$. Analogously, there exist $\left\{\bar{z}_{n_{2}}\right\} \subseteq\left\{\bar{z}_{n_{1}}\right\}$ and $\hat{z}_{2} \in K_{\Lambda_{\rho_{2}},-T_{2} / 2,0}(s)$ such that $\bar{z}_{n_{2}}$ converges to $\hat{z}_{2}$ in $C\left(\left[-T_{2} / 2,0\right] ; E\right)$.

Moreover $\hat{z}_{2} \equiv \hat{z}_{1}$ on $\left[-T_{1} / 2,0\right]$. By proceeding in this way we find a subsequence $\left\{\bar{z}_{n^{\prime}}\right\} \subseteq\left\{\bar{z}_{n}\right\}$ converging in $C((-\infty, 0 ; E)$ to some $\hat{z}$ such that

$$
I_{-\infty}(\hat{z}) \leqslant s, \quad \sup _{t \leqslant 0}|\hat{z}(t)|_{E} \leqslant c\left(1+\lambda_{1}\right) .
$$

This means that we can apply Lemma 5.2 and obtain that $|\hat{z}(t)|_{C^{\theta_{\star}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)}} \leqslant L(s)$, for some constant $L(s)>0$. Then, by proceeding as in the proof of Proposition 5.1 we can conclude that $|\hat{z}(t)|_{E} \rightarrow 0$, as $t \rightarrow-\infty$, and hence $\hat{z} \in K_{-\infty}(s)$. According to Proposition 5.4 this implies that $V(\hat{z}(0)) \leqslant I_{-\infty}(\hat{z}) \leqslant s$. But this is not possible, as

$$
\operatorname{dist}_{E}(\hat{z}(0), K(s)) \geqslant \frac{\delta}{2}
$$

In the proof of upper bounds we distinguish the two cases of bounded and unbounded $G$.

### 7.1. Upper bounds when $G$ is bounded

In [3, Theorem 3.3] we have proved that if

$$
\begin{equation*}
\sup _{(\xi, \sigma) \overline{\mathcal{O}}_{\times \mathbb{R}^{r}}}|g(\xi, \sigma)|_{\mathcal{L}\left(\mathbb{R}^{r}\right)}<\infty \tag{7.1}
\end{equation*}
$$

then for any $T, R>0$ and $s>0$ there exists $\rho>0$ such that

$$
\sup _{|x|_{E} \leqslant R} \mathbb{P}\left(\left|u_{\varepsilon}^{x}\right|_{C([0, T] ; E)} \geqslant \rho\right) \leqslant \exp \left(-\frac{s}{\varepsilon^{2}}\right), \quad \varepsilon \in(0,1]
$$

Here we are assuming that there exists $\alpha>0$ such that for any $x \in E$ and $h \in D(A)$

$$
\left\langle A h, \delta_{h}\right\rangle+\left\langle F(x+h)-F(x), \delta_{h}\right\rangle \leqslant-\alpha|h|_{E}
$$

for some $\delta_{h} \in \partial|h|_{E}$. Thus, by adapting the proofs of [3, Theorems 3.2 and 3.3] it is possible to show that for any $R>0$ and $s>0$ there exists $\rho>0$ such that

$$
\begin{equation*}
\sup _{|x|_{E} \leqslant R} \mathbb{P}\left(\left|u_{\varepsilon}^{x}\right|_{C([0,+\infty) ; E)} \geqslant \rho\right) \leqslant \exp \left(-\frac{s}{\varepsilon^{2}}\right), \quad \varepsilon \in(0,1] \tag{7.2}
\end{equation*}
$$

We recall that in the present paper for each $\varepsilon>0$ we have defined the measure $\nu_{\varepsilon}$ as the weak limit of the sequence of probability measures $\left\{v_{\varepsilon, n}\right\}_{n} \geqslant 1$ defined by

$$
\nu_{\varepsilon, n}(\Gamma):=\frac{1}{t_{n}} \int_{0}^{t_{n}} \mathbb{P}\left(u_{\varepsilon}^{0}(t) \in \Gamma\right) d t, \quad \Gamma \in \mathcal{B}(E)
$$

for some sequence $t_{n} \uparrow \infty$ possibly depending on $\varepsilon$. Therefore, from (7.2) we obtain that for any $s>0$ there exists $\rho>0$ such that for any $\varepsilon \in(0,1]$

$$
\begin{equation*}
v_{\varepsilon}\left(\left\{x \in E ;|x|_{E}>\rho\right\}\right) \leqslant \liminf _{n \rightarrow \infty} v_{\varepsilon, n}\left(\left\{x \in E ;|x|_{E}>\rho\right\}\right) \leqslant \exp \left(-\frac{s}{\varepsilon^{2}}\right) \tag{7.3}
\end{equation*}
$$

Now, for any $n \in \mathbb{N}$ and $\rho, s, \delta>0$ we define

$$
\begin{equation*}
H_{\rho, s, \delta}(n):=\left\{z \in C([0, n] ; E) ;|z(0)|_{E} \leqslant \rho,|z(j)|_{E} \geqslant \lambda, j=1, \ldots, n\right\} \tag{7.4}
\end{equation*}
$$

where $\rho$ is any positive constant and $\lambda$ is the constant introduced in Lemma 7.1 corresponding to $s$ and $\delta$.
Lemma 7.2. Under Hypotheses $1-4$, for any $\rho, s, \delta>0$ there exists $\bar{n} \in \mathbb{N}$ such that

$$
\beta_{\bar{n}}:=\inf \left\{I_{\bar{n}}(z) ; z \in H_{\rho, s, \delta}(\bar{n})\right\}>s
$$

Proof. If this is not true, then $\sup _{n} \beta_{n} \leqslant s$. Thus, for each $n \in \mathbb{N}$ we can fix $z_{n} \in H_{\rho, s, \delta}(n)$ such that

$$
I_{n}\left(z_{n}\right) \leqslant \inf \left\{I_{n}(z) ; z \in H_{\rho, s, \delta}(n)\right\}+1=\beta_{n}+1 \leqslant s+1
$$

Due to (3.4) this easily implies that

$$
\begin{equation*}
\sup _{t \geqslant 1}\left|z_{n}(t)\right|_{C^{\theta_{\star}}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)} \leqslant c_{s}\left(1+\left|z_{n}(0)\right|_{E}^{m}\right) \leqslant c_{s}\left(1+\rho^{m}\right)=: c_{\rho, s} \tag{7.5}
\end{equation*}
$$

Now, if we show that for $k \in \mathbb{N}$ large enough

$$
\begin{equation*}
v_{k}:=\inf \left\{I_{k}(z) ; z \in C([0, k] ; E),|z(0)|_{E} \leqslant c_{\rho, s} \wedge \rho,|z(k)|_{E} \geqslant \lambda\right\}>0 \tag{7.6}
\end{equation*}
$$

we are led to a contradiction. Indeed, after fixing such $\bar{k}$ thanks to (7.5) we have

$$
s+1 \geqslant I_{n \bar{k}}\left(z_{n \bar{k}}\right) \geqslant n v_{\bar{k}}
$$

and this is clearly not possible, as $n$ can be taken arbitrarily large.
Hence, to finish the proof of the lemma, it remains to prove (7.6). For any $x \in E$ we consider the solution $z_{1}^{x}$ of problem (3.26) (corresponding to $T=1$ ). Due to (3.27), there exists $\bar{t} \geqslant 1$ such that

$$
|x|_{E} \leqslant c_{\rho, s} \wedge \rho \Rightarrow\left|z_{1}^{x}(t)\right|_{E} \leqslant \frac{\lambda}{2}, \quad t \geqslant \bar{t}
$$

and then, if we fix any integer $\bar{k} \geqslant \bar{t}$ we have

$$
\begin{equation*}
z_{1_{[1, \bar{k}]}}^{x} \notin\left\{z \in C([1, \bar{k}] ; E) ;|z(\bar{k})|_{E} \geqslant \lambda\right\} . \tag{7.7}
\end{equation*}
$$

Our aim is to prove that for such $\bar{k}$ we have $v_{\bar{k}}>0$. If $v_{\bar{k}}=0$, then there exists

$$
\left\{\hat{z}_{n}\right\} \subset\left\{z \in C([0, \bar{k}] ; E) ;|z(0)|_{E} \leqslant c_{\rho, s} \wedge \rho,|z(\bar{k})|_{E} \geqslant \lambda\right\}
$$

such that $I_{\bar{k}}\left(\hat{z}_{n}\right)$ converges to zero, as $n \rightarrow \infty$. Hence, as $\left|\hat{z}_{n}(0)\right|_{E} \leqslant \rho$, we have $\left|\hat{z}_{n}(1)\right|_{C^{\theta_{\star}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)}} \leqslant c_{\rho, s}$, so that there exist $\left\{\hat{z}_{n_{j}}\right\} \subseteq\left\{\hat{z}_{n}\right\}$ and $\bar{x} \in E$ such that $\hat{z}_{n_{j}}(1) \rightarrow \bar{x}$. Now, since $I_{\bar{k}}\left(\hat{z}_{n}\right) \rightarrow 0$, there exists a sequence $\left\{\varphi_{n}\right\} \subset$ $L^{2}(0, \bar{k} ; H)$ converging to zero such that $\hat{z}_{n}=z\left(\varphi_{n}\right)$. This implies that $\hat{z}_{n_{j}}$ converges to $z_{1}^{\bar{x}}$ in $C([1, \bar{k}] ; E)$ and then $\left|z_{1}^{\bar{x}}(\bar{k})\right|_{E} \geqslant \lambda$. But in fact, due to (7.7), this is not possible.

With arguments analogous to those used by Sowers in [14] now we obtain the upper bounds.
Theorem 7.3. Assume that Hypotheses 1-5 hold. Moreover, assume that $g$ is uniformly bounded, that is

$$
\sup _{(\xi, \sigma) \overline{\mathcal{O}}_{\times \mathbb{R}^{r}}}|g(\xi, \sigma)|_{\mathcal{L}\left(\mathbb{R}^{r}\right)}<\infty
$$

Then, for any $s, \delta, \gamma>0$ there exists $\varepsilon_{0}>0$ such that

$$
\nu_{\varepsilon}\left(\left\{x \in E ; \operatorname{dist}_{E}(x, K(s)) \geqslant \delta\right\}\right)<\exp \left(-\frac{s-\gamma}{\varepsilon^{2}}\right), \quad \varepsilon \leqslant \varepsilon_{0}
$$

Proof. Due to the invariance of the measure $\nu_{\varepsilon}$, for any $t \geqslant 0$ we have

$$
\nu_{\varepsilon}\left(\left\{x \in E ; \operatorname{dist}_{E}(x, K(s)) \geqslant \delta\right\}\right)=\int_{E} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta\right) \nu_{\varepsilon}(d y)
$$

Thus, according to (7.3), for $s>0$ fixed we can find $\rho>0$ such that for any $\varepsilon \in(0,1]$

$$
\begin{align*}
v_{\varepsilon} & \left(\left\{x \in E ; \operatorname{dist}_{E}(x, K(s)) \geqslant \delta\right\}\right) \\
& =\int_{|y|_{E}>\rho} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta\right) v_{\varepsilon}(d y)+\int_{|y|_{E} \leqslant \rho} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta\right) v_{\varepsilon}(d y) \\
& \leqslant \exp \left(-\frac{s}{\varepsilon^{2}}\right)+\int_{|y|_{E} \leqslant \rho} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta\right) v_{\varepsilon}(d y) \tag{7.8}
\end{align*}
$$

If $H_{\rho, s, \delta}(n)$ is the closed set defined in (7.4), by using the upper bounds for the path large deviations from [3, Theorem 6.3] in its equivalent formulation due to Donsker and Varadhan (see [7] and [16]), due to Lemma 7.2 we can fix $\bar{n} \in \mathbb{N}$ and $\varepsilon_{1}>0$ such that

$$
\sup _{|y|_{E} \leqslant \rho} \mathbb{P}\left(u_{\varepsilon}^{y} \in H_{\rho, s, \delta}(\bar{n})\right) \leqslant \exp \left(-\frac{s-\gamma / 2}{\varepsilon^{2}}\right), \quad \varepsilon \leqslant \varepsilon_{1}
$$

Thus, from (7.8) for any $\varepsilon \leqslant \varepsilon_{1}$ we obtain

$$
\begin{align*}
\nu_{\varepsilon}\left(\left\{x \in E ; \operatorname{dist}_{E}(x, K(s)) \geqslant \delta\right\}\right) \leqslant & \exp \left(-\frac{s}{\varepsilon^{2}}\right)+\exp \left(-\frac{s-\gamma / 2}{\varepsilon^{2}}\right) \\
& +\int_{|y|_{E} \leqslant \rho} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta, u_{\varepsilon}^{y} \notin H_{\rho, s, \delta}(\bar{n})\right) v_{\varepsilon}(d y) \tag{7.9}
\end{align*}
$$

Concerning the integral above, recalling how $\Sigma_{\lambda}$ has been defined in Lemma 7.1, we have

$$
\begin{aligned}
& \int_{|y|_{E} \leqslant \rho} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta, u_{\varepsilon}^{y} \notin H_{\rho, s, \delta}(\bar{n})\right) v_{\varepsilon}(d y) \\
& \quad \leqslant \int_{|y|_{E} \leqslant \rho} \mathbb{P}\left(\bigcup_{k=1}^{\bar{n}}\left\{\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta, u_{\varepsilon}^{y}(k) \in \Sigma_{\lambda}\right\}\right)
\end{aligned}
$$

and then, due to the Markov property of $u_{\varepsilon}^{y}$, for any $t>\bar{n}$ we get

$$
\begin{aligned}
& \int_{|y| E} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta, u_{\varepsilon}^{y} \notin H_{\rho, s, \delta}(\bar{n})\right) v_{\varepsilon}(d y) \\
& \quad \leqslant \sum_{k=1}^{\bar{n}} \sup _{y \in \Sigma_{\lambda}} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t-k), K(s)\right) \geqslant \delta\right)
\end{aligned}
$$

Now, thanks to Lemma 7.1 there exists $\bar{T}>0$ such that for any $t \geqslant \bar{T}$ and $y \in \Sigma_{\lambda}$

$$
\mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta\right) \leqslant \mathbb{P}\left(\left|u_{\varepsilon}^{y}-K_{\Sigma_{\lambda}, t}(s)\right|_{C([0, t] ; E)} \geqslant \frac{\delta}{2}\right) \leqslant \mathbb{P}\left(\left|u_{\varepsilon}^{y}-K_{y, t}(s)\right|_{C([0, t] ; E)} \geqslant \frac{\delta}{2}\right)
$$

Thus, by using the upper bounds for the trajectories of the solution $u_{\varepsilon}^{y}$ proved in [3, Theorem 6.3], we can find $\varepsilon(t)>0$ such that

$$
\sup _{y \in \Sigma_{\lambda}} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta\right) \leqslant \exp \left(-\frac{s-\gamma / 2}{\varepsilon^{2}}\right), \quad \varepsilon \leqslant \varepsilon(t)
$$

This means that if we take $t:=\bar{T}+\bar{n}$ and $\varepsilon_{2}:=\min \{\varepsilon(t-k), k=1, \ldots, \bar{n}\}$, for any $\varepsilon \leqslant \varepsilon_{2}$

$$
\int_{|y|_{E} \leqslant \rho} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta, u_{\varepsilon}^{y} \notin H_{\rho, s, \delta}(\bar{n})\right) v_{\varepsilon}(d y) \leqslant \bar{n} \exp \left(-\frac{s-\gamma / 2}{\varepsilon^{2}}\right)
$$

Hence, from (7.9) and the inequality above we can conclude that for $\varepsilon \leqslant \varepsilon_{3}:=\varepsilon_{1} \wedge \varepsilon_{2} \wedge 1$

$$
v_{\varepsilon}\left(\left\{x \in E ; \operatorname{dist}_{E}(x, K(s)) \geqslant \delta\right\}\right) \leqslant \exp \left(-\frac{s}{\varepsilon^{2}}\right)+(1+\bar{n}) \exp \left(-\frac{s-\gamma / 2}{\varepsilon^{2}}\right)
$$

which yields upper bounds by taking some $\varepsilon_{0} \leqslant \varepsilon_{3}$ sufficiently small.

### 7.2. Upper bounds when $G$ is unbounded

For any $n \in \mathbb{N}$ and $s, \delta>0$ we define

$$
H_{s, \delta}(n):=\left\{z \in C([0, n] ; E) ;|z(j)|_{E} \geqslant \lambda, j=1, \ldots, n\right\}
$$

where $\lambda$ is the constant introduced in Lemma 7.1 corresponding to $s$ and $\delta$. Notice that, unlike the functions of the set $H_{\rho, s, \delta}(n)$ defined in (7.4), the functions belonging to $H_{s, \delta}(n)$ have no conditions on their initial value. This is because in the proof of the upper bounds we don't want to use the exponential estimate (7.3), where the assumption of boundedness of $G$ is needed. Nevertheless, due to the estimates of $\left|z^{x}(\varphi(t))\right|_{E}$ proved in Theorem 3.4, which are uniform with respect to the initial datum $x \in E$, we can prove a result analogous to Lemma 7.2 also in the case of unbounded $G$.

Lemma 7.4. Assume that Hypotheses $1-4$ and 6 hold. Then for any $s, \delta>0$ there exists $\bar{n} \in \mathbb{N}$ such that

$$
\begin{equation*}
\beta_{\bar{n}}:=\inf \left\{I_{\bar{n}}(z) ; z \in H_{s, \delta}(\bar{n})\right\}>s \tag{7.10}
\end{equation*}
$$

Proof. If (7.10) does not hold, we have $\sup _{n} \beta_{n} \leqslant s$ and then, as in the proof of Lemma 7.2, for each $n \in \mathbb{N}$ we can fix $z_{n} \in H_{s, \delta}(n)$ such that $I_{n}\left(z_{n}\right) \leqslant \beta_{n}+1 \leqslant s+1$. This means that $z_{n}=z_{0}^{z_{n}(0)}\left(\varphi_{n}\right)$, for some $\varphi \in L^{2}(0, n ; H)$ such that $\left|\varphi_{n}\right|_{L^{2}(0, n ; H)}^{2} \leqslant 3(s+1)$, and then, thanks to Theorem 3.4, we have

$$
\sup _{n \in \mathbb{N}}\left|z_{n}(1 / 2)\right|_{E}=: c_{s}<+\infty
$$

According to (3.4) this yields

$$
\begin{equation*}
\sup _{\substack{t \geqslant 1 \\ n \in \mathbb{N}}}\left|z_{n}(t)\right|_{C^{\theta_{\star}}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)}=: c_{s}^{\prime}<+\infty . \tag{7.11}
\end{equation*}
$$

Now we show that there exists $k \in \mathbb{N}$ such that

$$
v_{k}:=\inf \left\{I_{k}(z) ; z \in C([1, k] ; E),|z(1)|_{C^{\theta_{\star}}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)} \leqslant c_{s}^{\prime},|z(k)|_{E} \geqslant \lambda\right\}>0
$$

If $z_{1}^{x}$ denotes the solution of the uncontrolled problem (3.26), starting from $x \in E$ at time 1 , as in the proof of Lemma 7.2 we can fix $\bar{k}$ such that

$$
|x|_{C^{\theta_{\star}}\left(\overline{\mathcal{O}} ; \mathbb{R}^{r}\right)} \leqslant c_{s}^{\prime} \Rightarrow z_{1_{[1, \bar{k}]}}^{x} \notin\left\{z \in C([1, \bar{k}] ; E) ;|z(\bar{k})|_{E} \geqslant \lambda\right\} .
$$

With the same arguments used in the proof of Lemma 7.2, we can prove that $v_{\bar{k}}>0$ for such $\bar{k}$. Thus, as in the proof of Lemma 7.2 we get a contradiction, as for $n$ arbitrarily large, due to (7.11) we obtain

$$
s+1 \geqslant I_{n \bar{k}+1}\left(z_{n \bar{k}+1}\right) \geqslant n v_{\bar{k}}
$$

The previous lemma allows us to adapt the proof of Theorem 7.3 to the case of an unbounded diffusion term $G$.
Theorem 7.5. Assume that Hypotheses $1-6$ hold. Then, for any s, $\delta, \gamma>0$ there exists $\varepsilon_{0}>0$ such that

$$
\nu_{\varepsilon}\left(\left\{x \in E ; \operatorname{dist}_{E}(x, K(s)) \geqslant \delta\right\}\right)<\exp \left(-\frac{s-\gamma}{\varepsilon^{2}}\right), \quad \varepsilon \leqslant \varepsilon_{0}
$$

Proof. For any $t \geqslant 0$ we have

$$
\begin{aligned}
\nu_{\varepsilon}\left(\left\{x \in E, \operatorname{dist}_{E}(x, K(s)) \geqslant \delta\right\}\right)= & \int_{E} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta\right) v_{\varepsilon}(d y) \\
= & \int_{E} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta, u_{\varepsilon}^{y} \in H_{s, \delta}(\bar{n})\right) v_{\varepsilon}(d y) \\
& +\int_{E} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta, u_{\varepsilon}^{y} \notin H_{s, \delta}(\bar{n})\right) v_{\varepsilon}(d y),
\end{aligned}
$$

where $\bar{n}$ is the integer found in Lemma 7.4 (see also the proof of Theorem 7.3). Then, due to Lemma 7.4 and to the upper bounds for the trajectories of $u_{\varepsilon}^{y}$ proved in [3, Theorem 6.3], we can fix $\varepsilon_{1}>0$ such that for any $\varepsilon \leqslant \varepsilon_{1}$

$$
\nu_{\varepsilon}\left(\left\{x \in E ; \operatorname{dist}_{E}(x, K(s)) \geqslant \delta\right\}\right) \leqslant \exp \left(-\frac{s-\gamma / 2}{\varepsilon^{2}}\right)+\int_{E} \mathbb{P}\left(\operatorname{dist}_{E}\left(u_{\varepsilon}^{y}(t), K(s)\right) \geqslant \delta ; u_{\varepsilon}^{y} \notin H_{s, \delta}(\bar{n})\right) \nu_{\varepsilon}(d y)
$$

Then we can conclude the proof of the theorem, by using the same arguments used in the proof of Theorem 7.3.
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