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ABSTRACT. – We consider isentropic gas dynamics equations with unilateral constra
the density and mass loss. Theγ and pressureless pressure laws are considered. We prop
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sont considérées. Nous proposons une formulation faible entropique du système qui in
la contrainte et le multiplicateur de Lagrange, pour laquelle nous montrons la stabilité
et l’existence de solutions. Le modèle avec pression non nulle est approché par un mo
relaxation BGK cinétique, tandis que le modèle sans pression est approché par une dyn
de bouchons collants avec perte de masse.
 2003 Éditions scientifiques et médicales Elsevier SAS

∗ Corresponding author.
E-mail addresses:florent.berthelin@labomath.univ-orleans.fr (F. Berthelin), francois.bouchut@en

(F. Bouchut).



976 F. BERTHELIN, F. BOUCHUT / Ann. I. H. Poincaré – AN 20 (2003) 975–997

bility
s with
flows,

itable

r other
[13].
an be

vels at
when

tem

d,
1. Introduction and models

1.1. Models

The aim of this paper is to introduce a weak formulation and establish weak sta
and existence for solutions to some one-dimensional systems of conservations law
unilateral constraint. Such system arises for example in the modeling of two-phase
see [8], as {

∂tρ + ∂x(ρu)= 0,

∂t (ρu)+ ∂x(ρu2 + p(ρ)+ π)= 0,
(1.1)

with constraint and pressure Lagrange multiplier

0 � ρ � 1, π � 0, (1.2)

and extremality relation

(1− ρ)π = 0. (1.3)

This system was studied in [20] with viscosity. Existence and weak stability of su
weak solutions is obtained in [2] in the pressureless casep(ρ) = 0, but however, the
general nonzero pressure case remains open. We refer to [1,2,16,18–20,22] fo
hyperbolic problems with constraints. Some general formulations can be found in

Here we are going to consider a slightly different model with mass loss, that c
written as {

∂tρ + ∂x(ρu)=Q,
∂t(ρu)+ ∂x(ρu2 + p(ρ))=Qu, (1.4)

with constraint and mass loss rate Lagrange multiplier

0� ρ � 1, Q� 0, (1.5)

and extremality relation

(1− ρ)Q= 0. (1.6)

This model is based on the physical idea to remove from the densityρ what overflows
with 1 as rain could make overflow a reservoir or a river. The termQu on the right-
hand side of the momentum equation expresses that the overflowing matter tra
velocityu. This interpretation is especially relevant for the Saint-Venant equations
p(ρ)= κρ2. We are going to consider here pressure laws of the form

p(ρ)= κργ , 1< γ � 3, κ � 0. (1.7)

The pressureless caseκ = 0 is very particular. Existence and properties for the sys
of pressureless gas without constraint have been studied in [9,10,12,15,17].

The main difficulty in the model is to give a suitable sense to the productsQu in (1.4)
andρQ in (1.6), becauseQ is only a measure, andρ, u can be discontinuous. Indee
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sinceQ can be nonzero only whereρ = 1, we have formal formulas obtained by freez
ρ = 1 in (1.4),

Q= 1ρ=1∂xu, Qu= 1ρ=1
(
∂tu+ ∂xu2), (1.8)

but of course this is again meaningless. Therefore, we provide the following en
weak formulation of the problem, that involves what we call entropy weak prod
The idea is to introduce a different velocityv(t, x) for the lost matter, and write th
system {

∂tρ + ∂x(ρu)=Q,
∂t(ρu)+ ∂x(ρu2 + p(ρ))=Qv, (1.9)

with as before

0 � ρ � 1, Q� 0. (1.10)

We takev ∈ L∞(Q), so that the productQv is well-defined as a measure. We need t
to formulate in a weak sense thatQv =Qu, and thatQρ =Q. In order to do so, we
require the family of entropy weak product inequalities

∂t ηS(ρ,u)+ ∂x GS(ρ,u)�Qη′
S(1, v) · (1, v), (1.11)

for any convex entropyηS in a suitable family parametrized by a convex functionS,
whereGS is its entropy flux, andη′

S is its derivative with respect to(ρ, ρu). Sincev, by
definition, is definedQ a.e., the term on the right-hand side of (1.11) is well-defined
order to see that (1.9)–(1.11) is a weak formulation of (1.4)–(1.6), we observe firs
any suitable solution to (1.4)–(1.6) also solves (1.9)–(1.11) withv = u. Conversely, if we
have a sufficiently smooth solution to (1.9)–(1.11), then multiplying (1.9) byη′

S(ρ,u)

and comparing with (1.11), we get

Qη′
S(ρ,u) · (1, v)�Qη′

S(1, v) · (1, v). (1.12)

If we take for the entropy the physical energy

η(ρ,u)= ρu2/2+ κ

γ − 1
ργ , (1.13)

we haveη′(ρ,u)= (γ κργ−1/(γ − 1)− u2/2, u), and (1.12) gives

Q

[
γ κ

γ − 1

(
ργ−1 − 1

) − (v − u)2/2
]

� 0. (1.14)

Together with the constraints (1.10), we deduce thatQv =Qu andQρ =Q, except in
the pressureless caseκ = 0, in which we can only concludeQv =Qu. We shall see in
Section 4.4 that in this case the formulation really fails to giveQρ =Q in the strong
sense.

Our main result is that the entropy formulation of the system (1.9)–(1.11
weakly stable. We are able to prove a priori estimates and compactness of s
approximations, that lead to existence for the Cauchy problem. For the nonzero p
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model, the approximate solutions are obtained by a kinetic BGK equation with addi
projection to enforce the constraintρ � 1. For the pressureless model, the approxima
is based on the notion of sticky blocks that has been introduced in [8] and used
but here with a different dynamics based on mass loss.

We look for solutions with regularities

ρ ∈ L∞
t

(
0,∞;L∞

x (R)∩L1
x(R)

)
, (1.15)

u ∈L∞
t

(
0,∞;L∞

x (R)
)
, (1.16)

Q ∈M
([0,∞[×R

)
, v ∈L∞(Q). (1.17)

The densityρ and the momentum densityρu are a priori not continuous with respect
time, becauseQ could contain Dirac distributions in time. However, (1.8) suggests
it should not be the case, but it is an open question to decide whether or not it is th

Thus, we consider weak solutions in the sense that for allϕ ∈D([0,∞[×R),

∞∫
0

∫
R

[ρ∂tϕ + ρu∂xϕ]dt dx +
∫
R

ρ0(x)ϕ(0, x)dx = −
∫

[0,∞[

∫
R

ϕQ, (1.18)

∞∫
0

∫
R

[
ρu∂tϕ + (

ρu2 + p(ρ))∂xϕ]
dt dx

+
∫
R

ρ0(x)u0(x)ϕ(0, x)dx = −
∫

[0,∞[

∫
R

ϕQv. (1.19)

It includes the initial data

ρ(0, x)= ρ0(x), ρ(0, x)u(0, x)= ρ0(x)u0(x). (1.20)

We assume thatρ0 ∈ L1(R), so that we can bound a priori the mass loss,
∫∫ −Qdt dx �∫

ρ0 dx.

1.2. Main results

The following compactness result is valid for the two possible pressure
(isentropic model with nonzero pressure or pressureless model).

THEOREM 1.1. – Let us consider a sequence of solutions(ρn, un,Qn, vn) with
regularities (1.15)–(1.17)with uniform bounds in their respective spaces of(1.15)–
(1.17), satisfying(1.18)–(1.19)and (1.10)–(1.11). Initial data ρ0

n, u
0
n are supposed to

satisfy

0 � ρ0
n � 1,

(
ρ0
n

)
n�0 is bounded inL1(R), (1.21)

(
u0
n

)
n�0 is bounded inL∞(R). (1.22)

In the pressureless case, we also assume that the Oleinik inequality(1.26) holds, and
thatQn is bounded inL∞

loc(]0,∞[,Mloc(R)). Then, up to a subsequence, asn→ ∞,
(ρn, un,Qn, vn)⇀(ρ,u,Q,v) satisfying(1.15)–(1.17), in the following sense
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ρn⇀ρ, un⇀u in L∞
w∗

(]0,∞[×R
)
, (1.23)

Qn⇀Q, Qnvn⇀Qv in M
([0,∞[×R

)
w∗, (1.24)

where(ρ,u,Q,v) is a solution to(1.18)–(1.19)and (1.10)–(1.11)with initial data ρ0,
u0 defined by

ρ0
n⇀ρ0 in L∞

w∗(R), and ρ0
nu

0
n⇀ρ0u0 in L∞

w∗(R). (1.25)

In the pressureless case, we also get(1.26). In the nonzero pressure case, we have
convergence a.e.ρn → ρ, ρnun → ρu.

We turn now to existence. The theorem is again the same for both pressure law

THEOREM 1.2. –Let ρ0 ∈ L1(R) such that0 � ρ0 � 1 andu0 ∈ L∞(R). Then there
exists(ρ,u,Q,v) with regularities (1.15)–(1.17)satisfying(1.18)–(1.19)and (1.10)–
(1.11).

In the pressureless context, we have more precise results.

THEOREM 1.3. – In addition, in the pressureless caseκ = 0, the solution of
Theorem1.2satisfies

∂xu(t, x)�
1

t
, (1.26)

TV[a,b](u(t, .))�
2(b− a)

t
+ 2

∥∥u0∥∥
L∞ ∀a < b, (1.27)

essinfu0(x)� u(t, x)� esssupu0(x), (1.28)

Q ∈ L∞
loc

(]0,∞[,Mloc(R)
)
, (1.29)

ρ,ρu ∈C(]0,∞[,L∞w∗)
, (1.30)

∂t
(
ρS(u)

) + ∂x(ρuS(u)) =QS in ]0,∞[×R (1.31)

for everyS ∈ C(R), whereQS ∈M([0,∞[×R) satisfies

|QS | � ‖S‖L∞|Q|. (1.32)

The remainder of the paper is organized as follows. In Section 2, we prove the st
of the entropy weak product formulation. In Section 3, we study the non-zero pre
case. We prove the existence of solutions for a BGK model with relaxation of the
of those introduced in [6]. We obtain kinetic entropy inequalities and the existen
kinetic invariant domains, following [4,24]. Using compensated compactness, we
the convergence, asε → 0, towards the nonzero pressure gas dynamics model
mass loss. Finally, we provide an alternate analysis of the BGK model in the part
caseγ = 3 using averaging lemma. In Section 4, we study the pressureless mod
introduce the sticky blocks dynamics, and specify in this case how entropy weak p
inequalities arise. Finally, we prove that the strong extremality relation is lost in
limits for the pressureless model.
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2. Stability of the entropy weak product

The weak stability of the formulation (1.11) becomes clear with the two follow
lemmas.

LEMMA 2.1. –Let Qn be nonpositive measures andvn ∈ L∞(Qn). If (Qn)n�0

is a sequence bounded inMloc([0,∞[×R) and (‖vn‖L∞(Qn))n�0 is bounded, then
there exists a measureQ and a functionv ∈ L∞(Q) such that after extraction o
a subsequence,Qn⇀Q, Qnvn⇀Qv and Qnϕ(vn)⇀Qϕ � Qϕ(v) for any convex
functionϕ.

Proof. –The measuresQn are bounded inMloc, thus for a subsequenceQn⇀Q in
Mlocw∗. By diagonal extraction, there exists a subsequence such that

Qnϕ(vn)⇀Qϕ

for everyϕ continuous. We have|Qnvn| � C|Qn|, thus at the limit|QId| � −CQ and
therefore there existsv ∈ L∞(Q) such thatQId =Qv.

We compare nowQϕ andQϕ(v) for ϕ convex. A convex functionϕ can be written as

ϕ(v)= sup{av + b; a, b such thatϕ � a Id +b}.
Let ϕ be a convex function and leta, b ∈ R such thatϕ � a Id +b. The measureQn is
nonpositive thusQnϕ(vn) � Qn(avn + b), which gives at the limitQϕ � Q(av + b).
Since this is true for anya, b such thatϕ � a Id+b, we conclude thatQϕ �Qϕ(v). ✷

LEMMA 2.2. –The functionv �→ η′
S(1, v) · (1, v) is convex forS :R → R convex

andC1. Furthermore, it is a nonnegative function as soon asS � 0.

Proof. –We have first to specify what are the entropiesηS . We take the so called wea
entropies, that are defined as

ηS(ρ,u)=
∫
R

χ(ρ, ξ − u)S(ξ)dξ, S convex, (2.1)

whereχ is defined by (3.8)–(3.9) in the caseκ > 0, and byχ(ρ, ξ)= ρδ(ξ) if κ = 0 (in
other wordsηS(ρ,u)= ρS(u)). Recalling that prime denotes differentiation with resp
to (ρ, ρu), we can express the desired quantity and get, for 1< γ < 3,

η′
S(1, v) · (1, v)=

1− θ
Jλ

1∫
−1

(
1− z2)λ−1

S(v + aγ z)dz, (2.2)

for γ = 3,

η′
S(1, v) · (1, v)=

(
S
(
v + √

3κ
) + S(

v − √
3κ

))
/2, (2.3)

and forκ = 0,

η′ (1, v) · (1, v)= S(v). (2.4)
S
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The result follows obviously. ✷
Remark2.1. – The sign assertion in Lemma 2.2 is helpful because the right-han

in (1.11) becomes itself nonpositive whenS � 0 and we deduce the decrease of
∫
ηS dx.

3. Isentropic model with nonzero pressure

In this section, we introduce a kinetic BGK relaxation model that approximate
problem with nonzero pressurep(ρ) = κργ with κ > 0, 1 < γ � 3. We first prove
existence of solutions for the BGK model and establish kinetic invariant domains le
to uniform bounds. Then we let the relaxation parameterε tend to 0, and get an entrop
solution to (1.9)–(1.11) via compensated compactness. For the special caseγ = 3, an
alternate proof via averaging lemma is provided.

3.1. BGK model

We consider the following kinetic BGK relaxation model, which is obtained from
one of [3,4] by including an overall projection onto the constraintρ � 1,

∂tf + ξ∂xf = M∗[f ] − f
ε

in ]0,∞[×R × R, (3.1)

wheref = f (t, x, ξ)= (f0(t, x, ξ), f1(t, x, ξ)) ∈ R
2, t > 0, x ∈ R, ξ ∈ R,

f (t, x, ξ) ∈Dξ, (3.2)

ρ(t, x)=
∫
R

f0(t, x, ξ)dξ, ρ(t, x)u(t, x)=
∫
R

f1(t, x, ξ)dξ, (3.3)

M∗[f ](t, x, ξ)=M∗(ρ(t, x), u(t, x), ξ), (3.4)

M∗(ρ,u, ξ)=M(
min(1, ρ), u, ξ

)
, (3.5)

andM is the Maxwellian defined by

M(ρ,u, ξ)= (
χ(ρ, ξ − u), (

(1− θ)u+ θξ)χ(ρ, ξ − u)), (3.6)

χ(ρ, ξ)= cγ,κ(a2
γ ρ

γ−1 − ξ2)λ
+, (3.7)

θ = γ − 1

2
, λ= 1

γ − 1
− 1

2
, cγ,κ = a−2/(γ−1)

γ

Jλ
, (3.8)

Jλ =
1∫

−1

(
1− z2)λ dz= √

π +(λ+ 1)/+(λ+ 3/2), aγ = 2
√
γ κ

γ − 1
. (3.9)

We complete (3.1) by initial data

f (0, x, ξ)= f 0(x, ξ), (3.10)
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satisfying energy bounds. For 1< γ < 3, we take

Dξ =D = {
(f0, f1) ∈ R

2, f0> 0 orf1 = f0 = 0
}
, (3.11)

while if γ = 3,

Dξ = {
(f0, f1) ∈ R

2, f1 = ξf0 and 0� f0 � 1/2
√

3κ
}
, (3.12)

and the Maxwellian simplifies in

M(ρ,u, ξ)= 1

2
√

3κ
1u−√

3κρ<ξ<u+√
3κρK(ξ), K(ξ)= (1, ξ ). (3.13)

In this case a single scalar equation onf0 can be written, the second one onf1 being
proportional to it.

The entropies involved in the inequality (1.11) are the so called weak entro
defined by

ηS(ρ,u)=
∫
R

χ(ρ, ξ − u)S(ξ)dξ, S convex, (3.14)

and their entropy fluxes are defined by

GS(ρ,u)=
∫
R

(
(1− θ)u+ θξ)χ(ρ, ξ − u)S(ξ)dξ. (3.15)

To each entropyηS we can associate a kinetic entropy, in the caseγ < 3 they can be
defined from a kernel by

HS(f, ξ)=
∫
R

.(ρ(f, ξ), u(f, ξ), ξ, v)S(v)dv, for f �= 0, HS(0, ξ )= 0, (3.16)

where

u(f, ξ)= f1/f0 − θξ
1− θ ,

ρ(f, ξ)= a−2′(γ−1)
γ

((
f1/f0 − ξ

1− θ
)2

+ (f0/cγ,κ)
1/λ

)1/(γ−1) (3.17)

is the inverse relation forf =M(ρ,u, ξ). The kernel. is symmetric inξ, v and satisfies
in particular. � 0 and

∫
R
(1, v).(ρ,u, ξ, v)dv =M(ρ,u, ξ). For more details abou

this model, we refer to [4].
Forγ = 3, the kinetic entropy is simply given forf = (f0, ξf0) ∈Dξ , by

HS(f, ξ)= S(ξ)f0, (3.18)
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so that finally for any 1� γ � 3,

ηS(ρ,u)=
∫
R

HS
(
M(ρ,u, ξ), ξ

)
dξ,

GS(ρ,u)=
∫
R

ξHS
(
M(ρ,u, ξ), ξ

)
dξ.

(3.19)

Let us finally introduce the kinetic invariant domains. The macroscopic inva
domains are defined as follows for anyωmin<ωmax,

D̃ = {
(ρ,u) ∈ R

+ × R; ρ = 0 orωmin � ω1 � ω2 � ωmax
}
, (3.20)

where the Riemann invariantsω1, ω2 are given by

ω1 = u− aγ ρ(γ−1)/2, ω2 = u+ aγ ρ(γ−1)/2. (3.21)

Their corresponding kinetic invariant domains are defined in the case 1< γ < 3 by

D̃ξ = {
f ∈D; f = 0 orωmin � ω1(f, ξ)� ω2(f, ξ)� ωmax

}
, (3.22)

where

ω1(f, ξ)= u(f, ξ)− aγ ρ(f, ξ)(γ−1)/2,

ω2(f, ξ)= u(f, ξ)+ aγ ρ(f, ξ)(γ−1)/2,

(3.23)

and in the caseγ = 3

D̃ξ =
{
f ∈Dξ ; 0� f0 � 1

2
√

3κ
1ωmin<ξ<ωmax

}
. (3.24)

3.2. Properties of the kinetic entropy

We recall the value of the moments ofM ,∫
R

M(ρ,u, ξ)dξ = (ρ, ρu),
∫
R

ξM(ρ,u, ξ)dξ = (
ρu,ρu2 + κργ ),

and ∫
R

1

2
ξ2M0(ρ,u, ξ)dξ = 1

2
ρu2 + κ

γ − 1
ργ ≡ η(ρ,u),

for everyρ � 0 andu ∈ R. It results from the definition of a convex function that

LEMMA 3.1. –For everyS :R → R convex, we have

(ω2 −ω1)S(ξ)+ (ω1 − ξ)S(ω2)+ (ξ − ω2)S(ω1)

� 0 if ω1 � ξ � ω2,

� 0 if ξ � ω1 � ω2 or ω1 � ω2 � ξ. (3.25)
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As in [3,4], we need a subdifferential inequality in order to prove boundedness
entropy, namely

PROPOSITION 3.2 (Subdifferential inequality). –If S :R → R is convex, of classC1,
then for everyρ � 0, u, ξ ∈ R andf ∈Dξ , we have

HS(f, ξ)�HS
(
M(ρ,u, ξ), ξ

) + TS(ρ,u) · (
f −M(ρ,u, ξ)), (3.26)

with

TS(ρ,u)= 1

Jλ

1∫
−1

(
1− z2)λ(

S(u+ aγ ρθz)+ (θaγ ρθz− u)S ′(u+ aγ ρθz)
S ′(u+ aγ ρθz)

)
dz,

(3.27)
which coincides withη′

S(ρ,u) whenρ > 0, where prime denotes differentiation w
respect to the conservative variables(ρ, q ≡ ρu). We also have iff �= 0(

H ′
S(f, ξ)− TS(ρ,u)

) · (
M(ρ,u, ξ)− f )

� 0, (3.28)

where ifγ = 3, H ′
S(f, ξ)= S(ξ)(1,0) by convention.

Proof. –The caseγ < 3 was treated in [4], thus let us assume thatγ = 3. We set
ω1 = u− √

3κρ, ω2 = u+ √
3κρ, thusω2 −ω1 = 2

√
3κρ � 0. We have forρ > 0

TS(ρ,u)= 1

2
√

3κρ

(
(
√

3κρ − u)S(u+ √
3κρ)+ (√3κρ + u)S(u− √

3κρ)

S(u+ √
3κρ)− S(u− √

3κρ)

)
= 1

ω2 −ω1

(−ω1S(ω2)+ω2S(ω1)

S(ω2)− S(ω1)

)
, (3.29)

andTS(0, u)= (S(u)− uS ′(u), S ′(u)). We compute

A=HS(f, ξ)−HS(M(ρ,u, ξ), ξ) − TS(ρ,u) · (
f −M(ρ,u, ξ))

= [
f0 −M0(ρ,u, ξ)

][
S(ξ)− TS(ρ,u) · (1, ξ )]. (3.30)

Then, ifρ > 0,

S(ξ)− TS(ρ,u) · (1, ξ )
= [
(ω2 −ω1)S(ξ)+ (ω1 − ξ)S(ω2)+ (ξ − ω2)S(ω1)

]
/(ω2 −ω1), (3.31)

and ifρ = 0,

S(ξ)− TS(ρ,u) · (1, ξ )= S(ξ)− S(u)− S ′(u)(ξ − u)� 0. (3.32)

If ξ � ω1 or ξ � ω2, thenM0(ρ,u, ξ) = 0, andS(ξ) − TS(ρ,u) · (1, ξ ) � 0 thanks
to Lemma 3.1, thusA � 0. If ω1 < ξ < ω2, thenM0(ρ,u, ξ) = 1/(2

√
3κ ) � f0 and

S(ξ)− TS(ρ,u) · (1, ξ )� 0, thusA� 0 also, which proves (3.26) and (3.28).✷
The kinetic entropy associated to the physical energy is denoted byH = Hv2/2. We

recall thatH � 0. Applying the previous result to min(1, ρ) and integrating inξ , we get
a minimization principle.
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COROLLARY 3.3 (Entropy minimization principle). –Assume thatS :R → R is
convex of classC1 and such that|S(v)| � B(1 + v2) for someB � 0. Consider
f ∈ L1(Rξ ) such thatf ∈Dξ a.e. and∫

R

H(f (ξ), ξ)dξ <∞. (3.33)

ThenHS(f (ξ), ξ) andHS(M∗[f ](ξ), ξ) lie in L1(Rξ ), and setting(ρ, ρu) = ∫
R
f dξ

we have∫
R

HS
(
M∗[f ](ξ), ξ)dξ + TS(min(1, ρ), u

) · (1, u)(ρ − 1)+ �
∫
R

HS
(
f (ξ), ξ

)
dξ.

(3.34)

For further reference, we also provide the following obvious estimate.

LEMMA 3.4. – For everyρ � 0 andu, ξ ∈ R, we have

0�M∗
0(ρ,u, ξ)�M0(ρ,u, ξ).

3.3. Existence for the BGK model

We proceed as in [3] in order to apply Schauder’s theorem and to get the existe
global solutions. We notice that the proofs simplify forγ = 3 becauseH(f, ξ)= f0ξ

2/2
is linear and because the kinetic system becomes in fact a rank-one model, a
consequence we mainly only study the convergence of the first component which
negative. In any case we get the following result.

THEOREM 3.5. –Assume thatf 0 ∈L1(Rx×Rξ ) satisfiesf 0(x, ξ) ∈Dξ a.e. inR×R

and ∫∫
R×R

H
(
f 0(x, ξ), ξ

)
dx dξ = C0

H <∞. (3.35)

Then there exists a solutionf to (3.1)–(3.12)satisfying

f ∈ (
C ∩L∞)

t

([0,∞[,L1(Rx × Rξ )
)
, (3.36)

∀t � 0, f (t, x, ξ) ∈Dξ a.e. inR × R, (3.37)

∀t � 0,
∫∫
R×R

f0(t, x, ξ)dx dξ �
∫∫
R×R

f 0
0 (x, ξ)dx dξ, (3.38)

∀t � 0,
∫∫
R×R

H
(
f (t, x, ξ), ξ

)
dx dξ � C0

H , (3.39)

∂t

(∫
f0 dξ

)
+ ∂x

(∫
ξf0 dξ

)
= −(ρ − 1)+

ε
� 0, (3.40)
R R
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t

e

ct
d

dt

∫∫
R×R

H
(
f (t, x, ξ), ξ

)
dx dξ

= −1

ε

∫∫
R×R

(
H ′(f, ξ)−

(
γ κ

γ − 1
(ρ∗)γ−1 − u2

2
, u

))
· (
f −M∗[f ])dx dξ

− 1

ε

(
γ κ

γ − 1
(ρ∗)γ−1 + u2

2

)
(ρ − 1)+ � 0, (3.41)

where(ρ, ρu)= ∫
R
f dξ andρ∗ = min(1, ρ).

We notice that we have a representation of the solutionf ,

f (t, x, ξ)= f 0(x − tξ, ξ)e−t/ε + 1

ε

t∫
0

e−s/εM∗[f ](t − s, x − sξ, ξ)ds. (3.42)

3.4. Kinetic invariant domains

By using Corollary 3.3 and Lemma 2.2 in a computation similar to (3.41), we ge

PROPOSITION 3.6. – Assume thatS :R → R is convex of classC1 and such tha
0� S(v)� B(1+ v2) for someB � 0. Then, withf the solution of Theorem3.5,∫∫

R×R

HS
(
f (t, x, ξ), ξ

)
dx dξ �

∫∫
R×R

HS
(
f 0(x, ξ), ξ

)
dx dξ. (3.43)

Noticing that the invariant domain (3.20) is stable by the projection(ρ,u) �→
(min(1, ρ), u), this allows to obtain invariant domains and bounds forρ, u, f
andM∗[f ].

THEOREM 3.7. –For anyωmin<ωmax, the system(3.1)has the property that̃Dξ is a
family of convex kinetic invariant domains. Moreover, the setD̃ξ is associated with th
invariant domainD̃ in the sense that

∀(ρ,u) ∈ D̃, M(ρ,u, ξ) ∈ D̃ξ a.e.ξ, (3.44)

and

for anyf (ξ) ∈L1(Rξ ) such thatf (ξ) ∈ D̃ξ a.e.ξ,

(ρ,u) ∈ D̃ with (ρ, ρu)=
∫
R

f (ξ)dξ.
(3.45)

In particular, if the initial data of Theorem3.5 satisfiesf 0(x, ξ) ∈ D̃ξ for a.e. x, ξ ,
then, denoting byf the solution obtained in Theorem3.5, (ρ,u) defined by(3.3) verify
∀t � 0, (ρ(t, x), u(t, x)) ∈ D̃ for a.e.x.

Besidesf (t, x, ξ) ∈ D̃ξ∀t � 0 and consequentlyf has compact support with respe
to ξ , suppξ f ⊂ [ωmin,ωmax].

Furthermoreρ, u, f ,M[f ] andM∗[f ] are uniformly bounded inL∞.
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Proof. –Using the functionsS(v) = (v − ωmax)
2+, S(v) = (ωmin − v)2+ in Proposi-

tion 3.6, and the fact that

1(ξ−u)2<3κρ2 � 1ωmin<ξ<ωmax ⇔ ]u− √
3κ ρ,u+ √

3κ ρ[⊂ ]ωmin,ωmax[,
we obtain the result by adapting the proof of [4].✷
3.5. Relaxation limit via compensated compactness

In this section, we prove the stability Theorem 1.1 and the existence Theorem
the case of nonzero pressure.

Proof of Theorem 1.1 for nonzero pressure. –Let (ρn, un,Qn, vn) satisfy the assump
tions of Theorem 1.1. Then

∂tηS(ρn, un)+ ∂xGS(ρn, un)�Qnη′
S(1, vn) · (1, vn), (3.46)

and since the right-hand side is bounded inMloc, we can apply the compensat
compactness result of [21] and it gives that, up to a subsequence,(ρn, ρnun) converge
a.e. in]0,∞[×R whenn→ ∞ to some functions(ρ, ρu). Using Lemmas 2.1 and 2.
we can pass to the limit in (3.46), while the limit in (1.18)–(1.19) is obvious.✷

We turn now to the existence result (Theorem 1.2) and prove the relaxation of (3
(1.9)–(1.11).

THEOREM 3.8. –Let us denote byfε the solution of Theorem3.5with the same initia
dataf 0(x, ξ) ∈ L1(R × R) that satisfiesf 0(x, ξ) ∈ D̃ξ a.e. for someωmin< ωmax, and
the energy bound(3.35). Then(ρε, uε) defined by(3.3) are uniformly bounded inL∞,
and passing if necessary to subsequences,(ρε, ρεuε) converge a.e. in]0,∞[×R when
ε→ 0 to (ρ, ρu), −(ρε−1)+/ε ⇀Q, −(ρε−1)+uε/ε ⇀Qv, where(ρ,u,Q,v) have
the regularities(1.15)–(1.17)and satisfy(1.18)–(1.19)and (1.10)–(1.11), with initial
data(ρ0, ρ0u0)= ∫

f 0 dξ .

Proof. –The bounds of Theorem 3.7 give thatρε, uε fε and the support inξ of fε are
uniformly bounded. Then, the renormalization result for a transport equation of [7]
for any convexC1 functionS

∂tHS(fε, ξ)+ ξ∂xHS(fε, ξ)=H ′
S(fε, ξ) ·

(
M∗[fε] − fε)/ε.

By integration inξ , it yields

∂t

∫
R

HS(fε, ξ)dξ + ∂x
∫
R

ξHS(fε, ξ)dξ

= 1

ε

∫
R

(
H ′
S(fε, ξ)− TS(ρ∗

ε , uε)
) · (
M∗[fε] − fε)dξ

+ TS(ρ∗
ε , uε) ·

∫
M∗[fε] − fε

ε
dξ, (3.47)
R
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[4]
with ρ∗
ε = min(1, ρε). Define

Qε = −(ρε − 1)+
ε

� 0. (3.48)

Then ∫
R

M∗[fε] − fε
ε

dξ =Qε(1, uε), (3.49)

and

QεTS(ρ
∗
ε , uε)=QεTS(1, uε)=Qεη′

S(1, uε), (3.50)

thus by (3.28)

∂tηS(ρ
∗
ε , uε)+ ∂xGS(ρ∗

ε , uε)� ∂t
∫
R

(
HS

(
M∗[fε], ξ) −HS(fε, ξ))dξ

+ ∂x
∫
R

ξ
(
HS

(
M∗[fε], ξ) −HS(fε, ξ))dξ

+Qεη′
S(1, uε) · (1, uε). (3.51)

Next, we observe thatQε is bounded inL1(]0,∞[×R) since∫∫
−Qε dx dt �

∫∫
R×R

f 0
0 (x, ξ)dx dξ, (3.52)

as a consequence of (3.40). We deduce that(ρε − 1)+ tends to 0 inL1, and after
extraction of a subsequence,ρε − ρ∗

ε → 0 a.e. Provided thatfε − M∗[fε] → 0 a.e.
t, x, ξ , using (3.51), we can then apply the compensated compactness result
which gives that up to a subsequence,(ρ∗

ε , ρ
∗
ε uε) (and also(ρε, ρεuε)) converge a.e

in ]0,∞[×R whenε→ 0 to some(ρ, ρu), with (ρ,u) ∈ D̃, 0 � ρ � 1. By applying
Lemma 2.1, we getQε ⇀Q,Qεuε ⇀Qv withQ ∈M([0,∞[×R), v ∈L∞(Q). Using
againfε −M∗[fε] → 0 a.e.t, x, ξ and with Lemma 2.2, the limit in (3.51) gives (1.11
A direct integration of (3.1) also gives (1.18)–(1.19) at the limit. Thus it only rem
to prove thatfε −M∗[fε] → 0 a.e.t, x, ξ . This can be justified as follows. From (3.41
the integral ∫∫∫

]0,T [×R×R

(
H ′(fε, ξ)− Tv2/2(ρ

∗
ε , uε)

) · M
∗[fε] − fε
ε

dt dx dξ (3.53)

is bounded uniformly inε. Thus, if γ < 3, we can adapt the dissipation result of
and get thatfε −M∗[fε] → 0 a.e.t, x, ξ , replacing the use of the identity

∫
R
(fε)0 dξ =∫

R
(M[fε])0 dξ by

0�
∫∫∫ (

(fε)0 − (M∗[fε])0)dt dx dξ �Kε,

(t,x)∈B
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for any bounded setB. For γ = 3, the study is a little bit different and we refer to t
next section for the precise analysis, that leads to the same resultfε −M∗[fε] → 0 a.e.
t, x, ξ . ✷

Proof of Theorem 1.2. –Let ρ0, u0 satisfy ρ0 ∈ L1(R), 0 � ρ0 � 1 and u0 ∈
L∞(R). Then there existsωmin, ωmax such that(ρ0, u0) ∈ D̃ a.e. We takef 0(x, ξ) =
M(ρ0(x), u0(x), ξ) ∈ D̃ξ . Since∫∫

R×R

H
(
M

(
ρ0, u0, ξ

)
, ξ

)
dx dξ =

∫
R

η
(
ρ0, u0)dx <∞,

we can apply Theorem 3.8 and we get the result.✷
3.6. Relaxation limit for γ = 3 via averaging lemma

In this section, we complete the proof of Theorem 3.8 in the caseγ = 3 by proving
thatfε −M∗[fε] → 0 a.e.t, x, ξ also in this case, and we give an alternate compact
argument via averaging lemma instead of compensated compactness, following th
of [11,14,23,25,26]. Letfε be the solution of Theorem 3.5 with the same initial d
f 0(x, ξ) and(ρε, uε) be the approximate solutions to (1.9) defined by (3.3). In orde
prove the compactness ofρε andρεuε, we use the compactness averaging lemma of
in the following form.

PROPOSITION 3.9. – Letgε ∈L∞(]0,∞[×R × R) satisfy

∂tgε + ξ∂xgε = −λε − ∂2
ξξµε, (3.54)

for some nonnegative measuresλε, µε locally bounded uniformly inε. If gε is
bounded inL∞ uniformly in ε, then

∫
R
gε(t, x, ξ)ψ(ξ)dξ belongs to a compact set

L
p
loc(]0,∞[×R), 1<p <∞, for anyψ ∈C∞

c (R).

PROPOSITION 3.10. – The solutionfε of Theorem3.5 for γ = 3 satisfies

∂t(fε)0 + ξ∂x(fε)0 = −λε − ∂2
ξξµε, (3.55)

where(λε)ε>0 and(µε)ε>0 are nonnegative measures bounded uniformly inε. Therefore,
by Proposition3.9, ρε andρεuε are locally compact.

Proof. –We setλε = (M0[fε] −M∗
0 [fε])/ε andhε = ((fε)0 −M0[fε])/ε. We have

λε � 0 thanks to Lemma 3.4. Since
∫

R
hε dξ = 0,

∫
R
ξhε dξ = 0 andhε has compac

support inξ , there exists a distributionµε with compact support inξ such thathε =
∂2
ξξµε. Thus we have (3.55). We integrate this equality and get∫∫∫

]0,T [×R×R

λε �
∫∫
R×R

f 0
0 (x, ξ)dx dξ.

Take now a test functionϕ(t, x, ξ)= ϕ1(t, x)ϕ2(ξ), with ϕ1, ϕ2 nonnegative and of clas
C∞, and defineφ ∈ C∞ by ϕ2 = ∂2 φ. We have thatφ is convex, and by the entrop
c ξξ
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minimization principle

〈µε,ϕ〉 = 〈
∂2
ξξµε, ϕ1φ

〉 =
∫∫∫

]0,T [×R×R

ϕ1φhε � 0,

thusµε � 0. We integrate now (3.55) againstξ2/2, and we get∫∫∫
]0,T [×R×R

µε �
∫∫
R×R

ξ2

2
f 0

0 (x, ξ)dx dξ,

which concludes the proof.✷
Proof of Theorem 3.8 whenγ = 3. – The beginning of the proof is the same,

can replace compensated compactness by Proposition 3.10, but it remains to
fε −M∗[fε] → 0 a.e.t, x, ξ . For a subsequence, we have

ρε → ρ, ρεuε → ρu a.e.t, x, (3.56)

with (ρ,u) ∈ D̃. The bound (3.53) implies that for a subsequence,

1

2

[
(ξ − uε)2 − 3κ(ρ∗

ε )
2 ][
(fε)0 −M0(ρ

∗
ε , uε, ξ)

] → 0 a.e.t, x, ξ. (3.57)

Sinceρε − ρ∗
ε → 0 a.e., it gives[
(ξ − uε)2 − 3κρ2

ε

][
(fε)0 −M0(ρε, uε, ξ)

] → 0 a.e.t, x, ξ, (3.58)

and we recall that this quantity is nonnegative.
We setE = {(t, x) ∈]0, T [×R;ρ(t, x) > 0}. OnE, we haveuε → u a.e., and from

(3.58),(fε)0 →M0(ρ,u, ξ) a.e.ξ since the set ofξ such that(ξ−u(t, x))2 = 3κρ2(t, x)

has measure zero. Then, for any bounded domainB in (t, x), by passing to the limit a
ε→ 0 in ∫∫

(t,x)∈B∩E

∫
ξ

(fε)0 dt dx dξ +
∫∫

(t,x)∈B
(t,x)/∈E

∫
ξ

(fε)0 dt dx dξ

=
∫∫

(t,x)∈B∩E

∫
ξ

M0[fε]dt dx dξ +
∫∫
(t,x)∈B
(t,x)/∈E

∫
ξ

M0[fε]dt dx dξ,

we get that∫∫
(t,x)∈B
(t,x)/∈E

∫
ξ

(fε)0(t, x, ξ)dt dx dξ →
∫∫

(t,x)∈B
(t,x) �∈E

∫
ξ

M0(ρ,u, ξ)dt dx dξ = 0.

Finally we get that, up to an extraction,

(fε)0 →M0(ρ,u, ξ) a.e.t, x, ξ. (3.59)
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Since (fε)1 = ξ(fε)0, we also get(fε)1 → ξM0(ρ,u, ξ) = M1(ρ,u, ξ) a.e., and the
result follows. ✷

4. Pressureless model

This section is devoted to the proof of Theorems 1.1–1.3 whenp = 0. We build a
sticky blocks dynamics with mass loss that solves the system for particular data,
used to approximate arbitrary initial data.

The analysis is similar to that of [2], and differs from the one for the system
pressureless gases without constraint, that gives Dirac distributions onρ in finite time
(see [5,9,12]). The entropies and entropy fluxes are defined by

ηS(ρ,u)= ρS(u), GS(ρ,u)= ρuS(u), (4.1)

for anyS :R → R convex. They satisfy

η′
S(1, v) · (1, v)= S(v), (4.2)

thus the entropy inequalities (1.11) write

∂t
(
ρS(u)

) + ∂x(ρuS(u)) �QS(v). (4.3)

4.1. Sticky blocks dynamics

Let us consider a volume fractionρ(t, x) and a momentum densityρ(t, x)u(t, x)
given by

ρ(t, x)=
n∑
i=1

1ai(t)<x<bi(t), ρ(t, x)u(t, x)=
n∑
i=1

ui(t)1ai(t)<x<bi(t), (4.4)

with a1(t) < b1(t)� a2(t) < b2(t)� · · · � an(t) < bn(t). The time evolution is define
as follows. The number of blocksn indeed depends ont , but is piecewise constant. A
long as the blocks do not meet, they move at constant velocityui(t). When two blocks
collide at a timet∗, the dynamics is exhibited in Fig. 1, and is defined as follows.
volume fractionρ is given locally by

ρ(t, x)=


1al(t)<x<bl(t) + 1ar (t)<x<br(t) if t < t∗,

1al(t)<x<br(t) if t∗ � t < tf ,

1a(t)<x<b(t) if t � tf
(4.5)

and the momentum densityρu by

ρu(t, x)=

ul1al(t)<x<bl(t) + ur1ar (t)<x<br(t) if t < t∗,

ul1al(t)<x<c(t)+ ur1c(t)<x<br(t) if t∗ � t < tf ,

u∗1 if t � t .

(4.6)
a(t)<x<b(t) f
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Fig. 1. Collision of two blocks.

We haveal(t) = a∗ + ul(t − t∗), bl(t) = x∗ + ul(t − t∗), ar(t) = x∗ + ur(t − t∗),
br(t) = b∗ + ur(t − t∗), c(t) = x∗ + uloss(t − t∗), a(t) = al(tf ) + u∗(t − tf ) and
b(t)= br(tf )+ u∗(t − tf ), with ur � uloss� ul ,

tf = min
(
t∗ + (b∗ − x∗)/(uloss− ur), t∗ + (x∗ − a∗)/(ul − uloss)

)
, (4.7)

u∗ =
{
ul if (x∗ − a∗)/(ul − uloss) > (b

∗ − x∗)/(uloss− ur),
ur if (x∗ − a∗)/(ul − uloss) < (b

∗ − x∗)/(uloss− ur). (4.8)

One of the right or left block disappears, and in case of equality in (4.8),a(t)= b(t) and
all the mass disappears.

When more than two blocks collide at the same time, or if a block collides at a
t1 with two blocks that are colliding since a timet∗ with t∗ < t1 < tf , we perform
the collisions locally at each interface between two blocks. We notice that with
construction,ρ andρu are both continuous in time with values inL1(R).

It only remains to define the interface velocityuloss, and we can indeed take a
relation

uloss=.(ul, ur), (4.9)

where. is defined forul > ur and satisfies

ur �.(ul, ur)� ul. (4.10)

4.2. Properties of sticky blocks

We have the following consistency result.

THEOREM 4.1. –There exists a nonpositive measureQ(t, x) ∈ M(]0,∞[×R) with
concentrations only inx, such that withρ(t, x) andu(t, x) defined by(4.4), and with the
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above defined dynamics, we get a solution to the weak formulation(1.18)–(1.19), (4.3),
with v = ul + ur − uloss.

Proof. –As long as there is no collision, each block moves at the constant velociui ,
and (ρ,u) solves the pressureless Euler system. In a neighborhood of initial dat
proof is given in [2]. Let us now look at the case of a collision of two blocks at a timt∗.
Let ϕ(t, x) be a smooth function with support in> of Fig. 1 such that there is no oth
contact in>. We have

tf∫
t∗

c(t)∫
al (t)

[
S(ul)∂tϕ(t, x)+ S(ul)ul∂xϕ(t, x)] dt dx

= S(ul)
{ tf∫
t∗

[
d

dt

c(t)∫
al(t)

ϕ(t, x)dx − ulossϕ
(
t, c(t)

) + ulϕ(
t, al(t)

)]
dt

+
tf∫
t∗
ul

(
ϕ

(
t, c(t)

) − ϕ(
t, al(t)

))
dt

}

= S(ul)
{ c(tf )∫
al(tf )

ϕ(tf , x)dx −
x∗∫
a∗
ϕ(t∗, x)dx +

tf∫
t∗
(ul − uloss)ϕ

(
t, c(t)

)
dt

}
,

and similarly

tf∫
t∗

br (t)∫
c(t)

[
S(ur)∂tϕ(t, x)+ S(ur)ur∂xϕ(t, x)] dt dx

= S(ur)
{ br (tf )∫
c(tf )

ϕ(tf , x)dx −
b∗∫
x∗
ϕ(t∗, x)dx +

tf∫
t∗
(uloss− ur)ϕ(

t, c(t)
)

dt

}
.

Thus by addition

tf∫
t∗

∫
R

[
ρS(u)∂tϕ + ρS(u)u∂xϕ]

dt dx

=
∫
R

(
ρS(u)ϕ

)
(tf , x)dx −

∫
R

(
ρS(u)ϕ

)
(t∗, x)dx

+
tf∫
t∗

[
(ul − uloss)S(ul)+ (uloss− ur)S(ur)]ϕ(

t, c(t)
)

dt,

and finally 〈
∂t

(
ρS(u)

) + ∂x(ρuS(u)), ϕ〉
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crete

by
inik’s
(1.8)

the
= −〈
ρS(u), ∂tϕ

〉 − 〈
ρuS(u), ∂xϕ

〉
= −

tf∫
t∗

[
(ul − uloss)S(ul)+ (uloss− ur)S(ur)]ϕ(

t, c(t)
)

dt.

Therefore we have (1.31) with

QS = −[
(ul − uloss)S(ul)+ (uloss− ur)S(ur)]1t∗<t<tf δ(x − c(t)). (4.11)

ForS ≡ 1, we get

Q(t, x)= −(ul − ur)1t∗<t<tf δ
(
x − c(t)), (4.12)

and forS = Id, we get

(Qv)(t, x)= −(ul − ur)(ul + ur − uloss)1t∗<t<tf δ
(
x − c(t)). (4.13)

Since ul > ur is necessary to have the collision, we haveQ � 0, and (4.13) gives
v = ul + ur − uloss. We prove now the entropy weak product inequality. Since

QS(v)= −(ul − ur)S(ul + ur − uloss)1t∗<t<tf δ
(
x − c(t)), (4.14)

we obtain, by using thatur � uloss� ul , which imply thatur � v � ul , that forS convex,

∂t
(
ρS(u)

) + ∂x(ρuS(u)) =QS �QS(v), (4.15)

which concludes the proof.✷
Similarly to the model with pressure Lagrange multiplier of [8], we have the dis

Oleinik entropy inequality

ui(t)− ui−1(t)�
ai(t)− bi−1(t)

t
for 2 � i � n. (4.16)

Extending the value ofu(t, x) to all x by linear interpolation between two blocks and
putting a constant at infinity, we get that the sticky blocks dynamics satisfies Ole
condition (1.26). Then, we observe that according to (4.12)–(4.13), the formulas
hold, and in particular we have

|Q| � |∂xu|, (4.17)

thusQ ∈ L∞
loc(]0,∞[,Mloc(R)). We also have the maximum principle (1.28) and

entropy equality (1.31) with

QS(t, x)=
[
ul − uloss

ul − ur S(ul)+
uloss− ur
ul − ur S(ur )

]
Q(t, x). (4.18)

Thus, we get (1.32) for everyS continuous.



F. BERTHELIN, F. BOUCHUT / Ann. I. H. Poincaré – AN 20 (2003) 975–997 995

The

e the
ocks
e the

s case,
weak
which
trong

h is
4.3. Existence of a solution

We do not detail the proof of Theorem 1.1, since it is very close to that of [2].
same argument is used to prove that for anyS continuous,ρnS(un) ⇀ ρS(u). Only
Lemma 2.1 is new and gives directly the entropy weak product inequality.

Remark4.1. – In Theorem 1.1, we also have the existence ofQS ∈ M([0,∞[×R)

such that (1.31) and (1.32) are satisfied.

The proof of Theorems 1.2 and 1.3 is straightforward. As in [2], we approximat
initial data by blocks. For this data, we build the solution by the above sticky bl
dynamics. Uniform bounds follow from the analysis of Section 4.2. Then, we us
stability to get the solution.

4.4. Loss of the strong extremality relation

This section is devoted to a counterexample that shows that in the pressureles
the extremality relation in the strong sense (1.6) is not included in the entropy
product inequality (1.11). We construct a sequence of sticky blocks solutions to
we can apply the stability theorem, but for which the limit does not satisfy the s
extremality relation(1− ρ)Q= 0.

We consider initially two blocks of height 1/2,

ρ0(x)= 1

2
(10<x<1 + 12<x<3), ρ0(x)u0(x)= 1

2
(10<x<1 − 12<x<3). (4.19)

We use the following approximation of these initial data,

ρ0
n(x)=

n∑
k=1

1 2k−1
2n <x<

2k
2n

+
n∑
k=1

12+ 2(k−1)
2n <x<2+ 2k−1

2n
, (4.20)

ρ0
n(x)u

0
n(x)=

n∑
k=1

1 2k−1
2n <x<

2k
2n

−
n∑
k=1

12+ 2(k−1)
2n <x<2+ 2k−1

2n
. (4.21)

Using the dynamics of Section 4.1 with.(ul, ur) = (ul + ur)/2, we get a solution
(ρn, un,Qn, vn) to (1.18)–(1.19), (1.10)–(1.11) with regularities (1.15)–(1.17), whic
indeed given by

ρn =
n∑
k=1

1t+ 2k−1
2n <x<t+ 2k

2n
1x< 3

2
+

n∑
k=1

12−t+ 2(k−1)
2n <x<2−t+ 2k−1

2n
1x> 3

2
, (4.22)

ρnun =
n∑
k=1

1t+ 2k−1
2n <x<t+ 2k

2n
1x< 3

2
−

n∑
k=1

12−t+ 2(k−1)
2n <x<2−t+ 2k−1

2n
1x> 3

2
, (4.23)

Qn = −2
n∑
k=1

1 1
2+ 2(k−1)

2n <t< 1
2+ 2k−1

2n
δ

(
x − 3

2

)
, vn = 0. (4.24)

Now, asn→ ∞, one can check easily that

Qn⇀−1 1
2<t<

3
2
δ

(
x − 3

)
, (4.25)
2
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ρn⇀ρ = 1

2
1t<x<t+11x< 3

2
+ 1

2
12−t<x<3−t1x> 3

2
, (4.26)

and

ρnun⇀ρu= 1

2
1t<x<t+11x< 3

2
− 1

2
12−t<x<3−t1x> 3

2
. (4.27)

We use the stability result and we get that(ρ,u,Q,0) is a solution to (1.18)–(1.19
(1.10)–(1.11) with regularities (1.15)–(1.17) for the initial dataρ0 and ρ0u0. This
solution is half of a usual sticky block solution, as can be easily checked in
pressureless case, we can multiply any weak solution by a factor between 0 an
is still a solution. It can be also interpreted as the sticky block solution with cons
ρ � 1/2. The two blocks with height 1/2 loose their mass when they collide, all the m
disappears thoughρ is staying less than 1/2. The extremality relation is lost because h
Q does not vanish even ifρ < 1 everywhere. We get instead(1/2− ρ)Q= 0. However,
for the initial data (4.19), we have not been able to find a solution that satisfies the
extremality relation, and the above weak solution could be considered as the most
one. One could say that anyway it satisfies the extremality relation if we defineρ to take
the value 1 on the linex = 3/2, 1/2< t < 3/2. But this indicates clearly that the mod
introduced here is not satisfactory in the pressureless case. However the pheno
should not occur with pressure, as indicated by (1.14).
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