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ABSTRACT. – We compute the growth fluctuations in equilibrium of a wide class of depos
models. These models also serve as general frame to several nearest-neighbor parti
processes, e.g. the simple exclusion or the zero range process, where our result turns to
fluctuations of the particles. We use martingale technique and coupling methods to sho
rescaled by time, the variance of the growth as seen by a deterministic moving observer
form |V − C| · D, whereV andC is the speed of the observer and the second class pa
respectively, andD is a constant connected to the equilibrium distribution of the model.
main result is a generalization of Ferrari and Fontes’ result for simple exclusion process.
large numbers and central limit theorem are also proven. We need some properties of the
of the second class particle, which are known for simple exclusion and are partly known fo
range processes, and which are proven here for a type of deposition models and also fo
of zero range processes.
 2003 Éditions scientifiques et médicales Elsevier SAS
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RÉSUMÉ. – On calcule les fluctuations de la croissance dans l’état d’équilibre pour une
classe de processus de sédimentation. On utilise des techniques de martingales et
méthodes de couplage. Notre résultat principal est une généralisation du résultat de F
Fontes pour le problème de l’exclusion simple.
 2003 Éditions scientifiques et médicales Elsevier SAS
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1. Introduction

Stochastic deposition models can be used to obtain microscopic description of d
growths, e.g. a colony of cells or an infected area of plants. The fluctuation of the g
is itself of great interest. Moreover, these models are in close connection to inter
particle systems, where the particle diffusion corresponds to rescaled surface fluct
As it is shown below, an additional feature of deposition models is the possibili
handling antiparticles as well as particles in the particle representation of the pr
It has been known [1] for the simple exclusion process, that the current fluctuat
in close connection to the motion of the so-called second class particle, and, divid
time, its variance vanishes for an observer moving with the speed of this particle.
latter case, Prähofer and Spohn [2] suggest this quantity to be in the order oft2/3.

In the present note we consider a wide class of one-dimensional deposition m
parameterized by rate functions describing a column’s growth depending o
neighboring columns’ relative heights. By monotonicity properties of the rate funct
our models are attractive. For a treatment of these models in a hydrodynamical c
without using attractivity, see Tóth and Valkó [3]; Tóth and Werner [4]. Follow
Rezakhanlou [5], we first show some conditions on the model in order to have pr
measures as stationary ones for the process. (By stationarity, we mean time-inv
in this paper.) Our description is general enough to include the asymmetric s
exclusion process, some types of the zero range process, and a family of dep
models, which we call bricklayers’ models. In this general frame, we compute the g
fluctuations in orderO(t), hence generalize the result of Ferrari and Fontes [1
the computations we couple two processes, which only differ at one site. This
position of the so-calleddefect tracer, or also called second class particle. We n
law of large numbers and a second moment condition for the position of this
particle. These have been established for simple exclusion [6], but, as far as we
only L1-convergence is known for most kinds of zero range processes [5]. We provLn-
convergence with anyn for the defect tracer of the totally asymmetric zero range pro
and for our new bricklayers’ models via various coupling techniques.

1.1. The model

The class of models described here is a generalization of the so-called misan
process. For−∞� ωmin � 0 and 1� ωmax �∞ (possibly infinite valued) integers, w
define

I := {
z ∈ Z: ωmin− 1< z < ωmax+ 1

}
and the phase space

�= {
ω = (ωi)i∈Z: ωi ∈ I}= IZ.

For each pair of neighboring sitesi and i + 1 of Z, we can imagine a column built o
bricks, above the edge(i, i+1). The height of this column is denoted byhi . If ω(t) ∈�
for a fixed timet ∈R thenωi(t)= hi−1(t)−hi(t) ∈ I is the negative discrete gradient
the height of the “wall”. The growth of a column is described by jump processes. A
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Fig. 1. A possible move.

can be added:

(ωi,ωi+1)→ (ωi − 1,ωi+1+ 1) with rater(ωi,ωi+1).

Conditionally onω(t), these moves are independent. See Fig. 1 for some po
instantaneous changes. For smallε, the conditional expectation of the growth of t
column betweeni andi + 1 in the time interval[t, t + ε] is r(ωi(t),ωi+1(t))ε+ o(ε).

The rates must satisfy

r
(
ωmin, ·)≡ r(·,ωmax)≡ 0

whenever eitherωmin or ωmax is finite. We assumer to be non-zero in all other case
We want the dynamics to smoothen our interface, that is why we assume monot
in the following way:

r(z+ 1, y)� r(z, y), r(y, z+ 1)� r(y, z) (1)

for y, z, z+1∈ I . This means that the higher neighbors a column has, the faster it g
Our model is henceattractive.

We are going to use product property of the model’s stationary measure. Fo
reason, similarly to Rezakhanlou [5], we assume that for anyx, y, z ∈ I

r(x, y)+ r(y, z)+ r(z, x)= r(x, z)+ r(z, y)+ r(y, x), (2)

and forωmin< x,y, z < ωmax+ 1

r(x, y − 1)r(y, z− 1)r(z, x − 1)= r(x, z− 1)r(z, y − 1)r(y, x − 1). (3)

These two conditions imply product structure of the stationary measure, see Secti
Eq. (3) is equivalent to the conditionr(y, z)= s(y, z+ 1)f (y) for some functionf and
a symmetric functions.

At time t , the interface mentioned above is described byω(t). Let ϕ :�→ R be a
finite cylinder function i.e.ϕ depends on a finite number of values ofωi. The growth of
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this interface is a Markov process, with the formal infinitesimal generatorL:

(Lϕ)(ω )=∑
i∈Z

r(ωi,ωi+1)
[
ϕ(. . . ,ωi − 1,ωi+1+ 1, . . .)− ϕ(ω )]. (4)

When constructing the process rigorously, problems may arise due to the unbo
growth rates. The system being one-component and attractive, we assume tha
appropriate growth conditions on the rates, existence of dynamics on a set of tem
configurations�̃ (i.e. configurations obeying some restrictive growth conditions)
be established by applying methods initiated by Liggett and Andjel [7,8]. Techn
we assume that̃� is of full measure w.r.t. the canonical Gibbs measures define
Section 1.3. In fact this has been proved for some kinds of these models, see bel
do not deal with questions of existence of dynamics in the present paper.

1.2. Examples

There are three essentially different cases of these models, all of them are of
neighbor type.

1. Generalized exclusion processesare described by our models in case bothωmin and
ωmax are finite.
• The totally asymmetric simple exclusion process(SE) introduced by Spitzer [9

is described this way byωmin= 0,ωmax= 1,

r(ωi,ωi+1)= ωi · (1− ωi+1).

Hereωi is the occupation number for the sitei, andr(ωi,ωi+1) is the rate for a
particle to jump from sitei to i + 1. Conditions (1), (2) and (3) for these rat
are satisfied.

• A particle–antiparticle exclusion processis also shown to demonstrate t
generality of the frame described above. Letωmin = −1, ωmax = 1. Fix c
(creation), a (annihilation) positive rates withc� a/2. Put

r(0,0)= c, r(0,−1)= a

2
, r(1,0)= a

2
, r(1,−1)= a,

and all other rates are zero. Ifωi is the number of particles at sitei, withωi =−1
meaning the presence of an antiparticle, then this model describes a
asymmetric exclusion process of particles and antiparticles with annihilatio
particle–antiparticle pair creation. These rates also satisfy our conditions.

Other generalizations are possible allowing a bounded number of particle
antiparticles) to jump to the same site. By the bounded jump rates and by ne
neighbor type of interaction, the construction of dynamics of these proces
well understood, see e.g. Liggett [10].

2. Generalized misanthrope processesare obtained by choosingωmin>−∞, ωmax=
∞.
• The zero range process(ZR) is included byωmin= 0,ωmax=∞,

r(z, y)= f (z)
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with an arbitraryf :Z+ → R
+ nondecreasing function andf (0) = 0. Hereωi

represents the number of particles at sitei. These rates trivially satisfy condition
(1), (2), (3). The dynamics of this process is constructed by Andjel [8] u
the condition that the rate functionf obeys the growth condition|f (z + 1) −
f (z)|�K for someK > 0 and allz� 0.

3. General deposition processesare the type of these models whereωmin=−∞ and
ωmax=∞. In this case, the height difference between columns next to each
can be arbitrary inZ. Hence the presence of antiparticles cannot be avoided
trying to give a particle representation of the process.
• Bricklayers’ models(BL). Let

r(z, y) := f (z)+ f (−y)

with the property

f (z)f (−z+ 1)= 1

for the nondecreasing functionf and for anyz ∈ Z. This process can b
represented by bricklayers standing at each sitei, laying a brick on the colum
on their left with ratef (−ωi) and laying a brick to their right with rat
f (ωi). This interpretation gives reason to call these models bricklayers’ m
Conditions (1), (2) and (3) hold forr . Similarly to the ZR process, this model
constructed by Booth and Quant [11] only in case|f (z+ 1)− f (z)| is bounded
in Z.

1.3. Translation invariant stationary product measures

We are interested in translation invariant stationary measures for these proces
canonical Gibbs-measures. We construct such measures similarly to Rezakhanlo
the following form. Fixf (1) > 0 and define

f (z) := r(z,0)

r(1, z− 1)
f (1) (5)

for ωmin < z < ωmax + 1. Thenf is a nondecreasing strictly positive function. F
I � z > 0 we define

f (z)! :=
z∏

y=1

f (y),

while for I � z < 0 let

f (z)! := 1∏0
y=z+1f (y)

,

finally f (0)! := 1. Then we have

f (z)! · f (z+ 1)= f (z+ 1)!
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θ̄ :=
{

log
(
lim inf
z→∞

(
f (z)!)1/z)= lim

z→∞ log
(
f (z)

)
, if ωmax=∞,

∞, else,

and

θ :=
{

log
(
lim sup
z→∞

(
f (−z)!)1/z)= lim

z→∞ log
(
f (−z)), if ωmin=−∞,

−∞, else.

By monotonicity off , we haveθ̄ � θ . We assumēθ > θ . With a generic real paramet
θ ∈ ( θ, θ̄), we define

Z(θ) :=∑
z∈I

eθz

f (z)! .

Let the product-measureµ
θ

have marginals

µθ(z)= µθ

{
ω: ωi = z} := 1

Z(θ)

eθz

f (z)! . (6)

By definition it has the property

µθ(z+ 1)

µθ(z)
= eθ

f (z+ 1)

which implies

r(z+ 1, y − 1)
µθ (z+ 1)µθ (y − 1)

µθ (z)µθ(y)
= r(y, z) (7)

due to (5) and (3). Hence stationarity ofµ
θ

follows via (2).
As can be verified, the expectation value!(θ) := Eθ (ωi) is a strictly increasing

function ofθ . We introduce its inverseθ(!) and the function

H(!) := Eθ(!)

{
r(ωi,ωi+1)

}
, (8)

playing an important role in hydrodynamical considerations. For the SE mode
construction leads to the well-known Bernoulli product-measure with marginals

µ(1)=µ{ω: ωi = 1} := !,
µ(0)=µ{ω: ωi = 0} := 1− !

with a real number! between zero and one (the density of the particles). In our notat
−! describes the average slope of the interface.

For the particle–antiparticle exclusion process, the relative probability of hav
particle or an antiparticle as a function of the rates goes as

√
c/a, independently for the

sites. The density of particles relative to antiparticles can be set by an arbitrary para
Both for the ZR process and for BL models, it turns out thatf defined in (5) andf in

the definition of the rates agree.
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It is not hard to show ergodicity of these models, which also implies extremali
the invariant measuresµ

θ
:

PROPOSITION 1.1. –The processes given in Section1.1, distributed according to
their stationary measuresµ

θ
(6), are ergodic.

Proof. –We need to show that any (time-) stationary bounded measurable fun
defined on the trajectories of the process is constant a.s. By Proposition V.
Neveu [12], this follows once we see that any bounded functionϕ on �̃ satisfying
Pϕ = ϕ is constant forµ-almost allω with the Markov-transition operatorP . Hence
ergodicity of the process follows ifLϕ = 0 implies ϕ(ω ) = constant for almost a
ω ∈ �̃. We compute the Dirichlet-form

−Eθ (ϕ ·Lϕ)= 1

2
Eθ

{∑
i∈Z

r(ωi,ωi+1)
[
ϕ(. . . ,ωi − 1,ωi+1+ 1, . . .)− ϕ(ω )]2}.

By positivity of the rates, this shows that assumingLϕ ≡ 0 results in

ϕ(. . . ,ωi − 1,ωi+1+ 1, . . .)= ϕ(ω )
for almost allω ∈ �̃. Consecutive use of this equation shows that any function obe
Lϕ = 0 does a.s. not depend on any finite cylinder set in�̃. Especially, forε > 0 and a
constantK ∈Ran(ϕ), the event{

ϕ(ω ) ∈ (K,K + ε]}
does not depend on any finite cylinder set. Hence by Kolmogorov’s 0–1 law
probability of these events is zero or one w.r.t. the product measureµ. Partitioning the
bounded image ofϕ, this shows that this function is constant for almost allω. ✷
1.4. Results

We start our model in a canonical Gibbs-distribution, with parameterθ . For a fixed
speed valueV > 0 we define

J (V )(t) := h�V t�(t)− h0(0),

the height of column at site�V t� at timet , relative to the initial height of the column
the origin. ForV < 0, we introduce

J (V )(t) := h�V t�(t)− h0(0),

which is the mirror-symmetric form ofJ (V ) defined above for positiveV ’s. ForV = 0
we write

J (t)= J (0)(t) := h0(t)− h0(0).

In particle notations of the models,J (V )(t) is the current, i.e. the algebraic number
particles jumping through the moving window positioned atV t , in the time interval
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[0, t]. We prove law of large numbers for this quantity:

lim
t→∞

J (V )

t
= E(r)− VE(ω) a.s. (9)

We need law of large numbers and a second-moment condition for the positionQ(t)

of the defect tracer (also called second class particle, see Section 3 for its defini
one of the coupled models is started from its canonical Gibbs-measure:

Condition 1.2. – With initial distributionµ
θ

of ω, weak law of large numbers

lim
t→∞Pθ

(∣∣∣∣Q(t)t −C(θ)
∣∣∣∣> δ)= 0 (10)

for a speed valueC(θ) and for anyδ > 0 holds, and the bound

Eθ

(
Q(t)2

t2

)
<K <∞ (11)

is satisfied for all larget for the positionQ(t) of the defect tracer.

Inequality (11) is obvious in case of bounded rates, since in this situation, the p
|Q(t)| is bounded by some Poisson-process.

THEOREM 1.3 (Main). – Assume Condition1.2. Then

lim
t→∞

Varθ (J (V )(t))
t

= ∣∣V −C(θ)∣∣Varθ (ω0)=:DJ (θ) (12)

for anyV ∈R, whereVarθ stands for the variance w.r.t.µθ .

THEOREM 1.4 (Central limit theorem). –Assuming Condition1.2,

lim
t→∞Pθ

(
J̃ (V )(t)√
DJ (θ)

√
t

� x

)
=&(x)=

x∫
−∞

e−y2/2

√
2π

dy,

i.e. J̃ (V )(t)/
√
t converges in distribution toN(0,DJ (θ)), a centered normal random

variable with varianceDJ(θ) of (12). Tilde means here that the mean value ofJ (V )(t) is
subtracted.

For the SE model, (10) is proven in [6]. It is shown there that

lim
t→∞

Q(t)

t
= 1− 2! a.s.

Condition 1.2 is satisfied by this law, hence Theorem 1.3 gives

lim
t→∞

Var(J (V )(t)) = !(1− !)∣∣(1− 2!)− V ∣∣,

t
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and the central limit theorem 1.4 also holds. These results have been known for
Ferrari and Fontes [1].

For the ZR and BL models, we need a condition on the growth rates:

Condition 1.5. – For ZR and BL processes defined above, the rate functionf is
convex.

For the ZR process, under this condition and assuming either strict convex
concavity ofH(!) defined in (8), more than (10), namely, L1-convergence is establishe
by Rezakhanlou [5] with speed

C(θ)= eθ

Varθ (ω)
. (13)

As far as we know, the second-moment condition (11) has not yet been proven f
model.

THEOREM 1.6. – For ZR and BL models satisfying Condition1.5 with initial
distributionµ

θ
of ω , and for anyn ∈ Z

+,

Q(t)

t
→ C(θ) in Ln,

whereC(θ) is defined in(13) for the ZR process, and

C(θ) := 2sinh(θ)

Varθ (ω)
(14)

for the BL model.

Hence under Condition 1.5, Condition 1.2 and thus Theorems 1.3 and 1.4 ho
both ZR and BL models withC(θ) defined in (13) and (14), respectively. As we exp
by mirror symmetric properties of the BL model, the speedC(θ) of the defect tracer i
zero in caseθ = 0 in this model.

Our methods do not rely on hydrodynamic limits.C(θ) is a nondecreasing function fo
the totally asymmetric ZR process and BL model under Condition 1.5, see Remark
This shows (non-strict) convexity of the functionH(!) of (8) for these models, since

C(θ(!))= dH(!)
d!

after some computations, andθ(!) is also a monotone function.

PROPOSITION 1.7. – Under Condition1.5, the functionH(!) is strictly convex for
the BL model. For the ZR process satisfying1.5, linearity of H(!) is equivalent to
linearity of the rate functionf on Z, which is the case of independent random w
of the particles. If this is not the case, thenH(!) is strictly convex.

This is an important observation for [13], since this property is only proved for s
θ values there. It is also remarkable for [5], where strict convexity is just assumed
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We remark that rates for removal of the bricks can also be introduced to obtain a
with both growth and decrease of columns. In particle notations this represents p
left jumps of particles (or right jump of antiparticles, respectively). Therefore, not
the totally asymmetric case, but the general asymmetric case of particle processe
ZR, for example) can also be included in the description. The extension of the pr
Theorems 1.3 and 1.4 to this case is straightforward. However, the coupling argu
used to establish Condition 1.2 for ZR and BL models in later sections are not app
in case of brick-removal.

We see that limt→∞ Var(J (V )(t))/t vanishes if we observe this quantity from t
moving positionV t = C(θ)t , having the characteristic speed of the hydrodynam
equation. This has been known for the SE model with strongly restricted valuesωi ,
and now it is proven for the class of more general models with possiblyωi ∈ all Z also.
The interesting question, of which the answer is strongly suggested for some mod
is the correct exponent oft leading to nontrivial limit ofVar(J (C)(t))/t2α ast→∞. α
is believed to be 1/3, in close connection tot2/3 order fluctuations of the positionQ(t)
of the defect tracer.

The structure of the paper is the following: after some definitions on the rev
chain, we begin with separating martingales fromVar(J (t)) in Section 2.2. Then w
proceed in Section 2.3 by computing the generator’s inverse on the rates and t
transformingVar(J (t)) into nontrivial correlations. These correlations can be comp
using monotonicity thus coupling possibilities of the model, this is done in Secti
This section also includes a technical lemma showing an interesting relation of
time correlations to the motion of the defect tracer. AfterJ (t), we deal withJ (V )(t),
the growth in non-vertical directions in Section 4. Our results are proven in this se
except for Theorem 1.6, which is proven in the last section for the totally asymmetr
process and for BL models. This last section includes the introduction of a new ra
walk depending on our processes, and new coupling techniques based on conv
the rate functionf . As another consequence of these methods, this part is followed
proof of strict convexity of the functionH(!).

2. The growth and correlations

In this section we obtain a formula forVar(J (t)), which contains only space-tim
correlations ofωi(t)’s as nontrivial expressions.

2.1. The reversed chain

The formal infinitesimal generatorL∗ for the reversed chain is of the form

(L∗ϕ)(ω )=∑
i∈Z

r∗(ωi,ωi+1) · [ϕ(. . . ,ωi + 1,ωi+1− 1, . . .)− ϕ(ω )]
on the finite cylinder functions. The ratesr∗ of the reversed process w.r.t.µ

θ
can be

determined by the equation

Eθ

(
ψ(ω )Lϕ(ω )

)= Eθ

(
ϕ(ω )L∗ψ(ω )

)
.
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PROPOSITION 2.1. –For ωmin � z, y � ωmax,

r∗(z, y)= r(y, z). (15)

Note that the rates of the reversed process do not depend on the parameterθ of the
original process’ distribution.

Proof. –Letψ , ϕ be finite cylinder functions, and letI ⊂ Z be a finite discrete interva
of which the size can be divided by three, and which contains the set

{i ∈ Z: ψ, or ϕ depends onωi or onωi−1}.

Then the summation indexi in the definition (4) of the generator can be run on the
I . We begin by changing variablesωi,ωi+1:

Eθ

(
ψ(ω )Lϕ(ω)

)
= Eθ

∑
i∈I

{
r(ωi,ωi+1)

[
ψ(ω )ϕ(. . . ,ωi − 1,ωi+1+ 1, . . .)−ψ(ω )ϕ(ω )]}

= Eθ

∑
i∈I

{
r(ωi + 1,ωi+1− 1)

µθ (ωi + 1)µθ (ωi+1− 1)

µθ (ωi)µθ(ωi+1)

×ψ(. . . ,ωi + 1,ωi+1− 1, . . .)ϕ(ω )
}
−Eθ

{(∑
i∈I

r(ωi,ωi+1)

)
ψ(ω )ϕ(ω )

}
.

Since|I| can be divided by three, we can apply (2) in order to show that∑
i∈I

r(ωi,ωi+1)=
∑
i∈I

r(ωi+1,ωi)

in the second term. By using (7) for the first term we finally obtain

Eθ

(
ψ(ω )Lϕ(ω )

)
= Eθ

∑
i∈I

{
r(ωi+1,ωi)

[
ψ(. . . ,ωi + 1,ωi+1− 1, . . .)ϕ(ω )−ψ(ω )ϕ(ω )]},

which equals toEθ (ϕ(ω )L
∗ψ(ω )) by choosingr∗ according to (15). ✷

Combining (7) with (15) leads to

r∗(z, y)= µθ(z+ 1)µθ (y − 1)

µθ (z)µθ(y)
r(z+ 1, y − 1), (16)

which is the natural formula suggested by considering conditional expectation val
In order to simplify notations, let

r(t) := r(ω0(t),ω1(t)
)
, r∗(t) := r∗(ω0(t),ω1(t)

)
.
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2.2. Preparatory computations

For a quantityA(ω ) with E|A|<∞, let

Ã= Ã(ω ) :=A−EA.

LEMMA 2.2. – Var(J (t))= tE(r)+ 2
∫ t

0(t − v)E(r̃(v)r∗(0))dv.

Proof. –By definition,E(J (t) | ω(0))= tr(0)+ o(t), hence

M(t) := J (t)−
t∫

0

r(s)ds

is a martingale withM(0)= 0. Using this,

Var
(
J (t)

)= EM(t)2+ 2E

(
M(t)

t∫
0

r̃(s)ds

)
+E

(( t∫
0

r̃(s)ds

)2)
. (17)

Due toE(M(t)2|ω(0))= tr(0)+ o(t), the process

N(t) :=M(t)2−
t∫

0

r(s)ds

is also a martingale withN(0)= 0. Hence

EM(t)2 = tE(r).
Using the martingale property ofM , the second term of (17) can be written as

2

t∫
0

E
(
M(t)r̃(s)

)
ds = 2

t∫
0

E
(
M(s)r̃(s)

)
ds.

Simply changing the limits of integration in the third term of (17), we have

E

(( t∫
0

r̃(s)ds

)2)
= 2

t∫
0

E

(
r̃(s)

s∫
0

r̃(u)du

)
ds.

These calculations lead to

Var
(
J (t)

)= tE(r)+ 2

t∫
0

E

(
r̃(s)

(
M(s)+

s∫
0

r̃(u)du

))
ds

= tE(r)+ 2

t∫
E
(
r̃(s)J (s)

)
ds. (18)
0
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In order to handleE(r̃(s)J (s)), we introduceJ (s)∗, the quantity corresponding toJ
in the reversed model by

J (s)∗(u) := J (s)− J (s − u) (s � u� 0).

This is the number of bricks removed from the column in the reversed model s
from times. As in case ofJ (t), a reversed martingale can be separated by

M(s)∗(u) := J (s)∗(u)−
u∫

0

r∗(s − v)dv.

For this reversed object,M(s)∗(0) = 0 and E(M(s)∗(u) | F[t,∞)) = M(s)∗(s − t) if
0 � s − t � u, whereF stands for the natural filtration of the (forward) process
view of this,

E
(
r̃(s)J (s)

)=E
[
r̃(s)E

(
J (s)∗(s) |F[s,∞)

)]
=E

(
r̃(s)

s∫
0

r∗(s − v)dv
)
=

s∫
0

E
(
r̃(v)r∗(0)

)
dv,

where in the last step we used time-invariance of the measure. Using this resu
obtain

Var
(
J (t)

)= tE(r)+ 2

t∫
0

(t − v)E(r̃(v)r∗(0))dv

from (18) by changing the order of integration.✷
2.3. Occurrence of space-time correlations

In this subsection we denoter(ωi,ωi+1) andr̃(ωi,ωi+1) by ri andr̃i , respectively. Fo
k ∈ Z, let

dk :�→ I ; dk(ω )= ωk
be thekth coordinate of�. Then

(Ldk)(ω )= rk−1− rk and (L∗dk)(ω )=−r∗k−1+ r∗k , (19)

whereL∗ is the infinitesimal generator (2.1) for the reversed process.

LEMMA 2.3. – For 0< α < 1 the expressions

ϕα :=
∞∑
k=1

αk−1dk, ψα :=
∞∑
k=0

αkd−k (20)
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Borel–

t-
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, we
exist a.s., and

lim
α→1

(Lϕα)(ω )=− lim
α→1

(Lψα)(ω )= r̃,
lim
α→1

(L∗ψα)(ω )=− lim
α→1

(L∗ϕα)(ω )= r̃∗

in L2.

Proof. –The a.s. existence of the sums above can be easily shown by using the
Cantelli lemma for the sets

An := {
ω : |ωn|� n

}
.

We show the first equation forϕα . By (19)

(Lϕα)(ω )= r0+ (α− 1)
∞∑
k=1

rkα
k−1

= r0−Er + (α− 1)
∞∑
k=1

(rk −Er)αk−1

= r̃0+ (α− 1)
∞∑
k=1

r̃kα
k−1. (21)

By independence ofωi andωj for i �= j, E(r̃l · r̃k)= 0 if |l − k|> 1 and|E(r̃l · r̃k)|�
E(r̃l · r̃l)= ‖r̃‖2

2, if |k− l| = 0 or 1. Hence the L2-norm of the second term on the righ
hand side of (21) tends to zero asα→ 1:∥∥∥∥∥(α− 1)

∞∑
k=1

r̃kα
k−1

∥∥∥∥∥
2

2

� (α − 1)2
∞∑
k=1

‖r̃k‖2
2α

2k−2+ 2(α − 1)2
∞∑
k=1

‖r̃k‖2
2α

2k−3

= (α− 1)2

1− α2
‖r̃‖2

2

(
1+ 2α−1)−→

α→1
0.

The proof of the other three equations is similar.✷
Now we can compute the integrals in our expression forVar(J ).

THEOREM 2.4. –

Var
(
J (t)

)= tE(r)− 2tE
(
r∗(0)ω̃1(0)

)+ 2
∞∑
n=1

nE
(
ω̃0(0)ω̃n(t)

)
= tE(r)+ 2tE

(
r∗(0)ω̃0(0)

)+ 2
∞∑
n=1

nE
(
ω̃0(0)ω̃−n(t)

)
. (22)

As can be seen in the next session, the sums on the right-hand side are conver

Proof. –Using L2 convergence stated in Lemma 2.3 and Cauchy’s inequality
rewrite the integral in the result of Lemma 2.2. We can writer̃∗(0) instead ofr∗(0)
there, sinceE(ÃB)= E(ÃB̃) if both sides exist.
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in:
∣∣∣∣∣
t∫

0

(t − v)E(r̃(v)r̃∗(0))dv − lim
α→1

t∫
0

(t − v)E(Lϕα(v)r̃∗(0))dv

∣∣∣∣∣
� lim

α→1

t∫
0

(t − v)
√

E
([
r̃(v)−Lϕα(v)]2)E(r̃∗(0)2)dv

= lim
α→1

√
E
([
r̃(0)−Lϕα(0)]2)E(r̃∗(0)2) t∫

0

(t − v)dv = 0,

hence we can apply integration by parts:

Var
(
J (t)

)= tE(r)+ 2 lim
α→1

t∫
0

(t − v)E(Lϕα(v)r̃∗(0))dv

= tE(r)+ 2 lim
α→1

t∫
0

(t − v) d

dv
E
(
ϕα(v)r̃

∗(0)
)

dv

= tE(r)− 2t lim
α→1

E
(
ϕ̃α(0)r̃

∗(0)
)+ 2 lim

α→1

t∫
0

E
(
ϕ̃α(v)r̃

∗(0)
)

dv.

The last integral here can be transformed in the same way, using Lemma 2.3 aga

t∫
0

E
(
ϕ̃α(v)r̃

∗(0)
)

dv=
t∫

0

E
(
ϕ̃α(0)r̃

∗(−v))dv

= lim
γ→1

t∫
0

E
(
ϕ̃α(0)L

∗ψγ (−v))dv = lim
γ→1

t∫
0

d

dv
E
(
ϕ̃α(0)ψγ (−v))dv

= lim
γ→1

E
(
ϕ̃α(0)ψ̃γ (−t))− lim

γ→1
E
(
ϕ̃α(0)ψ̃γ (0)

)
.

Hence with definitions (20), the variance ofJ (t) can now be written as

Var
(
J (t)

)= tE(r)− 2t lim
α→1

E
(
ϕ̃α(0)r̃

∗(0)
)

+ 2 lim
α,γ→1

E
(
ϕ̃α(0)ψ̃γ (−t))− 2 lim

α,γ→1
E
(
ϕ̃α(0)ψ̃γ (0)

)
= tE(r)− 2t lim

α→1
E

( ∞∑
k=1

αk−1ω̃k(0)r̃
∗(0)

)

+ 2 lim
α,γ→1

E

( ∞∑
k=1

αk−1ω̃k(0)
∞∑
l=0

γ lω̃−l(−t)
)

− 2 lim
α,γ→1

E

( ∞∑
αk−1ω̃k(0)

∞∑
αlω̃−l(0)

)
.

k=1 l=0
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estroy
Using product property of the measure at timet = 0 and the fact thatr∗ depends only on
ω0 andω1, most of our expressions become simple (recall that all quantities with
are centered random variables):

Var
(
J (t)

)= tE(r)− 2tE
(
ω̃1(0)r̃

∗(0)
)+ 2

∞∑
k=1

∞∑
l=0

E
(
ω̃k(0)ω̃−l(−t))− 0

= tE(r)− 2tE
(
ω̃1(0)r̃

∗(0)
)+ 2

∞∑
n=1

nE
(
ω̃n(t)ω̃0(0)

)
.

In the last step, we used translation- and time-invariance of the measure.
We neededLϕα → r̃ andL∗ψα → r̃∗ in L2 so far. The properties−Lψα → r̃ and

−L∗ϕα→ r̃∗ can be used in a similar way to prove the second equation of the the
However, we need bothϕα andψα : using only one of them would have lead to a diverg
sum in the last step. ✷

The first two expressions of formula (22) can be computed easily. The difficu
in determining the space-time correlationsE(ω̃0(0)ω̃k(t)). In order to do this, we us
coupling technique.

3. Coupling and correlations

In this section, we show how to couple a pair of our models, with the help o
so-called second class particles. We can use second class particles to comp
expressions containing space-time correlations.

3.1. The basic coupling

We consider two realizations of a model, namely,ζ andη. We show the basic couplin
preserving

ζi(t)� ηi(t), (23)

if this property holds initially fort = 0. We say thatn= ζi(t)−ηi(t)� 0 is the number o
second class particlespresent at sitei at timet . During the evolution of the processe
the total number of these particles is preserved, and each of them performs a
neighbor random walk.

The height of the column ofζ (or η) between sitesi and i + 1 is denoted bygi
(or hi , respectively). (These quantities are just used for easier understanding, th
not essential for the processes.) Letgi ↑ (or hi ↑) mean that the column ofζ (or the
column ofη, respectively) between the sitesi andi + 1 has grown by one brick. The
the coupling rules are shown in Table 1. Each line of this table represents a po
move, with rate written in the first column. In the last column,� (or �) means that a
second class particle has jumped fromi to i + 1 (or from i + 1 to i, respectively). This
coupling for the SE model is described (with particle notations) in Liggett [14,10
The rates of these steps are non-negative due to (23) and monotonicity (1) ofr . These
rules clearly preserve property (23), since the rate of any move which could d
this condition becomes zero. Summing the rates corresponding to eithergi ↑ or to hi ↑
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Table 1
Growth coupling rules

With rate gi ↑ hi ↑ A second class particle

r(ζi, ζi+1)− r(ηi , ζi+1) • �

r(ηi, ηi+1)− r(ηi , ζi+1) • �

r(ηi, ζi+1) • •

shows that eachζ andη evolves according to its own rates. It would be possible to co
models possessing rates for removal of bricks as well.

3.2. Correlations and the defect tracer

We introduce the notationδ i ∈ �, a configuration being one at sitei and zero at al
other sites. Letω be a model distributed according toµ

θ
, andζ (0)= ω(0)+ δ 0, i.e. we

have a single one second class particle betweenζ andω, initially at site 0. In order to
avoid confusions, we call this particle thedefect tracer. According to the basic coupling
this single defect tracer is conserved for any timet :

ζ (t)= ω(t)+ δQ(t). (24)

The quantityQ(t) is the position of the defect tracer, performing a nearest neig
random walk onZ.

In this subsection we consider the process(ω(t),Q(t)), the model distributed
according to the Gibbs measureµ and the random walkQ(t) connected to it with
Q(0) = 0. Using Condition 1.2, we prove Theorem 1.3 forV = 0. We begin with a
technical lemma, showing how to make use of the defect tracer.

LEMMA 3.1. –For the pair(ω(t),Q(t)) defined above, and for a functionF : I→R

with F(ωmax)= 0 and with finite expectation value
∑
F(z)µ(z),

E
(
ωn(t)

[
F(ω0(0)− 1)µ(ω0(0)− 1)

µ(ω0(0))
− F (ω0(0)

)])= E
(
1
{
Q(t)= n}F (ω0(0)

))
.

(25)

Proof. –We take conditional expectation value of (24):

E
(
ζn(t) | ω0(0)= z)= E

(
ωn(t) | ω0(0)= z)+ P

(
Q(t)= n | ω0(0)= z). (26)

Initially, ζ (0)= ω(0)+ δ0. Therefore,ζ itself is also a model with initial distributionµ,
except for the origin. Hence

E
(
ζn(t) | ω0(0)= z)= E

(
ζn(t) | ζ0(0)= z+ 1

)= E
(
ωn(t) | ω0(0)= z+ 1

)
,

and (26) can be written as

E
(
ωn(t) | ω0(0)= z+ 1

)−E
(
ωn(t) | ω0(0)= z)= P

(
Q(t)= n | ω0(0)= z).
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We multiply both sides withF(z)µ(z) and then add up for allz ∈ I to obtain∑
z∈I

E
(
ωn(t) | ω0(0)= z)(F(z− 1)µ(z− 1)− F(z)µ(z))

=∑
z∈I

P
(
Q(t)= n | ω0(0)= z)F(z)µ(z).

Here we used thatF(ωmax)= 0 and we writeµ(ωmin−1)= 0. We know thatP(ω0(0)=
z)= µ(z), hence the proof follows. ✷

COROLLARY 3.2. – We use the convention that the empty sum equals zero. Let

g(z) := z−∑
y∈I

yµ(y).

For n ∈ Z,

E
(
ω̃0(0)ω̃n(t)

)= E

(
1
{
Q(t)= n} ωmax∑

z=ω0+1

g(z)
µ(z)

µ(ω0)

)
.

Proof. –By the previous lemma, our goal is now to find the correct functionF , for
which

F(z− 1)µ(z− 1)

µ(z)
−F(z)= g(z)= z−∑

y∈I
yµ(y)

is satisfied. By inverting the operation on the left side, we find

F(z) :=
ωmax∑
y=z+1

g(y)
µ(y)

µ(z)
.

This function satisfies the conditions of the lemma. Using (25),

E
(
ω̃n(t)ω̃0(0)

)=E
(
ωn(t)ω̃0(0)

)= E
(
ωn(t)g

(
ω0(0)

))
=E

(
ωn(t)

[
F(ω0(0)− 1)µ(ω0(0)− 1)

µ(ω0(0))
−F (ω0(0)

)])
=E

(
1
{
Q(t)= n}F (ω0(0)

))
=E

(
1
{
Q(t)= n} ωmax∑

y=ω0(0)+1

g(y)
µ(y)

µ(ω0(0))

)
. ✷

Now it becomes clear that we need to know something about the motion of the
tracer.ζ andω cannot be started together from their original stationary distribution
to the initial difference between them, present at the origin. We could follow our d
tracer. Knowing a measure stationary as seen from siteQ(t) for all time t would help us
to state the law of large numbers for theQ(t) process. In general, we don’t know su
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a stationary measure which has the same asymptotics far on the left and far on th
side. It is shown in [13], that under some weak assumptions for BL models, this me
can not be a product-distribution. (Instead, a shock-like stationary product-meas
described there for certain type of rates, under which the slope of the surface diff
the left side from that on the right side.)

For SE and some types of ZR processes, law of large numbers (10) is known
law and the second moment condition (11) for BL and ZR models possessing con
Condition 1.5 are proven in Section 5. As shown in the next theorem, this allow
to do further computations on the space-time correlations of the models. We ne
following properties of the canonical measure:

LEMMA 3.3. – (i)The sum

∑
z∈I

ωmax∑
y=z+1

g(y)
µ(y)√
µ(z)

is convergent, and
(ii) the sum

∑
z∈I

ωmax∑
y=z+1

g(y)µ(y)=Var(ω0)

is convergent and the equality holds.

Proof. –For θ ∈ ( θ, θ̄), the tails of the measureµθ(·) have exponential decay. Hen
the convergence in both expressions holds. The identity in (ii) is straightforward a
left to the reader. ✷

The next lemma shows the essential connection of the defect tracer to spac
correlations in the model.

LEMMA 3.4. – Assume Condition1.2with speed valueC. LetB(t) be a real-valued
function withlim t→∞B(t)= B ∈ R, n1, n2 ∈ Z, A ∈ R, V1 < V2 in R ∪ {−∞,∞} and
the real intervalV := [V1, V2]. If either

(i) C �= V1, V2, or
(ii) C ∈R andAC =−B

holds, then

lim
t→∞

�tV2�+n2∑
n=�tV1�+n1

(
n

t
A+B(t)

)
E
(
ω̃0(0)ω̃n(t)

)= (AC +B)1{C ∈ V}Var(ω0),

whereVar(ω0) is the variance ofω0 w.r.t. the canonical Gibbs-measure.

Proof. –We defineV t by

V t :=
[
V1+ n1

t
, V2+ n2

t

]
.
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By Corollary 3.2,

lim
t→∞

�tV2�+n2∑
n=�tV1�+n1

(
n

t
A+B(t)

)
E
(
ω̃0(0)ω̃n(t)

)

= lim
t→∞

�tV2�+n2∑
n=�tV1�+n1

(
n

t
A+B(t)

)
E

(
1
{
Q(t)= n} ωmax∑

y=ω0(0)+1

g(y)
µ(y)

µ(ω0(0))

)

= lim
t→∞E

((
A
Q(t)

t
+B(t)

)
1
{
Q(t)/t ∈ V t

} ωmax∑
y=ω0(0)+1

g(y)
µ(y)

µ(ω0(0))

)

= lim
t→∞

∑
z∈I

E
((
A
Q(t)

t
+B(t)

)
1
{
Q(t)/t ∈ V t

}
1
{
ω0(0)= z})

×
ωmax∑
y=z+1

g(y)
µ(y)

µ(z)
. (27)

We show that the limit and the summation can be interchanged in this expressio
use Cauchy’s inequality to obtain∣∣∣∣E((AQ(t)t +B(t)

)
1
{
Q(t)/t ∈ V t

}
1
{
ω0(0)= z})∣∣∣∣

�
√

E
((
A
Q(t)

t
+B(t)

)2)√
P
(
Q(t)

t
∈ V t andω0(0)= z

)

�K ′
√

P
(
Q(t)

t
∈ V t

∣∣∣∣ ω0(0)= z
)√

µ(z)�K ′√µ(z)
for some constantK ′ by (11). Sinceg(y) is monotone iny and

ωmax∑
y=ωmin

g(y)µ(y)= 0,

the sum
ωmax∑
y=z+1

g(y)µ(y)

is non-negative for anyz ∈ I . Hence we can bound from above the absolute value o
terms in (27) for eachz ∈ I by

K ′
ωmax∑
y=z+1

g(y)
µ(y)√
µ(z)

,

and the sum ∑
z∈I
K ′

ωmax∑
y=z+1

g(y)
µ(y)√
µ(z)
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is convergent by Lemma 3.3. Using dominated convergence, we write

lim
t→∞

�tV2�+n2∑
n=�tV1�+n1

(
n

t
A+B(t)

)
E
(
ω̃0(0)ω̃n(t)

)

=∑
z∈I

lim
t→∞E

((
A
Q(t)

t
+B(t)

)
1
{
Q(t)/t ∈ V t

}
1
{
ω0(0)= z}) ωmax∑

y=z+1

g(y)
µ(y)

µ(z)
.

We introduce the setV tε := V t ∩ Bε(C), where forε > 0, Bε(C)= (C − ε,C + ε)⊂R.
HenceV t = V tε ∪ (V t \Bε(C)):

lim
t→∞

�tV2�+n2∑
n=�tV1�+n1

(
n

t
A+B(t)

)
E
(
ω̃0(0)ω̃n(t)

)

=∑
z∈I

lim
t→∞E

((
A
Q(t)

t
+B(t)

)
1
{
Q(t)/t ∈ V tε

}
1
{
ω0(0)= z}) ωmax∑

y=z+1

g(y)
µ(y)

µ(z)

+∑
z∈I

lim
t→∞E

((
A
Q(t)

t
+B(t)

)
1
{
Q(t)/t ∈ V t \Bε(C)}1

{
ω0(0)= z})

×
ωmax∑
y=z+1

g(y)
µ(y)

µ(z)
. (28)

(28) contains two terms. We use Cauchy’s inequality on the second term as we hav
before: ∣∣∣∣E((AQ(t)t +B(t)

)
1
{
Q(t)/t ∈ V t \Bε(C)}1

{
ω0(0)= z})∣∣∣∣

�K ′
√

P
(
Q(t)

t
∈ V t \Bε(C) andω0(0)= z

)

�K ′
√

P
(
Q(t)

t
/∈ Bε(C)

)
→ 0

as t →∞ by the law of large numbers (10). Only the first term of (28) remained
which we write

lim
t→∞

�tV2�+n2∑
n=�tV1�+n1

(
n

t
A+B(t)

)
E
(
ω̃0(0)ω̃n(t)

)
=∑

z∈I
lim
t→∞

(
AC +B(t)+O(ε)

)
P
(
Q(t)/t ∈ V tε andω0(0)= z)

×
ωmax∑
y=z+1

g(y)
µ(y)

µ(z)
. (29)

We have three possibilities.
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(i) If C ∈ V, C �= V1, V2, then for smallε and larget, V tε = Bε(C), and by (10),

lim
t→∞P

(
Q(t)/t ∈ V tε andω0(0)= z)

= lim
t→∞P

(
Q(t)/t ∈ Bε(C) andω0(0)= z)= P

(
ω0(0)= z)= µ(z).

Hence we can continue (29) by

lim
t→∞

�tV2�+n2∑
n=�tV1�+n1

(
n

t
A+B(t)

)
E
(
ω̃0(0)ω̃n(t)

)

=∑
z∈I

lim
t→∞

(
AC +B(t)+O(ε)

) ωmax∑
y=z+1

g(y)µ(y)

→ (AC +B)∑
z∈I

ωmax∑
y=z+1

g(y)µ(y)= (AC +B)Var(ω0)

asε→ 0. The last equality is a result of Lemma 3.3.
(ii) If AC = −B, then the right-hand side of (29) tends toO(ε) as t →∞ for all

ε > 0, hence is zero in this limit. Here we used that

P
(
Q(t)/t ∈ V tε andω0(0)= z)� P

(
ω0(0)= z)=µ(z),

and that ∑
z∈I

ωmax∑
y=z+1

g(y)µ(y)

is convergent.
(iii) In caseC /∈ V , thenV tε is empty forε small andt large enough, and hence t

right-hand side of (29) is zero.
The result of these three cases completes the proof the lemma.✷
Now we are able to compute limt→∞ Var(J V (t))/t for V = 0. The proof of the

general formula (12) requires some more computations in the next subsection.

THEOREM 3.5. – Assume Condition1.2with speedC. Then

lim
t→∞

Var(J (t))
t

=E(r)− 2E
(
r∗(0)ω̃1(0)

)+ 2C+Var(ω0)

=E(r)+ 2E
(
r∗(0)ω̃0(0)

)+ 2C−Var(ω0). (30)

Here0� C± is the positive or the negative part ofC, respectively.

Proof. –We consider the result of Theorem 2.4. Dividing (22) byt and taking the limit
t→∞ allows us to use the result of Lemma 3.4. For the first equality of (22), we
this lemma with parametersV1= 0,V2 =∞, n1 = 1, n2= 0,A= 1,B(t)= 0. Then we
obtain

lim
t→∞

VarJ (t) =E(r)− 2E
(
r∗(0)ω̃1(0)

)+ 2C1{C � 0}Var(ω0).

t
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For the second equality of (22), we rewrite the sum as

lim
t→∞

VarJ (t)
t

= E(r)+ 2E
(
r∗(0)ω̃0(0)

)− 2
−1∑

n=−∞
nE

(
ω̃0(0)ω̃n(t)

)
,

in order to use Lemma 3.4 with parametersV1 = −∞, V2 = 0, n1 = 0, n2 = −1,
A= 1, B(t)= 0. Hence

lim
t→∞

VarJ (t)
t

= E(r)+ 2E
(
r∗(0)ω̃0(0)

)− 2C1{C � 0}Var(ω0),

which proves the second equality of the theorem.✷
We obtained two formulas for the variance ofJ (t). If the characteristic speedC exists,

then we can compute it by subtracting the two lines of (30).

4. The growth in non-vertical directions

We have examined so farVar(J (t)), the growth fluctuation of a fixed column, i.
the fluctuation of vertical growth. In this section we deal with the growth fluctuatio
the surface in equilibrium, but considered in a slanting direction, namely,Var(J (V )(t)).
From now on, we assume without loss of generityh0(0)= 0.

Proof of(9). – By definitionωj(t)= hj−1(t)− hj(t), we have

hi(t)= h0(t)−
i∑

j=1

ωj(t) (31)

for any sitei > 0, hence forV > 0,

J (V )(t)= h�V t�(t)= h0(t)−
�V t�∑
j=1

ωj(t)= h0(t)− �V t� 1

�V t�
�V t�∑
j=1

ωj(t).

By ergodicity, the first term has the limitEr a.s. when divided byt . The second
term is �V t� times the average of an increasing number of different iid. varia
These variables have finite moments, hence the fourth-moment argument (see e
Theorem 7.1]) is applicable with the discretization seriestn := n/V to show that

lim
n→∞

1

�tnV �
�tnV �∑
j=1

ωj(tn)= lim
n→∞

1

n

n∑
j=1

ωj(tn)= E(ω) a.s.

This shows(9) for the limit taken along the subsequencetn. For anyt ∈ R
+, there is

a uniquent ∈ Z
+ for which tnt � t < tnt+1, andJ (V )(t) − J (V )(tnt ) is the number o

bricks laid on columnnt in a time interval shorter than 1/V , hence dividing it byt leads
a.s. to zero in the limit. Therefore(9) holds for the limit ofJ (V )(t)/t as well. Similar
computation works forV < 0, and finally, the caseV = 0 is trivial. ✷
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Now we consider the fluctuations (with tilde meaning the mean value subtracte

Var
(
J (V )(t)

)=E
{(
J (V )(t)−EJ (V )(t)

)2}
=E

{(
h̃�V t�(t)

)2}= E
{([
h̃�V t�(t)− h̃�V t�(0)]+ h̃�V t�(0))2}

=E
{(
h̃�V t�(t)− h̃�V t�(0))2}−E

{(
h̃�V t�(0)

)2}
+ 2E

(
h̃�V t�(t)h̃�V t�(0)

)
. (32)

By translation-invariance, the first term isVar(J (t)), computed in the previous section
By (31) and by product structure of the measure, the second term of the right-han
of (32) is

−E
{(
h̃�V t�(0)

)2}=−�V t�E(ω̃0(0)
2)=−�V t�Var(ω).

The limit of the third term divided byt in (32) is computed in the following two lemma

LEMMA 4.1. – For V > 0,

E
(
h̃�V t�(t)h̃�V t�(0)

)= �V t�−1∑
n=−∞

(�V t� − n)E(ω̃n(t)ω̃0(0)
)

+
−1∑

n=−∞
nE

(
ω̃n(t)ω̃0(0)

)
. (33)

Proof. –Using (31) again,

E
(
h̃�V t�(t)h̃�V t�(0)

)=−E

(
h0(t)

�V t�∑
j=1

ω̃j (0)

)
+E

( �V t�∑
i=1

ω̃i(t)

�V t�∑
j=1

ω̃j (0)

)

=−
�V t�∑
j=1

E
(
h0(t)ω̃j (0)

)+ �V t�∑
i=1

�V t�∑
j=1

E
(
ω̃i(t)ω̃j (0)

)
. (34)

A martingale

H(t) := h0(t)−
t∫

0

r0(s)ds

with H(0)= 0 can be separated in order to show that

E
(
h0(t)ω̃j (0)

)= E
(
H(t)ω̃j (0)

)+ t∫
0

E
(
r0(s)ω̃j (0)

)
ds =

t∫
0

E
(
r̃0(s)ω̃j (0)

)
ds.

Now we use an argument very similar to the proof of Theorem 2.4. By Lemma 2.
L2-convergence

− lim
α→1

(Lψα)(ω )= r̃0
can be used to replace our integral: forj � 1 we continue by
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E
(
h0(t)ω̃j (0)

)= t∫
0

E
(
r̃0(s)ω̃j (0)

)
ds =− lim

α→1

t∫
0

E
(
Lψα(s)ω̃j (0)

)
ds

=− lim
α→1

t∫
0

d

ds
E
(
ψα(s)ω̃j (0)

)
ds = E

(
ψα(t)ω̃j (0)

)−E
(
ψα(0)ω̃j (0)

)
.

Using definition (20) ofψα and product structure of the canonical measure,

E
(
h0(t)ω̃j (0)

)=E

(
−

∞∑
i=0

ω−i(t)ω̃j (0)
)
−E

(
−

∞∑
i=0

ω−i(0)ω̃j (0)
)

=−
∞∑
i=0

E
(
ω̃−i (t)ω̃j (0)

)=− 0∑
i=−∞

E
(
ω̃i(t)ω̃j (0)

)
.

Combining this expression with (34) leads to

E
(
h̃�V t�(t)h̃�V t�(0)

)= 0∑
i=−∞

�V t�∑
j=1

E
(
ω̃i(t)ω̃j (0)

)+ �V t�∑
i=1

�V t�∑
j=1

E
(
ω̃i(t)ω̃j (0)

)

=
�V t�∑
i=−∞

�V t�∑
j=1

E
(
ω̃i(t)ω̃j (0)

)= �V t�∑
i=−∞

�V t�∑
j=1

E
(
ω̃i−j (t)ω̃0(0)

)
by translation-invariance. Changing the summation indices leads to the proof
lemma. ✷

LEMMA 4.2. – Assume Condition1.2. Then forV > 0,

lim
t→∞

1

t
E
(
h̃�V t�(t)h̃�V t�(0)

)= (V −C+)+Var(ω).

Proof. –We use Lemma 3.4 for the two terms on the right-hand side of (33). Fo
first one we setV1=−∞, V2= V , n1= 0,n2 =−1,A=−1,B(t)= �V t�/t , while for
the second term in (33) we putV1=−∞, V2= 0, n1 = 0, n2 =−1, A= 1, B(t)= 0.
One can easily check that for anyC ∈ R and V > 0, one of the cases (i) or (ii) o
Lemma 3.4 apply. Consequently, we obtain

lim
t→∞

1

t
E
(
h̃�V t�(t)h̃�V t�(0)

)
= [
(V −C)1{C � V } +C1{C � 0}]Var(ω)= (V −C+)+Var(ω). ✷

Now we divide Eq. (32) byt and take the limitt→∞. We use the result of Lemma 4
to obtain

lim
t→∞

Var(J (V )(t))
t

= lim
t→∞

Var(J (t))
t

+ [
2(V −C+)+ − V ]Var(ω) (35)

for V > 0.
ForV < 0, we proceed as we did above withJ (V ) for positiveV ’s. The only important

difference is usingϕα instead of−ψα in the proof of Lemma 4.1. The result of a simil
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lemma forV < 0 is

E
(
h̃�V t�(t)h̃�V t�(0)

)=− ∞∑
n=�V t�+1

(�V t� − n)E(ω̃n(t)ω̃0(0)
)− ∞∑

n=1

nE
(
ω̃n(t)ω̃0(0)

)
.

Therefore, Lemma 3.4 is applicable in a similar way as in Lemma 4.2 above. The
of this application is

lim
t→∞

1

t
E
(
h̃�V t�(t)h̃�V t�(0)

)= (V +C−)−Var(ω).

ComputingVar(J (V )) for V < 0 as we did in (32) leads then to

lim
t→∞

Var(J (V )(t))
t

= lim
t→∞

Var(J (t))
t

+ [
2(V +C−)− + V ]Var(ω). (36)

Now, assuming Condition 1.2, we can prove (12) by the result of Theorem 3.5.

Proof of Theorem1.3. – All time arguments of our variables for this proof are thou
to be zero without mentioning it. By (16),

E
(
r∗ · (ω̃0− ω̃1)

)=E
(
r∗ · (ω0− ω1)

)
=E

(
r(ω0+ 1,ω1− 1)

µ(ω0+ 1)µ(ω1− 1)

µ(ω0)µ(ω1)
(ω0−ω1)

)
=E

(
r · (ω0− ω1)

)− 2E(r)= E
(
r · (ω̃0− ω̃1)

)− 2E(r)

=−E
(
r∗ · (ω̃0− ω̃1)

)− 2E(r),

we used (15) in the last step. Hence we obtain

E
(
r∗ · (ω̃0− ω̃1)

)=−E(r).

We have two formulas for the varianceVar(J (t)) by Theorem 3.5, which are use
together with (35) and (36) to obtain

lim
t→∞

Var(J (V )(t))
t

=E(r)− 2E(r∗ · ω̃1)+ (|V −C| +C)Var(ω)

=E(r)+ 2E(r∗ · ω̃0)+ (|V −C| −C)Var(ω).

We take the average of these two formulas:

lim
t→∞

Var(J (V )(t))
t

=E(r)+E
(
r∗ · (ω̃0− ω̃1)

)+ |V −C|Var(ω)

= |V −C|Var(ω). ✷
Now it is easy to prove central limit theorem forJ (V ).

Proof of Theorem1.4. – We introduce the drifted form ofJ (C) by i ∈ Z:

J
(C)
i (t) := h�Ct�+i(t)− hi(0)
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for C � 0, and

J
(C)
i (t) := h�Ct�+i(t)− hi(0)

for C < 0. Due to translation-invariance, the distribution of this quantity is indepen
of i. Hence by (12), forC � 0 andV � 0, the variance of

J
(C)
�V t�−�Ct�(t)= h�V t�(t)− h�V t�−�Ct�(0)= J (V )(t)− h�V t�−�Ct�(0)

is o(t) as t → ∞. Thus it follows that we only need central limit theorem
h�V t�−�Ct�(0), which is, by (31) and byh0(0)= 0, the sum of|�V t� − �Ct�| number of
iid. ωi(0) variables with finite moments. Hence the theorem follows forV � 0, C � 0.
ForV � 0, C < 0,

J
(C)
�V t�−�Ct�(t)= h�V t�(t)− h�V t�−�Ct�(0)= J (V )(t)− h�V t�−�Ct�(0),

here we have (and we only need) central limit theorem for the sum of|�V t� − �Ct�|
number of iid.ωi(0) variables, which proves the theorem. Similar argument works
V < 0 also. ✷

5. The motion of the defect tracer

With the help of another type of coupling, with anyn ∈ Z
+, we proveLn-convergence

for Q(t)/t of BL and totally asymmetric ZR models in this section. This coupling o
works under convexity Condition 1.5, which we assume for the rest of the pape
idea of the proof is the following: we fix our(ω,Q) pair and compare it with anothe
model ζ . The difference betweenω and ζ is realized by second class particles. T
current of these particles satisfies law of large numbers by separate ergodicity ofω and
ζ , and we compare their motion to our defect tracerQ placed onω. The main difficulty
is finding the way to couple the defect tracer to the second class particles. As
later, this coupling can not be made directly; we need to introduce a new process
theS-particles, a random process defined in terms of the second class particles.

We setθ1 < θ2, then there exists a two-dimensional measureµ on Z× Z, which has
marginalsµθ1 andµθ2, respectively, and for whichµ(x, y) = 0 if x > y. We fix two
configurationsη andζ of our model, distributed initially according to a product meas
with marginalsP(ηi(0) = x, ζi(0) = y) = µ(x, y). Therefore,η is itself in distribution
µ
θ1
, ζ is in distributionµ

θ2
, andηi(0) � ζi(0) for each sitei is satisfied. According

to the basic coupling described in Section 3.1,ηi(t) � ζi(t) holds for all later timest ,
and we have a positive density of second class particles between these two mode
number of these particles at sitei is ζi − ηi � 0. Hence they are initially distribute
according to a product measure but, at later times, only the marginal distributionη
or of ζ will possess a product structure. Note that the joint distribution of the proc
is translation invariant.



666 M. BALÁZS / Ann. I. H. Poincaré – PR 39 (2003) 639–685

do it

g the
of
d

ded,

verges

ess.
t
t one
econd

e,

l

5.1. The Palm distribution

For further applications, we want to select “a typical second class particle”. We
as follows. We introduce the drifted form of the models: fork ∈ Z,

(τ kη)i := ηi+k, (τ kζ )i := ζi+k.

If N ∈ Z
+ is large enough, we choose uniformly one second class particle amon

particles present at sites−N � i � N . We determine the distribution of the values
a functiong depending on(η, ζ ), as seen from the positionk of the randomly selecte
second class particle. ForN large enough, the total number

N∑
j=−N

(ζi − ηi)

of second class particles at sites−N � i �N is positive, and then

E(N)
(
g(τ kη,τ kζ )

)=E
[
E
(
g(τ kη,τ kζ ) | η, ζ )]

=E

(
N∑

i=−N
g(τ iη,τ iζ )

ζi − ηi∑N
j=−N(ζj − ηj )

)

=E
( 1

2N+1

∑N
i=−N g(τ iη,τ iζ ) · (ζi − ηi)
1

2N+1

∑N
j=−N(ζj − ηj )

)
.

For boundedg, the random variable we see in the last line of the display is boun
and is the quotient of two random variables, both having a.s. limit asN →∞ by
translation invariance and ergodicity of translations. Hence our expression con
due to dominated convergence, and have the limit

Ê
(
g(η, ζ )

) := lim
N→∞E(N)

(
g(τ kη,τ kζ )

)= E(g(η, ζ ) · (ζ0− η0))

E(ζ0− η0)
. (37)

The distribution µ̂ defined by (37) is called the Palm distribution of the proc
The Palm measure can be extended to non-negative functionsg, see [17]. Note tha
P̂(ζ0(0)− η0(0) > 0)= 1 according to this measure, i.e. we necessarily have at leas
second class particle at the origin, if looking the process “as seen from a typical s
class particle”.

By initial product distribution of(η, ζ ), µ̂ is initially also a product measur
consisting of the original marginalsµ for sitesi �= 0, and of marginal

µ̂(x, y) := µ(x, y) · (y − x)
E(ζ0− η0)

(38)

for site i = 0. For later use, we introduce the pair(η′(t), ζ ′(t)) started from this initia
product distributionµ̂.
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5.2. Random walk on the second class particles

We label the second class particles betweenη andζ in space-order. LetU(m)(t) denote
the position of themth second class particle at timet . Initially, we look for the first site
possessing second class particle on the right side of the origin. We choose one
particles at this site, giving it labelm= 0:

U(0)(0) :=min
{
i � 0: ζi > ηi

}
.

We label the particles att = 0 in such a way thatU(m)(0) � U(m+1)(0) (∀m ∈ Z) (the

order of particles at the same site is not important). We defineJ
(2nd)
i (t) to be the algebrai

number of second class particles passing the column betweeni and i + 1 in the time
interval[0, t]. This quantity is determined by the evolution of the processesη andζ . For
t = 0, we define

mi(0) :=max
{
m: U(m)(0)� i

}
, (39)

while for t > 0,

mi(t) :=mi(0)− J (2nd)
i (t).

We label the particles at later times such that (39) holds at any timet as well. This method
assuresU(m)(t)�U(m+1)(t) for all time t . The particles labeled frommi−1+1 up tomi,

exactlyζi − ηi =mi −mi−1 of them are at sitei. (At sitesi for whichmi =mi−1, there
is no second class particle.)

We have defined so far the coupled pairη and ζ with the U(m)(t) process of the
second class particles indexed in space order at any timet . The latter will serve us
as a background environment for a new random process,(s(n)(t))n∈Z. Initially, we put
s(n)(0) := n for eachn. Assume that just before a second class particle jumps from
i at a timet, s(n)(t) ∈ {mi−1(t)+ 1,mi−1(t)+ 2, . . . ,mi(t)}, which meansU(s(n))(t)= i
just before the jump. Then by the timet + 0 of this jump,s(n)(t + 0) := =i(s

(n)(t)),
where=i is a random uniform permutation on the integer set{mi−1(t)+ 1,mi−1(t)+
2, . . . ,mi(t)}.

We can represent this new process as follows. Initially, we put an extra pa
which we callS-particle, on each second class particle. TheS-particles are labeled b
n, and initially we put thenth S-particle on thenth second particle.s(n)(t) stands for
the index of the second class particle carrying thenth S-particle. Whenever a jum
of second class particle happens from sitei, we permute uniformly and randomly th
S-particles present at sitei just before the jump. According to the labeling of seco
class particles, one jumping to the right (or to the left, respectively) from sitei has
indexmi(t) (ormi−1(t)+ 1, respectively) and is carrying exactly thenth S-particle, for
whichs(n)(t+0)==i(s

(n)(t))=mi(t) (ormi−1(t)+1, respectively). Hence a uniform
and randomly chosenS-particle is taken from the sitei with the jumping second clas
particle.

For simplicity, we defines(t) := s(0)(t) andS(t) := U(s(t)), and by simply saying th
S-particle, we mean the zerothS-particle at siteS(t). ThenS(t) represents a rando
walk moving always together with a second class particle, but having always prob
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1/(mi −mi−1)= 1/(ζi − ηi) of jumping together with a second class particle jump
from the sitei. As can be derived from Table 1, the rate for a second class partic
jump to the left (or to the right) isf (−ηi)− f (−ζi) (or f (ζi)− f (ηi), respectively).
Hence the rate for theS-particle to jump to the left (or to the right) together with t
jumping second class particle from sitei = S(t) is

f (−ηi)− f (−ζi)
ζi − ηi

(
or
f (ζi)− f (ηi)

ζi − ηi , respectively
)
. (40)

Recall thatS(0) = U(s(0))(0) = U(0)(0) is the first site on the right-hand side of t
origin initially with second class particles. We introduce the notation(η′′(t), ζ ′′(t)) :=
(τ S(0)η(t),τ S(0)ζ (t)), which is the(η(t), ζ (t)) process shifted to this initial positio
S(0) of the S-particle. We also introduce itsS ′′-particle:S ′′(t) := S(t) − S(0). Hence
the initial distribution of(η′′(0), ζ ′′(0)) is a product measure, consisting of the origi
marginalsµ for each sitei �= 0, and of marginalµcond for the sitei = 0 of theS ′′-particle.
The measureµcond is justµ, conditioned on{y > x}: for x, y ∈ Z

µcond(x, y)= P
(
η′′0(0)= x, ζ ′′0 (0)= y

)= 1{y > x} µ(x, y)

P(ζ0(0) > η0(0))
. (41)

Using the Palm measures, we show that the expected rates forS to jump are bounde
in time.

LEMMA 5.1. – Letn ∈ Z
+, k ∈ Z, and

ci(t) := f (ζi(t))− f (ηi(t))+ f (−ηi(t))− f (−ζi(t)) (42)

the rate for any second class particle to jump from sitei. Then

E
([
cS(t)(t)

]n[
ζS(t)(t)− ηS(t)(t)]k)�K(n, k)

uniformly in time.

Proof. –First we consider the pair(η′(0), ζ ′(0)) defined following (38), which is
the pair(η(0), ζ (0)) at time t = 0, as seen from “a typical second class particle”
equivalently, as seen from “a typicalS-particle”. In this pair, we have at least one seco
class particle at the origin, which we callS ′. We let our process(η′, ζ ′) evolve, and
we follow this “typical” S ′-particle. Started from the Palm-distribution, this taggedS ′-
particle keeps on “being typical” (see [17]), i.e. for a functiong of the process as see
by S ′,

E
(
g
(
τ S ′(t)η

′(t),τ S ′(t)ζ ′(t)
))= Ê

(
g
(
η(t), ζ (t)

))
with definition (37).

Now we first show the lemma for theS ′-particle. Let

g
(
η(t), ζ (t)

) := [
c0(t)

]n[
ζ0(t)− η0(t)

]k
,
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and we denote byk+ the positive part ofk. We know thatζ0(t)− η0(t)� 1 holdsP̂-a.s.,
hence

E
([
cS ′(t)(t)

]n[
ζ ′S ′(t)(t)− η′S ′(t)(t)

]k)
= Ê

([
c0(t)

]n[
ζ0(t)− η0(t)

]k)� Ê
([
c0(t)

]n[
ζ0(t)− η0(t)

]k+)
= E([c0(t)]n[ζ0(t)− η0(t)]k++1)

E(ζ0(t)− η0(t))
.

The functionc0(t) consists of sums off (±η0(t)) andf (±ζ0(t)), hence the numerato
is an(n + k+ + 1)-order polinom of these functions and ofζ0(t), η0(t). These are al
random variables with all moments finite. Therefore, using Cauchy’s inequality
numerator can be bounded from above by products of moments of eitherf (η0(t)) or
f (ζ0(t)) or η0(t), or ζ0(t). The modelsη andζ are both separately in their stationa
distributions, hence these bounds are constants in time. The denominator is a p
number due toθ2 > θ1 and strict monotonicity ofEθ (z) in θ . We see that we found
bound, uniform in time for the functiong of (η′, ζ ′) as seen fromS ′.

We need to find similar bound for a functiong of the original pair(η, ζ ), as seen
from S. This is equivalent to finding a bound forg of (η′′, ζ ′′) defined above, as see
from S ′′ of this pair. Let us consider the initial difference between(η′(0), ζ ′(0)) and
(η′′(0), ζ ′′(0)). Both have product distributions for different sitesi. For each sitei �= 0,
both pairs have the original two-dimensional marginal distributionµ. For the sitei = 0,
where theS ′ andS ′′ particles initially are, we have marginalµ̂ (38) of (η′0(0), ζ ′0(0)),
andµcond (41) of (η′′0(0), ζ ′′0 (0)), respectively. Therefore, the expectations of a func
g conditioned on the initial configuration at the origin are the same:

E
(
g
(
τ S ′(t)η

′(t),τ S ′(t)ζ ′(t)
) | η′0(0)= x, ζ ′0(0)= y)

= E
(
g
(
τ S ′′(t)η

′′(t),τ S ′′(t)ζ ′′(t)
) | η′′0(0)= x, ζ ′′0 (0)= y).

Hence

E
([
cS ′′(t)(t)

]n[
ζS ′′(t)(t)− ηS ′′(t)(t)]k)

=∑
x,y

E
([
cS ′′(t)(t)

]n[
ζS ′′(t)(t)− ηS ′′(t)(t)]k | η′′0(0)= x, ζ ′′0 (0)= y)µcond(x, y)

=∑
x<y

E
([
cS ′(t)(t)

]n[
ζ ′S ′(t)(t)− η′S ′(t)(t)

]k | η′0(0)= x, ζ ′0(0)= y)√µ̂(x, y)
× µcond(x, y)√

µ̂(x, y)
.

Using Cauchy’s inequality and definitions ofµcond andµ̂, we continue by

E
([
cS ′′(t)(t)

]n[
ζS ′′(t)(t)− ηS ′′(t)(t)]k)

�
[∑
x<y

[
E
([
cS ′(t)(t)

]n[
ζ ′S ′(t)(t)− η′S ′(t)(t)

]k | η′0(0)= x, ζ ′0(0)= y)]2µ̂(x, y)]1/2

×
[∑
x<y

µcond(x, y)

µ̂(x, y)
µcond(x, y)

]1/2
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[∑
x<y

E
([
cS ′(t)(t)

]2n[
ζ ′S ′(t)(t)− η′S ′(t)(t)

]2k | η′0(0)= x, ζ ′0(0)= y)µ̂(x, y)]1/2

×
[∑
x<y

1{y > x}
y − x · E(ζ0(0)− η0(0))

P(ζ0(0) > η0(0))
µcond(x, y)

]1/2

�
[
E
([
cS ′(t)(t)

]2n[
ζ ′S ′(t)(t)− η′S ′(t)(t)

]2k)]1/2[E(ζ0(0)− η0(0))

P(ζ0(0) > η0(0))

]1/2

.

The first factor here is bounded in time by the first part of the proof, while the se
factor is a positive constant.✷

Using the rates for theS-particle to move, we can prove the following bound for
moments ofS(t):

PROPOSITION 5.2. – For n ∈ Z
+,

E
( |S(t)|n

tn

)
<K(n) <∞ (43)

for all large t .

Proof. –For this proof, we denote the jumping rates (40) for theS-particle byrS left

and rS right, respectively. Fort > 0, we consider the derivative of the quantity abo
using these rates:

d

dt
E
( |S(t)|n

tn

)
=− n

tn+1
E
(∣∣S(t)∣∣n)+ 1

tn

d

dt
E
(∣∣S(t)∣∣n)=− n

tn+1
E
(∣∣S(t)∣∣n)

+ 1

tn
E
[
rS left(∣∣S(t)− 1

∣∣n − ∣∣S(t)∣∣n)+ rS right(∣∣S(t)+ 1
∣∣n − ∣∣S(t)∣∣n)].

For |S(t)|� 1, we can bound our expressions:

d

dt
E
( |S(t)|n

tn

)
�− n

tn+1
E
(∣∣S(t)∣∣n)+ 2n

tn
E
((
rS right+ rS left)∣∣S(t)∣∣n−1)

.

We continue by using Hölder’s inequality on the right-hand side:

d

dt
E
( |S(t)|n

tn

)
�−n

t
E
( |S(t)|n

tn

)
+ 2n

t

{
E
[(
rS right+ rS left)n]}1/n

{
E
( |S(t)|n

tn

)} n−1
n

.

(44)
Recall that

rS right(t)+ rS left(t)= cS(t)(t) · [ζS(t)(t)− ηS(t)(t)]−1
,

hence Lemma 5.1 is applicable withk =−n to show that

E
[(
rS right(t)+ rS left(t)

)n]
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is bounded in time. Therefore, (44) can be written in the form

d

dt
E
( |S(t)|n

tn

)
�−n

t
E
( |S(t)|n

tn

)
+ K ′(n)

t

{
E
( |S(t)|n

tn

)} n−1
n

with some positive constantK ′(n). This means thatE(|S(t)|n/tn) is bounded from abov
by a solution of the differential equation

ẏ(t)=−n
t
y(t)+ K ′(n)

t
y(t)

n−1
n .

Observe that the right-hand side is negative whenever

y(t) >

(
K ′(n)
n

)n
,

hence assumingy(t0) <∞ for somet0> 0, y(t) is bounded (for allt > t0), which gives
the proof. ✷

Now we show law of large numbers fors(t), and then we can show law of larg
numbers forS(t). For what follows,E′ stands for the expectation values according
the distribution ofη, ζ , {U(m)}m∈Z, i.e. our background process which determinemi(t),
also. LetF(t) denote theσ -field containing all information about these quantities at t
t . ThenF(t) contains all randomness except for the random permutations on(s(n))n∈Z.
With (42), we also introduce the notations

Ci(t) := (
mi(t)−mi−1(t)

)2
ci(t),

p(y, t) := P
(
s(t)= y |F(t)), and (45)

Ai(t) := max
mi−1(t)<y�mi(t)

p(y, t)− min
mi−1(t)<y�mi(t)

p(y, t)

if mi(t)−mi−1(t) > 1, andAi(t) := 0 otherwise.

LEMMA 5.3. –

d

dt
E
(∣∣s(t)∣∣)�

√√√√E′
∞∑

i=−∞
Ai(t)

√√√√E′
∞∑

j=−∞
Aj(t)C

2
j (t). (46)

Proof. –We use convention that the empty sum equals zero.

d

dt
E
(∣∣s(t)∣∣)= lim

ε→0

E(|s(t + ε)|)−E(|s(t)|)
ε

= lim
ε→0

∞∑
z=−∞

P(s(t + ε)= z)|z| − P(s(t)= z)|z|
ε

= lim
ε→0

E′
∞∑

i=−∞

mi(t)∑
z=m (t)+1

P(s(t + ε)= z |F(t))|z| − P(s(t)= z |F(t))|z|
ε

.

i−1
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We know that uniform random permutation on the indices present at siteS happens
at each jump of second class particles fromi at time t . The basic idea is that th
permutation makes the probabilitiesp(y, t) = P(s(t) = y | F(t)) equalized betwee
y =mi−1(t)+ 1. . .mi(t). This jump happens with rateci(t) defined in (42), hence for
site i with at least one second class particle and formi−1(t)+ 1� z�mi(t),

P
(
s(t + ε)= z |F(t))= (

1− εci(t))P(s(t)= z |F(t))
+ εci(t)

mi(t)∑
y=mi−1(t)+1

P(s(t)= y |F(t))
mi(t)−mi−1(t)

+ o(ε).

Then we obtain

d

dt
E
(∣∣s(t)∣∣)= E′

∞∑
i=−∞

ci(t)

mi(t)∑
z=mi−1(t)+1

(
mi(t)∑

y=mi−1(t)+1

p(y, t)

mi(t)−mi−1(t)
|z| − p(z, t)|z|

)
.

There exists aπi permutation of the numbers{mi−1(t)+ 1. . .mi(t)}, for which

mi(t)∑
z=mi−1(t)+1

mi(t)∑
y=mi−1(t)+1

p(y, t)

mi(t)−mi−1(t)
|z|�

mi(t)∑
z=mi−1(t)+1

p(z, t)
∣∣πi(z)∣∣

holds (by permuting higher values of|z| on higher weights), and hence

d

dt
E
(∣∣s(t)∣∣)� E′

∞∑
i=−∞

ci(t)

mi(t)∑
z=mi−1(t)+1

p(z, t)
(∣∣πi(z)∣∣− |z|)

=E′
∞∑

i=−∞
ci(t)

mi(t)∑
z=mi−1(t)+1

(
p(z, t)− min

mi−1(t)<y�mi(t)
p(y, t)

)(∣∣πi(z)∣∣− |z|)

� E′
∞∑

i=−∞
ci(t)

mi(t)∑
z=mi−1(t)+1

(
max

mi−1(t)<y�mi(t)
p(y, t)− min

mi−1(t)<y�mi(t)
p(y, t)

)
× (

mi(t)−mi−1(t)
)

=E′ ∑
i: mi(t)>mi−1(t)+1

ci(t)
(

max
mi−1(t)<y�mi(t)

p(y, t)− min
mi−1(t)<y�mi(t)

p(y, t)
)

× (
mi(t)−mi−1(t)

)2= E′
∞∑

i=−∞
Ai(t)Ci(t)

with definitions (45). Finally, we use Schwartz and Cauchy’s inequality (for simpl
we do not denote time-dependence of the quantities below):

d

dt
E
(∣∣s(t)∣∣)� E′

∞∑
i=−∞

AiCi = E′
∞∑

i=−∞

√
Ai
√
AiCi

� E′
√√√√ ∞∑

i=−∞
Ai

√√√√ ∞∑
j=−∞

AjC
2
j

�

√√√√E′
∞∑

i=−∞
Ai

√√√√E′
∞∑

j=−∞
AjC

2
j . ✷
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LEMMA 5.4. – The expression√√√√E′
∞∑

j=−∞
Aj(t)C

2
j (t),

which is the second factor on the right-hand side of(46), is a bounded function of time

Proof. –Due to definitions (45),Ai can be bounded from above by

Ai(t)� max
mi−1(t)<y�mi(t)

p(y, t)�
mi(t)∑

y=mi−1(t)+1

p(y, t)= P
(
S(t)= i |F(t)),

the probability that ourS-particle is at sitei. Hence√√√√E′
∞∑

j=−∞
Aj(t)C

2
j (t)�

√√√√E′
∞∑

j=−∞
P
(
S(t)= j |F(t))C2

j (t)

=
√

E′[E(C2
S(t)(t) |F(t)

)]=√
E
(
C2
S(t)(t)

)
.

The expectation in the last term is bounded in time by Lemma 5.1 withn = 2, k = 4,
since

Ci = (mi −mi−1)
2 · ci = ci · (ζi − ηi)2. ✷

As we know, for any sitei, the probabilitiesp(y, t) can only change by equalizin
betweeny =mi−1(t)+ 1. . .mi(t), and the initial distribution is concentrated on{s(t =
0) = 0}. Therefore, at every momentt , the functiony→ p(y, t) is unimodal. This is
clearly the initial situation, and it stays true after each change of this function. B
equalizing property of the(p(y, t))y∈Z process at a jump of second class particle fr
site i,

max
mi−1(t)<z�mi(t)

p(z, t)

can never increase. Hence the global maximum maxz∈Zp(z, t) is also a non-increasin
function oft , and it is bounded as well. Thus its limit exists, which we denote byP . It is
believed thatP = 0 but we cannot prove this, and this is not necessary for our argum

LEMMA 5.5. –AssumeP > 0. Then the set{
x ∈ Z: p(x, t)� P

}
is always contained in the interval[−1/P,1/P ].

Proof. –The statement clearly holds initially. For a discrete interval[x, y] (with
possiblyx = y as well), we introduce the block-average

B[x,y](t) := 1

y − x + 1

y∑
z=x

p(z, t),
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and we say that[x, y] is agood block, if B[x,y](t)� minz∈[x,y]1/|z| (for site z = 0, we
can write 1 instead of 1/|z|). Any interval is a good block initially. We show this for an
time t as well. More precisely, fixx � y, and assume that at a momentt , an equalization
in the interval[u, v] happens:

p(z, t + 0)= B[u,v](t)
for eachz ∈ [u, v]. If each finite interval is a good block att , then we show that[x, y] is
also a good block after this step, att + 0. There are four cases.

(i) If [u, v] and[x, y] are disjoint or[u, v] ⊂ [x, y], then the block-average of[x, y]
does not change by this step, hence it keeps on being a good block.

(ii) If [x, y] ⊂ [u, v], thenB[x,y](t + 0)= B[u,v](t + 0)= B[u,v](t), and[u, v] was a
good block at timet , hence[x, y] is also a good block after this step.

(iii) In case[x, y] \ [u, v] �= ∅, [u, v] \ [x, y] �= ∅ andB[u,v](t)� B[x,y]\[u,v](t) before
the step, then

B[u,v](t + 0)= B[u,v](t)� B[x,y]\[u,v](t)= B[x,y]\[u,v](t + 0),

henceB[x,y](t + 0) � B[x,y]∪[u,v](t + 0). The latter does not change by the st
thus[x, y] ∪ [u, v] keeps on being a good block, which shows that[x, y] is also
a good block after the step.

(iv) In case [x, y] \ [u, v] �= ∅, [u, v] \ [x, y] �= ∅ and B[u,v](t) < B[x,y]\[u,v](t)
before the step, then by unimodality,B[u,v](t)� B[u,v]∩[x,y](t), since the function
z→ p(z, t) has no local minimum. This means thatB[u,v]∩[x,y] does not increase

B[u,v]∩[x,y](t + 0)= B[u,v](t + 0)= B[u,v](t)� B[u,v]∩[x,y](t).

SinceB[x,y]\[u,v] does not change,B[x,y] cannot increase either, and[x, y] was a
good block before the step, thus it keeps on being a good block.

Applying this result shows the interval containing any single pointz to be a good block
i.e.p(z, t) < 1/P for z /∈ [−1/P,1/P ], which completes the proof.✷

LEMMA 5.6. –Assumelim t→∞maxz∈Z p(z, t) = P > 0. Then there arez, y neigh-
boring sites in the interval[−1/P − 1,1/P + 1] and a timeT > 0, such that the sec
ond class particles indexed byz and y cannot be at the same site afterT : U(z)(t) �=
U(y)(t) (∀t > T ).

Proof. –Let

A := {
z ∈ Z: lim sup

t→∞
p(z, t)= P} �= ∅.

By the previous lemma,A⊂ [−1/P,1/P ], and any indexzmax(t), for whichp(zmax(t), t)

is maximal (and hence larger than or equals toP ), is also contained in[−1/P,1/P ] for
any t . With fixedP1<P large enough, there exists a momentT , such thatp(x, t) < P1

for anyx /∈A and for allt > T . Hence byp(zmax(t), t)� P , all indiceszmax(t) ∈A for
all t > T . Let us fix z ∈ A andy /∈ A neighbors, andy′ /∈ A the other neighbor ofA.
Then infinitely often fort > T , p(z, t)� P > P1 > p(y, t) andP1 > p(y

′, t) happens
In this situation, assume thatp(z, t) decreases due to equalization with its neighbor
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A. Would the result of this step bep(z, t) < P , all indiceszmax(t) would be included in
this step by unimodality, hencep(zmax(t + 0), t + 0) < P would follow, a contradiction
Thus we see thatp(z, t)� P can only be violated by an equalization includingy or y′.
If this equalization also includes all indiceszmax(t), then the result must bep(y, t)� P

or p(y′, t) � P by p(zmax(t + 0), t + 0) � P , pulling out at leastP − P1 probability
from the setA. If this step does not include allzmax indices, then it includes indices a
with probability at leastP , hence pulling out at least(P − P1)/2 probability from the
setA. Sincet > T , zmax(t) ∈ A, and hence by unimodality, the joint probability of t
setA can only decrease. We conclude that assuming equalizing of probabilities be
z ∈ A andy or y′ /∈ A infinitely often results in decreasing the joint probability of
finite setA infinitely often by a positive constant, which contradictsP � p(zmax(t), t)

andzmax(t) ∈A. ✷
Now we can prove law of large numbers for the indexs(t) of the second class particle

carrying ourS-particle:

PROPOSITION 5.7. –

(∀δ > 0) lim
t→∞P

(∣∣∣∣s(t)t
∣∣∣∣> δ)= 0.

Proof. –By the previous lemma, we see that forP > 0 there exists a neighboring pa
(z, y) ∈ [−1/P −1,1/P +1] of second class particles which will never meet after so
T . After T , the processs(t) cannot cross such a pair(z, y). By translation invariance
it follows a.s. that such pairs appear with positive density onZ in this case, thuss(t) is
bounded a.s. and the statement is true. Hence we assumeP = 0 for the rest of the proof
By unimodality,

∞∑
i=−∞

Ai(t)=
∑

i: mi(t)>mi−1(t)+1

(
max

mi−1(t)<y�mi(t)
p(y, t)− min

mi−1(t)<y�mi(t)
p(y, t)

)
� 2max

z∈Z

p(z, t). (47)

Indirectly let’s assume

(∃δ > 0) (∃K > 0) (∀T > 0) (∃t > T ): P
(∣∣∣∣s(t)t

∣∣∣∣> δ)>K.
Then it follows that

E
(∣∣s(t)∣∣)>Kδt (48)

for infinitely many and arbitrarily larget > 0. By (47) andP = 0,

∞∑
i=−∞

Ai(t)→ 0,
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thus by dominated convergence theorem√√√√E′
∞∑

i=−∞
Ai(t)→ 0.

Hence by Lemma 5.3

d

dt
E
(∣∣s(t)∣∣)�

√√√√E′
∞∑

i=−∞
Ai(t)

√√√√E′
∞∑

j=−∞
Aj(t)C

2
j (t)→ 0

whent→∞, as √√√√E′
∞∑

j=−∞
Aj(t)C

2
j (t)

is bounded by Lemma 5.4. That means that

d

dt
E
(∣∣s(t)∣∣)

tends to zero ast→∞, which contradicts (48). ✷
Now we show the law of large numbers forS(t), the random walk on the backgroun

processη with parameterθ1 andζ with parameterθ2.

PROPOSITION 5.8. – Let

c(θ1, θ2) := 2
cosh(θ2)− cosh(θ1)

Eθ2(ζ0)−Eθ1(η0)
(49)

for BL models, and

c(θ1, θ2) := eθ2−eθ1

Eθ2(ζ0)−Eθ1(η0)
(50)

for the ZR process. Then for everyδ > 0

lim
t→∞P

(∣∣∣∣S(t)t − c(θ1, θ2)

∣∣∣∣> δ)= 0. (51)

Proof. –We show the proposition for BL models, the modification for the ZR pro
is straightforward. By the coupling rules, if a second class particle jumps fromi to i+ 1
then the columngi of ζ between sitesi andi + 1 increases by one. If one jumps fro

i+1 to i then the columnhi of η increases by one. Hence for the currentJ
(2nd)
i of second

class particles defined earlier in this subsection,

J
(2nd)
i (t)= (

gi(t)− gi(0))− (
hi(t)− hi(0)),
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i.e. it is the difference between the growth of columnsi of ζ and ofη until time t . Due
to separate ergodicity of eachζ andη, we have law of large numbers forgi(t)− gi(0)
and forhi(t)− hi(0), since each of these models is distributed according to its erg
stationary measure. Hence with the expectation of the column growth rates, we h

lim
t→∞

J
(2nd)
i (t)

t
=Eθ2

(
f (ζ0)+ f (−ζ0)

)−Eθ1

(
f (η0)+ f (−η0)

)
= 2

(
cosh(θ2)− cosh(θ1)

)
a.s. (52)

We extend definition (39) forx ∈R:

mx(t) :=m�x�(t)=max
{
m: U(m)(t)� x

}
.

Obviously,mx(t)=mx(0)− J 2nd

�x�(t). If K ∈R then

lim
v→∞

m(Kv)(0)

Kv
= E(ζ0)−E(η0)=: p a.s.

since att = 0, the starting distribution of the number of second class particles at diff
sites is a product measure.

lim
t→∞P

(∣∣∣∣m(Kt)(t)

t
+ (

c(θ1, θ2)−K)p∣∣∣∣> ε)
= lim

t→∞P
(∣∣∣∣m(Kt)(t)

t
−Kp+ 2cosh(θ2)− 2cosh(θ1)

∣∣∣∣> ε)

= lim
t→∞P

(∣∣∣∣m(Kt)(0)− J (2nd)
�Kt� (t)

t
−Kp+ 2cosh(θ2)− 2cosh(θ1)

∣∣∣∣> ε)

= lim
t→∞P

(∣∣∣∣−J (2
nd)

�Kt� (t)
t

+ 2cosh(θ2)− 2cosh(θ1)

∣∣∣∣> ε)

= lim
t→∞P

(∣∣∣∣−J (2
nd)

0 (t)

t
+ 2cosh(θ2)− 2cosh(θ1)

∣∣∣∣> ε)= 0 (53)

by translation-invariance and by (52), for anyε > 0. Recall thatS(t) is the position of the
zerothS-particle, i.e. the position of thes(t)th second class particle:S(t) = U(s(t))(t).
Hence

P
(∣∣∣∣S(t)t − c(θ1, θ2)

∣∣∣∣> δ)= P
(∣∣∣∣U(s(t))(t)

t
− c(θ1, θ2)

∣∣∣∣> δ)
= P

(
U(s(t))(t) > c(θ1, θ2)t + δt)+ P

(
U(s(t))(t) < c(θ1, θ2)t − δt). (54)

In case

U(s(t))(t) > c(θ1, θ2)t + δt
it follows by definitions ofmx(t) and ofp thats(t) > m(c(θ1,θ2)t+δt)(t), hence
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P
(
U(s(t))(t) > c(θ1, θ2)t + δt)� P

(
s(t)

t
>
m(c(θ1,θ2)t+δt)(t)

t

)
� P

(
s(t)

t
>
δ

2
p

)
+ P

(
m(c(θ1,θ2)t+δt)(t)

t
<
δ

2
p

)
.

As time goes on, the first term goes to zero due to Proposition 5.7, and so does the
term by (53) (withK = c(θ1, θ2)+ δ).

In case

U(s(t))(t) < c(θ1, θ2)t − δt
it follows thats(t)�m(c(θ1,θ2)t−δt)(t), hence

P
(
U(s(t))(t) < c(θ1, θ2)t − δt)� P

(
s(t)

t
� m(c(θ1,θ2)t−δt)(t)

t

)
� P

(
s(t)

t
�−δ

2
p

)
+ P

(
m(c(θ1,θ2)t−δt)(t)

t
>−δ

2
p

)
.

The first term again goes to zero due to Proposition 5.7, and so does the second
(53) (withK = c(θ1, θ2)− δ). Thus we see that both terms on the right-hand side of
tend to zero ast→∞. ✷
5.3. Coupling the defect tracer to the S-particles

We fix the modelω in stationary distributionµ
θ

with the defect tracerQ(t) started
from the origin. We prove Theorem 1.6 for BL and (totally asymmetric) ZR mod
A natural idea would be to couple the defect tracerQ to the second class particle
present at the same siteQ. The problem is that, either to the left or to the right, the r
for any jump of second class particles form the siteQ may be higher than the rate f
Q to jump. On the other hand, one second class particle always stays at sitei after one
jump from i, in case more than one of them were present ati. The solution is to couple
the defect tracer to theS-particle, for which the desired conditions are already pro
by Propositions 5.2 and 5.8. For simplicity reasons, in case of the ZR process
f (−z) := 0 for z > 0, and henceµ(−z) of ZR is also zero in these cases.

5.3.1. The upper bound for Q

First, we identifyη distributed according toµ
θ1

with ω possessing the defect trac
Q, therefore we setθ1 := θ < θ2. We have thenωi(t) � ζi(t) for all t according to the
basic coupling, and recall thatQ(0)= 0� S(0). In what follows, we are going to coup
the random permutations of theS-particles, thus the random walkS(t) of the zerothS-
particle, with the defect tracerQ(t). We only couple them in caseQ(t)= S(t). The basic
observation we use is that the rates (40) for the jump of theS-particle can be compared
the rates for the jump of the defect tracerQ(t). As we have seen at the introduction of B
models, it is enough to consider the “effect of bricklayers” standing at each positi.
That is to say, we are allowed to consider theωi-dependent parts ofr(ωi−1,ωi) and
r(ωi,ωi+1) only, since theωi-dependent parts are added to theωi−1-dependent or to th
ωi+1-dependent parts in these rates. In the rest of the paper, we describe coupl
giving rates of bricklayers standing at each sitei. This observation also holds for the ze
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Table 2
Rates forQ andS to step left and for bricklayers at sitei = S =Q to lay brick on their left

With rate hi−1 ↑ gi−1 ↑ Q� S � A second class particl

f (−ωi − 1)− f (−ζi) • �

[f (−ωi)− f (−ωi − 1)] − f (−ωi)−f (−ζi)
ζi−ωi • • �

f (−ωi)−f (−ζi)
ζi−ωi • • • �

f (−ζi) • •

Table 3
Rates forQ andS to step right and for bricklayers at sitei = S =Q to lay brick on their right

With rate hi ↑ gi ↑ Q� S � A second class particl
ζi−ωi−1
ζi−ωi [f (ζi)− f (ωi)] • �

f (ζi)−f (ωi)
ζi−ωi − [f (ωi + 1)− f (ωi)] • • �

f (ωi + 1)− f (ωi) • • • �

f (ωi) • •

range process (by saying rate for a particle to jump instead of saying rate for brick
to lay bricks).

In Tables 2 and 3,hi ↑ means that the column of the modelω betweeni andi+1 has
increased by one,gi ↑ means that this column ofζ has increased by one,� means the
jump to the right fromi, � means the jump to the left fromi.

Note that byi = S =Q, ζi � ωi + 1. The rates are non-negative due to monotoni
of f and convexity Condition 1.5. By summing the rates corresponding to any co
of the tables, one can verify that eachω andζ evolves according its original rates,Q has
the jump rates according to the basic coupling described in Table 1, andS also has the
appropriate rates (40). We see that once being at positionS, the defect tracerQ cannot
move right without movingS with it andS cannot move left without movingQ with it.
Hence our rules preserve the conditionQ� S.

We have so far the upper boundQ(t) � S(t), and we have the law of large numbe
(51) with speedc(θ, θ2) defined in either (49) or in (50) for anyθ2 > θ , and thenth
moment condition (43) for thisS(t) process.

5.3.2. The lower bound for Q
Now we show a similar coupling which results in a lower bound forQ. The natural

idea would be to identifyζ with ω, and coupleQ to theS-particle. The rates forQ and
S to jump with would allowQ(t)� S(t). However, this coupling cannot be realized
a similar way that the coupling described above: there is no way forQ andS to step
together, since only one brick can be laid at a time to a column.

Therefore, we need to modify the initial distribution of the models as follows.
µ(x, y) be, as before, a two-dimensional distribution giving probability zero tox > y,
and having marginalsµθ1 andµθ2, respectively. Fix the pair(η, ζ ), as before, with the
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or, by
product ofµ(x, y) for different sites as initial distribution. Define

µ′(y, x) := µ(x, y) · µθ2(y − 1)

µθ2(y)
. (55)

Fix the pair(η′, ζ ′), with the product ofµ(x, y) for each sitei �= 0 and ofµ′(x, y) for
the sitei = 0 as initial distribution. Thenη′i (0)� ζ ′i (0) holds a.s. for each sitei, hence
the basic coupling is applicable for this pair of models. We have second class pa
betweenη′ andζ ′, and we introduce theS ′-particles as well, startingS ′0 from the first
site on the left-hand side of the origin:

S ′(0)= S ′0(0) :=max
{
i � 0: ζ ′i (0) > η

′
i (0)

}
.

Assume now that theS-particle of(η, ζ ) is also started from the first site on the left-ha
side of the origin, instead of starting it from the right-hand side of the origin:

S(0)= S0(0) :=max
{
i � 0: ζi(0) > ηi(0)

}
.

Then it is clear, that Propositions 5.2 and 5.8 also hold for thisS-particle. Now we
derive these statements forS ′ as well. Since initially(η′, ζ ′) only differs from(η, ζ ) by
the distribution at the origin, the conditional expectations

E
(
S ′(t) | η′0(0)= x, ζ ′0(0)= y

)= E
(
S(t) | η0(0)= x, ζ0(0)= y) (56)

agree. This is the basic idea of the following

LEMMA 5.9. –The moment condition(43) and the law of large numbers(51) hold
for S ′ as well.

Proof. –By the use of (56) and Cauchy’s inequality in a similar way than in the p
of Lemma 5.1,

E
( |S ′(t)|n

tn

)
=∑

x�y
E
( |S ′(t)|n

tn

∣∣ η′0(0)= x, ζ ′0(0)= y)µ′(x, y)
=∑

x�y
E
( |S(t)|n

tn

∣∣ η0(0)= x, ζ0(0)= y
)√

µ(x, y) · µ
′(x, y)√
µ(x, y)

�
[∑
x�y

(
E
( |S(t)|n

tn

∣∣ η0(0)= x, ζ0(0)= y
))2

µ(x, y)

]1/2

×
[∑
x�y

µ′(x, y)
µ(x, y)

µ′(x, y)
]1/2

�
[
E
(
S(t)2n

t2n

)]1/2[∑
x�y

µ′(x, y)
µ(x, y)

µ′(x, y)
]1/2

.

The first factor of the display is bounded by Proposition 5.2. For the second fact
(55) and (6) we write
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Table 4
Rates forQ andS′ to step left and for bricklayers at sitei = S′ =Q to lay brick on their left

With rate h′i−1 ↑ g′i−1 ↑ Q� S′ � A second class

particle
ζ ′
i
−η′

i
−1

ζ ′
i
−η′

i

[f (−η′i )− f (−ζ ′i )] • �

f (−η′
i
)−f (−ζ ′

i
)

ζ ′
i
−η′

i

− [f (−ζ ′i + 1)− f (−ζ ′i )] • • �

f (−ζ ′i + 1)− f (−ζ ′i ) • • • �

f (−ζ ′i ) • •

Table 5
Rates forQ andS′ to step right and for bricklayers at sitei = S′ =Q to lay brick on their right

With rate h′i ↑ g′i ↑ Q� S′ � A second class particl

f (ζ ′i − 1)− f (η′i ) • �

[f (ζ ′i )− f (ζ ′i − 1)] − f (ζ ′
i
)−f (η′

i
)

ζ ′
i
−η′

i

• • �

f (ζ ′
i
)−f (η′

i
)

ζ ′
i
−η′

i

• • • �

f (η′i ) • •

∑
x�y

µ′(x, y)
µ(x, y)

µ′(x, y)=∑
x�y

µθ2(y − 1)

µθ2(y)
µ′(x, y)=∑

y∈Z

µθ2(y − 1)

µθ2(y)
µθ2(y − 1)

=∑
y∈Z

f (y)

eθ2
eθ2(y − 1)

f (y − 1)! ·
1

Z(θ2)
= 1

e2θ2
Eθ2

(
f (y)2

)
,

which is again finite. Hence (43) holds forS ′ as well.
For the law of large numbers, we know that for anyδ > 0,

0= lim
t→∞P

(∣∣∣∣S(t)t − c(θ1, θ2)

∣∣∣∣> δ)
= lim

t→∞
∑
x�y

P
(∣∣∣∣S(t)t − c(θ1, θ2)

∣∣∣∣> δ ∣∣ η0(0)= x, ζ0(0)= y
)
µ(x, y)

= lim
t→∞

∑
x�y

P
(∣∣∣∣S ′(t)t − c(θ1, θ2)

∣∣∣∣> δ ∣∣ η′0(0)= x, ζ ′0(0)= y)µ(x, y),
hence (51) follows forS ′ as well by absolute continuity ofµ′ w.r.t.µ. ✷

In order to obtain lower bound forQ of ω distributed according toµ
θ
, setθ2 = θ > θ1.

The marginal distribution ofζ0(0) is the second marginal ofµ′, namely,µθ2(y − 1) =
µθ(y − 1). Hence it is possible to fix the pair(η′, ζ ′) defined above with

ζ ′(t)= ω(t)+ δQ(t), Q(0)= 0,
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i.e. ω is coupled toζ ′ with the defect tracerQ between them. Note thatS ′(0) � 0=
Q(0). We show the coupling that preservesS ′(t) � Q(t) for all later times. We only
coupleQ to the random permutations acting onS ′ in caseQ= S ′ for a sitei. For Tables 4
and 5,h′i ↑ means that the column of the modelη′ betweeni andi + 1 has increased b
one,g′i ↑ means that this column ofζ ′ has increased by one. Note that byi = S ′ =Q,
ζ ′i � η′i + 1. As at the coupling for the upper bound, the rates are non-negative d
monotonicity off and convexity Condition 1.5. By summing the rates correspondin
any column of the tables, one can verify that eachη′ andζ ′ evolves according its origina
rates,Q has the jump rates according to the basic coupling described in Table 1 (heω
also evolves according its original rates), andS ′ also has the appropriate rates (40).
see that once being at positionS ′, the defect tracerQ cannot move left without movin
S ′ with it andS ′ cannot move right without movingQ with it. Hence our rules preserv
the conditionQ� S ′.

Proof of Theorem1.6. – By the upper bound and the lower bound above, we have

S(t)�Q(t)� S ′(t)

and for anyθ2> θ > θ1, we have weak law of large numbers forS with c(θ, θ2), and for
S ′ with c(θ1, θ), respectively. Hence taking the limitsθ1 ↗ θ andθ2 ↘ θ completes the
proof of the law of large numbers (10) by computing

lim
θ1↗θ

c(θ1, θ)= lim
θ2↘θ

c(θ, θ2)=C(θ)

both for BL and ZR models. Moreover, for anyn ∈ Z
+, we haventh moment condition

(43) for bothS andS ′, hence not only (11), but thenth moment condition follows a
well for Q. This also showsLn-convergence ofQ(t)/t for anyn ∈ Z

+. ✷
5.4. Strict monotonicity of C(θ)

As a consequence of the type of coupling methods shown above, we are a
show strict convexity of the functionH(!) of (8). First we refer to the coupling whic
shows (non strict) convexity, and then we complete the proof of strict convexity by
analytic arguments.

Remark5.10. – Letω,ω′ be two copies of a model (either BL or ZR mod
possessing Condition 1.5, with the defect tracersQ(t) andQ′(t), respectively. Assum
that for each sitei and for timet = 0

ωi(0)� ω′i(0) and Q(0)�Q′(0).

Then it is possible to couple such way that for allt � 0 and anyi ∈ Z,

ωi(t)� ω′i(t) and Q(t)�Q′(t) a.s.

is satisfied.
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This coupling is very similar to the ones shown in this subsection, we do not giv
details here. The pair(ω,ω′) is coupled according to the basic coupling, and we
apply this proposition for the case when their joint distribution has marginalsµ

θ
and

µ
θ ′ , respectively. Then we simply see that the motion of the defect tracer of a m

has a monotonicity in the parameterθ of the model’s stationary distribution. In th
introduction we saw that this implies convexity of the functionH(!). We prove now
strict convexity of this function:

Proof of Proposition1.7. – First note that by the form (6) of the measureµθ , we have

!(θ)= Eθ (ω)= d

dθ
log

(
Z(θ)

)
,

Eθ

(
ω̃2)= d

dθ
Eθ (ω) > 0,

Eθ

(
ω̃3)= d

dθ
Eθ

(
ω̃2)= d

dθ

(
Varθ (ω)

)
,

where tilde stands for the centered variable. For the BL model, we need to show
convexity of the function

H(!)= Eθ(!)(r)= eθ (!)+ e−θ (!).

We compute its derivative

d

d!
H(!)=

d
dθ (e

θ +e−θ )
d!
dθ

= (eθ −e−θ )
Eθ (ω̃

2)
,

and, similarly, the second derivative

d2

d!2
H(!)= 1

[Eθ (ω̃2)]3
[(

eθ +e−θ
)
Eθ

(
ω̃2)− (

eθ −e−θ
)
Eθ

(
ω̃3)].

Hence (strict) positivity of[(
eθ +e−θ

)
Eθ

(
ω̃2)− (

eθ −e−θ
)
Eθ

(
ω̃3)] (57)

on an interval ofθ is equivalent to (strict) convexity ofH(!) on the correspondin
interval of!(θ). (57) contains derivatives of log(Z(θ)), which is by definition analytic
hence (57) is also an analytic function ofθ . Moreover, by the previous remark, we kno
convexity ofH(!), hence non-negativity of (57). Since this function is strictly posi
atθ = 0 by symmetry properties ofµθ , there are at most countably many isolated po
at which this analytic function is not strictly positive, hence we have at most coun
many isolated points at which the second derivative ofH(!) is not strictly positive. This
completes the proof for the BL models.

As for the ZR process, similar computation leads to[
eθ Eθ

(
ω̃2)− eθ Eθ

(
ω̃3)]



684 M. BALÁZS / Ann. I. H. Poincaré – PR 39 (2003) 639–685

nt

lows

st

els,
tions.
Valkó.
mely

arch
, TKI

usion

sion
bility
in place of (57). As we know non-negativity of this function by convexity ofH(!), we
only need to showEθ (ω̃

2) �= Eθ (ω̃
3) for someθ , then the previous analytic argume

leads to strict convexity.
Indirectly, assume

Eθ

(
ω̃2)= Eθ

(
ω̃3) (58)

for all θ < θ̄ . Since the right-hand side is the derivative of the left-hand side, it fol
that

Eθ

(
ω̃2)=A · eθ

for someA> 0. Integrating this we have

Eθ (ω)=A · eθ

(the additive constant is zero as can be seen by taking the limitθ →−∞). Integrating
again we have

log
(
Z(θ)

)=A · eθ +K, i.e.

Z(θ)=K ′ eA·eθ , i.e.
∞∑
z=0

eθz

f (z)! =K
′
∞∑
z=0

Az · eθz
z!

for all θ < θ̄ , which leads tof (z)! = z!/Az, f (z)= z/A. Hence we see that if at lea
for onez � 1 value we havef (z+ 1)− f (z) > f (z)− f (z− 1), then (58) is not true
for someθ , and then strict convexity ofH(!) holds. We also see linearity ofH(!) when
f is linear. ✷
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