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ABSTRACT. – This article studies the occurrence of cut times along the path of a random
(with finite support) on the discrete Heisenberg group. We establish the existence of an
number of cut times almost surely, using sharp estimates of the Green function and its g
This example (up to some extensions) happens to be the last unsolved case in the stud
times for random walks with finite support, on finitely generated groups.
 2003 Éditions scientifiques et médicales Elsevier SAS
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RÉSUMÉ. – Cet article étudie l’occurrence des temps de coupure le long du chemin
marche aléatoire (à support fini) sur le groupe de Heisenberg discret. Nous établissons l’e
d’un nombre infini de temps de coupure, presque sûrement, à l’aide d’estimations précis
fonction de Green et de son gradient. Cet exemple (à quelques extensions près) appara
le dernier cas non résolu dans l’étude des temps de coupure pour les marches aléatoires
fini sur les groupes finiment engendrés.
 2003 Éditions scientifiques et médicales Elsevier SAS

1. Introduction

Let start with the definition of cut times for random walks on discrete, fini
generated groups. Then, we will give an overview of the known results abou
occurence of cut times along the path of such random walks.

E-mail address:blachere@cict.fr (S. Blachère).
URL address:http://www.lsp.ups-tlse.fr/Fp/Blachere/.
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As we will not deal only with the Heisenberg group (see Definition 2.4), but also
its finite extensions and finite extensions ofZ3 andZ4, we present the definitions for
random walkS(k) on a general group� having polynomial growth of degreeD (see
Definition 2.2). Then, we study the occurrence of cut times on the path of this ra
walk.

DEFINITION 1.1. –A timen is acut timeif

S
([0, n])∩ S

([n+ 1,∞[)= ∅,
whereS([a, b])= {S(k): a � k � b}.

We first remark that every recurrent random walk has no cut times, with probabi
Indeed, the existence of an infinite number of returns to the starting point implie
this point belongs toS([0, n])∩ S([n+ 1,∞[) for all n, almost surely.

Lawler [13] studied the case of the simple random walk onZd . Ford � 2, the simple
random walk is recurrent, so the work deals with the cased � 3. He builds a two-sided
walk (denoted̃S) as an extension of the random walk tok ∈ Z: for k negative,

P
{
S̃(k− 1)= y | S̃(k)= x

}= p(y, x).

Then, each positive cut time for̃S is a cut time forS. For S̃, the probability thatk
is a cut time does not depend onk. Thus, takingk = 0, by symmetry, the problem
reduced to the study of the non-intersection probability of two simple random w
with the same starting point. This quantity has also been studied by Lawler [13].
Lawler proved that, ford � 5, simple random walk has an infinite number of cut tim
with probability 1. He also proved the same result for the simple random walk oZ4

with more complex methods (see [13]). Finally, James and Peres [11] solved
dimensional case and extended the result:

THEOREM 1.2. –Every transient random walk onZd with finite range has an infinit
number of cut times, almost surely.

The case where the random walks are not centered is a simple conseque
the ergodic theorem. For centered random walks, they defined an infinite seque
spheres with an infinite subsequence ofcut spheres. It means that after the first hittin
time of these spheres, with probability 1, the random walk does not come back
the sphere. Hence, as each hitting time of a cut sphere is a cut time, they get the

On groups having polynomial growth of degreeD � 2, every centered (see Defin
tion 3.1) random walk is recurrent. WhenD � 5 (and for discrete groups with supe
polynomial growth), James and Peres [11] adapt the method used by Lawler onZD to
get also the existence, with probability 1, of an infinite number of cut times for sym
ric irreducible random walk with finite range. Actually, this method needs only to
a decay of the type

Pe
{
S(k)= e

}=O
(
k−5/2).

Alexopoulos [1] proved that this occurs even for centered random walk withD � 5 and
for non-centered ones, with any degree (still with finite support). So we are left wit
case of centered random walks on groups of degree 3 or 4.
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WhenD = 3, the group hasZ3 as a sub-group of finite index and whenD = 4,
the group has eitherZ4 or the Heisenberg groupH3 as a sub-group of finite inde
(Proposition 2.5). As every nilpotent, torsion-free group,H3 is isomorphic to a discret
lattice in a nilpotent simply connected Lie group. On this Lie group, we have an
formula for theGreen function(see [6]). Then we can compare its gradient with
one computed on a finite extension of the discrete groupH3 (Corollary 3.3) thanks to
the work of Alexopoulos [1]. Then, we build spheres corresponding to level line
the Green function. On a portion of such a sphere, the gradient of the Green fu
has a lower bound (Proposition 3.5) similar to the one onZD. Thus, the technique
developed by James and Peres can be applied to these portions of spheres, which
to be sufficient to prove the existence of an infinite number of cut times almost s
(Theorem 4.1). We also note that the same techniques work on finite extensionsZ3

or Z4, which completes the study of cut times for random walks, with finite suppor
finitely generated groups (Corollary 4.8).

Finally, note that all these results deal with random walks on which trans
coincide with the existence, with probability 1, of an infinite number of cut tim
However, James [10] gave an example of a graph where the simple random
is transient but get only a finite number of cut times, with probability 1. Thus,
coincidence cannot be a general property.

2. Discrete groups having polynomial growth

We give some definitions from geometric group theory.

DEFINITION 2.1. –Let� be a finitely generated discrete group andV be a symmetric
finite generating set. We callword distance (corresponding toV ) between two elemen
x, y of � the minimal number of generators we need to go frome (identity of�) to x−1y

by right multiplication. We denote this distance|x−1y|.
DEFINITION 2.2. – Let� be a finitely generated discrete group andV be a symmetric

finite generating set. We denoteVol(n)= #B(e,n) the cardinality of the ball of radiusn
for the word distance associated toV . We say that� has a polynomial growthof
degreeD if there is a constantC such that for alln,

C−1nD � Vol(n)�CnD.

By left invariance, this property remains true if we center the balls at anyx ∈ �. The
original definition of the polynomial growth needs only the upper bound of the vol
But since the famous article by Gromov [7], these two definitions are known
equivalent. Moreover, these groups are exactly the finitely generated virtually nilp
groups.

DEFINITION 2.3. –A group� is called virtually nilpotent if � has a nilpotent sub
group�N of finite index.

Let �N be ar-step nilpotent group. Then, its lower central series is

�N = �N
1 ⊇ �N

2 ⊇ · · · ⊇ �N
r+1= e,
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where each�N
i /�

N
i+1 is a finitely generated Abelian group. Bass [2] gives a formula

the degree of growthD(�N) in term of the (torsion-free) rank of the quotients�N
i /�

N
i+1.

Namely,

D
(
�N

)= r∑
i=1

i · rk(
�N
i /�

N
i+1

)
. (1)

By [8, Theorem 7.8], as�N is nilpotent, it has a torsion-free subgroup of finite ind
Then, in any virtually nilpotent group�, there is a nilpotent torsion-free subgroup�′
of �, of finite index.

Outside the Abelian case, a typical example of such a group is the Heisenberg

DEFINITION 2.4. – The Heisenberg groupH3 is the group of the upper triangula
integer-valued(3× 3) matrices with1’s on the diagonal:

M =

 1 x z

0 1 y

0 0 1


 , (x, y, z) ∈ Z3.

It is easy to check thatH3 has polynomial growth of degree 4.
As the subgroup�′ of � defined above, is torsion-free and nilpotent, it is isomorp

to a cocompact lattice in a simply connected nilpotent Lie groupN (see [14]). Then, by
a classification, due to Dixmier [4], of these Lie groups for low dimension, we ge
following result (see [3] for a detailed proof).

PROPOSITION 2.5. – Let � be a discrete group having polynomial growth
degreeD. If D � 3, � has a subgroup�′ of finite index, which is isomorphic toZD.
If D = 4, � has a subgroup�′ of finite index, which is isomorphic toZ4 or H3.

Using this proposition, we will answer the question of the existence of cut time
random walks, with finite support, on finitely generated groups, only with a study oH3

(and some remarks on finite extensions ofH3, Z3 andZ4).
The method we use relies on sharp estimates of the Green function and its gr

These estimates are obtained in Section 3, using exact computation of the Green f
on the Heisenberg Lie group due to Folland [5] and Gaveau [6], and error estimate
the discrete setting, due to Alexopoulos [1]. In Section 4, we adapt the method by
and Peres [11] to prove the existence of infinitely many cut times for random w
on H3, with probability 1.

3. Discrete gradient of the Green function

Let� be a discrete group having polynomial growth. Let�′ be a torsion-free nilpoten
subgroup of� of finite index. We denote byN the simply connected nilpotent Lie grou
in which we can embed�′.

The group�/[�,�] is an Abelian subgroup of�. Hence it can be written asZk × I ,
with I finite.

DEFINITION 3.1. – We say that a probability measure on� is centeredif its
canonical projection onZk is centered.
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l

Let µ be such a measure, with a finite supportU , such thatU generates�. We will

associate toµ a left-invariant sub-LaplacianLµ on N . We denotepµ
t the heat kerne

onN associated toLµ (i.e. the fundamental solution of( ∂
∂t
+Lµ)f = 0). We define the

two Green functions:

for all (h1, h
′
1) in �, Gµ(h1, h

′
1)=

∑
n�0

µn(h−1
1 h′1)

and

for all (h2, h
′
2) in N, Gµ(h2, h

′
2)=

∞∫
0

pµ
t (h2, h

′
2) dt,

whereµn = µ∗n thenth convolution power ofµ andµf (x) =∑
y∈� µ(x−1y)f (y). By

translation invariance, we only need to consider

pµ
t (h)= pµ

t (e, h); Gµ(h)= Gµ(e, h); Gµ(h)=Gµ(e,h).

3.1. Construction of Lµ

We follow the construction of [1]. The Lie algebraN of N can be identified with a
vector space

N∞ =
r⊕

i=1

Ni/Ni+1

with the following Lie bracket:

for h ∈Ni andh′ ∈Nj , [h,h′ ] = [h,h′],
where[h,h′] is the Lie bracket onN .

Let X = {X1, . . . ,Xk} be a basis ofN∞ such that{Xni−1+1, . . . ,Xni } is a basis of
Ni/Ni+1. Here,{ni: i = 0 to r} is a finite increasing sequence withn0 = 0 and, for
i � 1,

ni = dim
i⊕

j=1

Nj /Nj+1.

Fix {gl: l = 0 to p} a coset representative of�/�′, with g0 = e. If h ∈ �′, we can
identify h with an element ofN . Then, we can definePi(h) as theith coordinate ofh
in the basisX. We extendPi to � by sayingPi(hgl)= Pi(h). We define the following
coefficients:

bi(gl)=
∑
h∈�

Pi(glh)µ(h), 1� i � n2;

aij (gl)=
∑
h∈�

Pi(glh)Pj (glh)µ(h), 1� i, j � n1;

ai(gl)= bi(gl), 1 � i � n1.
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of
Now, we define the first order correctorsψj (see [1]) by

ψj(hgl)=
∑
n�0

µnaj (gl), 1� j � n1.

We write

bij (gl)=
∑
h∈�

ψj (glh)Pi(glh)µ(h), 1� i, j � n1.

Finally, we define the coefficients

qij = 〈
(1/2)aij + bij

〉
, 1� i, j � n1,

and

qi = 〈bi〉, n1 < i � n2,

where〈f 〉 = (1/(p+ 1))
∑p

l=0f (gl). Then, we define the sub-Laplacian as

Lµ =− ∑
1�i,j�n1

qijXiXj −
∑

n1<i�n2

qiXi. (2)

It is constructed in such a way that we can compare the asymptotic behaviorµn

andpµ
n . It is called thehomogenized sub-Laplacianassociated toµ (see [1]).

When� is nilpotent and torsion-free, we take the same definition with� = �′. We
remark thatψj ≡ 0 in this case.

3.2. Error estimates

We define the discrete gradient of a functionf in the directionw ∈U , by

∇wf (h)=
∣∣f (hw)− f (h)

∣∣.
And,

∇f (h)=max
w∈U ∇wf (h).

Recall that any elementh in �′ can be identified with an element ofN . From [1], we
have

THEOREM 3.2. – Let� be a discrete group having polynomial growth of degreeD,
then for all ε ∈ (0,1), there exists a constantC such that, for allw ∈ U , h ∈ �′, and
gl ∈ �/�′
∣∣∣∣∇wµ

n(hgl)−∇wp
µ
n (h)−

∑
j�n1

(∇wψ
j(e)

)
Xjp

µ
n (h)

∣∣∣∣ �Cn−(D+1+ε)/2 exp
(
−|hgl|

2

Cn

)
.

From this, we deduce error estimates for the gradient of the Green function.
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d by
COROLLARY 3.3. – If � is a discrete group having polynomial growth of degreeD,
then for all ε ∈ (0,1), there exists a constantC such that, for allw ∈ U , h ∈ �′, and
gl ∈ �/�′∣∣∣∣∣∇wG

µ(hgl)−∇wGµ(h)− ∑
j�n1

(∇wψ
j(e)

) ∞∫
0

Xjp
µ
t (h) dt

∣∣∣∣∣ � C|hgl|1−D−ε.

Proof. –We integrate the result of Theorem 3.2.∣∣∣∣∣∇wG
µ(hgl)−∇wGµ(h)− ∑

j�n1

(∇wψ
j(e)

) ∞∫
0

Xjp
µ
t (h) dt

∣∣∣∣∣
�

∑
n�0

∣∣∣∣∇wµ
n(hgl)−∇wp

µ
n (h)−

∑
j�n1

(∇wψ
j (e)

)
Xjp

µ
n (h)

∣∣∣∣
+∑

n�0

∣∣∣∣∣∇wp
µ
n (h)−

n+1∫
n

∇wp
µ
t (h) dt

∣∣∣∣∣
+ ∑

j�n1

(∇wψ
j(e)

) ∑
n�0

∣∣∣∣∣Xjp
µ
n (h)−

n+1∫
n

Xjp
µ
t (h) dt

∣∣∣∣∣.
By Theorem 3.2, the first term of the right hand side can be easily bounde
c|hgl|1−D−ε. For the second term, using [15, Theorem VIII 2.7], we get

∑
n�0

∣∣∣∣∣∇wp
µ
n (h)−

n+1∫
n

∇wp
µ
t (h) dt

∣∣∣∣∣
=∑

n�0

∣∣∣∣∣
n+1∫
n

t∫
n

(
−∇w

∂

∂s
pµ
s (h)

)
ds dt

∣∣∣∣∣
� c

∑
n�0

∣∣∣∣∣
n+1∫
n

t∫
n

s−(D+3)/2 exp
(
−|h|

2

Cs

)
ds dt

∣∣∣∣∣
� c′|h|−D−1.

Likewise for the third term, we get

∑
n�0

∣∣∣∣∣Xjp
µ
n (h)−

n+1∫
n

Xjp
µ
t (h) dt

∣∣∣∣∣
� c

∑
n�0

∣∣∣∣∣
n+1∫
n

t∫
n

s−(D+3)/2 exp
(
−|h|

2

Cs

)
ds dt

∣∣∣∣∣
� c′|h|−D−1.

This completes the proof.✷
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Remark3.4. – When� is nilpotent and torsion-free, we can remove the te
depending on theψj ’s in the previous results.

Now, we consider the case where� is finite extension ofH3, soD = 4. The associate
Lie groupN is R3 with the following product:

(x, y, z)(x′, y′, z′)= (
x + x′, y + y′, z+ z′ + (1/2)(xy′ − x′y)

)
.

Let Ñ be alsoR3, but with the product:

(x, y, z)(x′, y′, z′)= (
x + x′, y + y′, z+ z′ − 2(xy′ − x′y)

)
.

We give this other definition of the Heisenberg group in order to use results from Fo
[5] and Gaveau [6].

As �/[�,�] is finitely generated and Abelian,�/[�,�] � Z2× I , whereI is finite.
Letµ1 be the canonical projection ofµ onZ2. By assumption,µ1 is centered with finite
supportU1, which generatesZ2. LetQ1 be the symmetric positive definite matrix who
entries are the coefficients(qij ) defined above. We define an isomorphismφ :N→ Ñ :

φ(x, y, z)= (ax + by, bx + cy, dz) (3)

with a = |Q1|1/2+ q22, b =−q12, c= |Q1|1/2+ q11, andd =−4[2|Q1| + |Q1|1/2(q11+
q22)]. Let

X1= ∂

∂x
− 1

2
y
∂

∂z
, X2= ∂

∂y
+ 1

2
x
∂

∂z
, and X3= ∂

∂z
. (4)

The setX = {X1,X2,X3} is a set of left-invariant vector fields, basis of the Lie alge
associated toN . We writepµ

t (x, y, z) the fundamental solution inN of ( ∂
∂t
+Lµ)f = 0.

The expression (2) ofLµ is

Lµ =−q11X
2
1 − q22X

2
2 − q12(X1X2+X2X1)− q3X3.

Then, we check thatpµ
t ◦ φ−1 is the fundamental solution iñN of the equation

(
∂

∂t
− β

2
2K − βδ

∂

∂z

)
f = 0,

where

β = 4|Q1|3/2+ 2|Q1|(q11+ q22) and δ =−2q3|Q1|−1/2

and2K is theKohn Laplacian, defined by

2K = ∂2

∂x2
+ ∂2

∂y2
+ 4y

∂2

∂x∂z
− 4x

∂2

∂y∂z
+ 4

(
x2+ y2) ∂2

∂z2
.

Folland [5] and later Gaveau [6] have computed the explicit form of this solution
then the expression of the associated Green function. We get
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G̃µ(x, y, z)=Gµ ◦ φ−1(x, y, z)

= [(x2+ y2)2+ z2]−1/2

β(1+ exp(−δπ/2)) exp
(
δ

2
arctan

(
x2+ y2

z

))
. (5)

Let h= (h1, h2, h3). We define a distance from the origin| · |K onH3, called theKoranyi
distance:

|h|K = [(
h2

1+ h2
2

)2+ h2
3

]1/4
. (6)

This distance can be compared to the word distance on� (roughly-isometric toH3)
since, by [9, Theorem 5.1] and (5), there exists a constantC such that, for allh in H3

andl,

C−1|hgl|� |h|K � C|hgl| ,
wherehgl is the unique decomposition defined above. For positive real numbersα,M ,
we define also the subsetsS(α,M) of � by

S(α,M)= {
g = hgl ∈ �: h2

1+ h2
2 � α|h3|, c1h1+ c2h2 <−M, and

c3h1+ c4h2 <−M}
,

where the constantsc1, c2, c3, c4 will be fixed below.

PROPOSITION 3.5. – There is a positive constantc = c(α), such that for allg ∈
S(α,0),

∇Gµ(g)� c|g|−3.

Proof. –We writeφ(h)=H = (H1,H2,H3). Then

(
c2+ b2) |Q1|

β2
H 2

1 +
(
a2+ b2) |Q1|

β2
H 2

2 − 2b(a + c)
|Q1|
β2

H1H2

= h2
1+ h2

2 � α|h3| = α

|d| |H3|.
It implies that there is a positive constantγ , which depends only onµ1, such that

H 2
1 +H 2

2 � γ α|H3|. (7)

We write φ(w) = W = (W1,W2,W3), and soφ(w)φ(h) = WH = (H1 + W1,H2 +
W2,H3+W3− 2(W1H2−W2H1)). We need to bound from below

∇wGµ(h)= ∣∣G̃µ
(
φ(w)φ(h)

)− G̃µ
(
φ(h)

)∣∣.
Using (7) and the boundedness ofφ(U), we get

|H |4K − |WH |4K = 4
((
H 2

1 +H 2
2

)
(W1H1+W2H2)+H3(W2H1−W1H2)

)+O
(|H |2K)

,

and (|H |2K + |WH |2K
)|H |2K |WH |2K = 2|H |6K

(
1+ o(1)

)
,

where the o(1) tends to 0 when|H |K goes to infinity.



630 S. BLACHÈRE / Ann. I. H. Poincaré – PR 39 (2003) 621–638

in
Let u = (H1,H2) andu′ = (−H2,H1) be two vectors inR2. Let W̃1 andW̃2 be the
coordinates of(W1,W2) in the basis(u/‖u‖, u′/‖u′‖). Here,‖.‖ is the Euclidean norm
on R2. Let v = ((H 2

1 +H 2
2 )/|H |2K,H3/|H |2K) in the basis(u/‖u‖, u′/‖u′‖). We get

|H |−2
K − |WH |−2

K = 2
(
H 2

1 +H 2
2

)1/2|H |−4
K 〈W̃ , v〉(1+ o(1)

)
. (8)

Likewise we get

arctan
(
H 2

1 +H 2
2

H3

)
− arctan

(
(H1+W1)

2+ (H2+W2)
2

H3+W3− 2(W1H2−W2H1)

)

= 2
(
H 2

1 +H 2
2

)1/2|H |−4
K

〈
W̃ , (β/2)v′

〉(
1+ o(1)

)
, (9)

with v′ = (−H3/|H |2K, (H 2
1 +H 2

2 )/|H |2K) in the basis(u/‖u‖, u′/‖u′‖). So, (7), (8) and
(9) yields

∇wGµ(h)� c
(
H 2

1 +H 2
2

)1/2|H |−4
K

∣∣〈W̃ ,
(
v+ (β/2)v′

)(
1+ β2/4

)−1/2〉∣∣. (10)

At this point, we need a technical lemma. The setφ(U1) is bounded and it generatesZ2.

LEMMA 3.6. – LetK =maxW∈φ(U1) ‖W‖. There is a strictly positive constantC(K)

such that for allW and W ′ �= 0 in φ(U1), non collinear, and for allv ∈ V = {v ∈
R2: ‖v‖ = 1},

max
{∣∣〈W,v〉∣∣; ∣∣〈W ′, v〉∣∣} � C(K).

Proof. –We writeW = (W1,W2) andW ′ = (W ′
1,W

′
2). We can take‖W‖� ‖W ′‖. As

W andW ′ have integer coordinates,‖W‖� 1. Then

max
{∣∣〈W,v〉∣∣; ∣∣〈W ′, v〉∣∣} � max

{∣∣cos(v̂,W)
∣∣; ∣∣cos(v̂,W ′)

∣∣}.
The infimum of the right term, overv ∈ V , is attained for

v = W/‖W‖ −W ′/‖W ′‖
‖(W/‖W‖ −W ′/‖W ′‖)‖ .

So,

{
max

{∣∣〈W,v〉∣∣; ∣∣〈W ′, v〉∣∣}}
� sin

(∣∣(Ŵ,W ′)
∣∣/2)

� 1

2
sin

∣∣(Ŵ,W ′)
∣∣

� 1

2K2
|W1W

′
2−W ′

1W2|.
If W1 = 0, thenW ′

1W2 �= 0, and ifW ′
1 = 0, thenW1W

′
2 �= 0. So,|W1W

′
2 −W ′

1W2| � 1
is true in both cases. Now, supposeW1W

′
1 �= 0. As there is a finite number of vectors

φ(U1), we get, under the hypothesis of the lemma,

min
W1W

′
1 �=0
|W2/W1−W ′

2/W
′
1|� c(K).

The lemma follows. ✷
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As φ(U1) contains more than two elements, by Lemma 3.6 and (10), we get for|h|K
large enough,

∇Gµ(h)= max
W∈φ(U1)

∇wGµ(h)� c
[(
H 2

1 +H 2
2

)2+H 2
3

]−3/4 � c′|h|−3
K . (11)

Now, we compute
∫∞

0 Xjp
µ
t (h) dt for j = 1,2. Aspµ

t (h) andXjp
µ
t (h) are continuous

in t andh (see [6] for an explicit formula ofpµ
t (h)),

∞∫
0

Xjp
µ
t (h) dt =XjGµ(h).

We denote

A(h)= [(H 2
1 +H 2

2 )
2+H 2

3 ]−3/2

β(1+ exp(−δπ/2)) exp
(
δ

2
arctan

(
H 2

1 +H 2
2

H3

))(
H 2

1 +H 2
2

)
.

For j = 1, using (3), (4), (5) and the definition ofS(α,M),

X1Gµ(h)>−2A(h)
[(
a2+ b2)h1+ (

b(a + c)− δ/8
)
h2

+ c(α)
∣∣(a2+ b2)δh1+ (

b(a + c)δ + 1/4
)
h2

∣∣],
and

X2Gµ(h)=−2A(h)
[(
b(a + c)+ δ/8

)
h1+ (

b2+ c2)h2

+ c(α)
∣∣(b(a + c)δ − 1/4

)
h1+ (

b2+ c2)δh2
∣∣],

where the constantc(α) goes to 0 whenα tends to infinity. So,X1Gµ(h) > 0 and
X2Gµ(h) > 0 under the hypothesis(

a2+ b2)h1+ (
b(a + c)− δ/8

)
h2

+ c(α)
∣∣(a2+ b2)δh1+ (

b(a + c)δ + 1/4
)
h2

∣∣ < 0

and (
b(a + c)+ δ/8

)
h1+ (

b2+ c2)h2

+ c(α)
∣∣(b(a + c)δ − 1/4

)
h1+ (

b2+ c2)δh2
∣∣ < 0.

The two lines ofR2 defined by(a2 + b2)h1+ (b(a + c)− δ/8)h2 = 0 and(b(a + c)+
δ/8)h1 + (b2 + c2)h2 = 0 are not parallel because(a2 + b2)(b2 + c2) − b2(a + c)2 +
δ2/64= |Q1| + δ2/64> 0. So, forα large enough, there exist constantsc1, c2, c3, c4

such that, for|h|K large enough, the above hypothesis is satisfied when

c1h1+ c2h2 < 0, and c3h1+ c4h2 < 0.

Finally, as∇wψ
j (e) > 0 for all w andj (by definition of∇w), we get

∇wψ
1(e)X1Gµ(h)+∇wψ

2(e)X2Gµ(h) > 0.

Then the result follows from Corollary 3.3 and (11).✷
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When� is a finite extension ofZd , then the associated Lie group isRd with the usual
additive law. So, up to an isomorphism, withXj = ∂j , Lµ is the usual Laplacian an
thenpµ

t (h) is the fundamental solution of the usuald-dimensional heat equation. If w
write h in an appropriated basis depending on the covariance matrixQ1 associated toµ,
then, as soon ashj < 0, we get

∞∫
0

Xjp
µ
t (h) > 0.

Using Corollary 3.3 and the well-known estimate∇Gµ(h) � c‖h‖1−d (see [11] for
instance), we get

∇Gµ(g)� c‖g‖1−d

as soon asgj < 0 for all j . Here‖ · ‖ denotes the Euclidean norm.

4. Cut times for random walks on H3

Following the introduction, we study the occurrence of cut times for random w
with finite support, which generatesH3. Our result is the following

THEOREM 4.1. – Let S(k) be a random walk on�, a finite extension ofH3 such
that the transition probabilityµ(x) has a finite support and generates�. ThenS(k) has
infinitely many cut times, almost surely.

We adapt the proof given in [11] forZ4. For simplicity, we remove the exponentµ for
the Green function.

By translation invariance, we can takeS(0) = e, the identity of �. We denote
G(x) = G(e, x) the Green function on� associated toµ, andU is the finite suppor
of µ, which is also a finite generating set of�. We define a sequence of spheres∂B(n)

which can be seen as “level lines” ofG(x) by setting

B(n)= {
x ∈ �: G(x) � (δ/n)2

}
, (12)

∂B(n)= {
x ∈ B(n): xU contains somey /∈ B(n)}.

Here,δ is a suitable constant such that the following lemma is true. For complete
we write its short proof taken from [11].

LEMMA 4.2 [11, Lemma 2.3]. –Let r(n) = (δ/n)2 and R(n) = (1+ 1/n)(δ/n)2.
Then for alln� 1 andx ∈ ∂B(n), the Green function satisfiesr(n)�G(x) �R(n).

Proof. –Sincex ∈ B(n), the definition ofB(n) gives the lower bound. Asx ∈ ∂B(n),
it has a neighbory /∈ B(n). So, [9, Theorem 5.1] and (12) yield(c1|y|)−2 � G(y) <

(δ/n)2, hence|y| > n/(c1δ). Again by [9, Theorem 5.1], we get∇G(y) � (δc1c2/n)
3.

Finally,

G(x) �G(y)+∇G(y) �
(

1+ δ(c1c2)
3

n

)(
δ

n

)2

� R(n),

as soon asδ � (c1c2)
−3. ✷
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The aim is to prove that∂B(n) is a cut sphere for infinitely manyn, almost surely
That implies the existence of infinitely many cut times, almost surely.

DEFINITION 4.3. –The sphere∂B(n) is acut spherefor S(k) if

S
([
τ(n)+ 1,∞))∩B(n)= ∅,

whereτ(n)= inf{k � 1: S(k) ∈ ∂B(n)}.
In [11], James and Peres need to be onZ4 to use a lower bound for the gradient of t

Green function of the type

∇G(x) � Cd(x)−3, (13)

where C is some positive constant andd(x) the smallest radius of a ballB(n)
containingx. Such an inequality cannot hold in general. For instance onH3, taking
x = (0,0, z) with z > 0, leads tod(x) � c

√
z by looking at the Koranyi distance

With (5), we can compute∇G(x) as in the proof of Proposition 3.5 and get, forz large
enough,∇G(x) � c′z−2 � c′′d(x)−4. Therefore, by Corollary 3.3 and Remark 3.4,
all ε ∈ (0,1), there exists a constantc such that

∇G(x) � cd(x)−4+ε.

On �, by [9, Theorem 5.1] and Proposition 3.5, the inequality (13) is satisfied
x ∈ S(α,0) with a constantC depending onα. It will appear to be sufficient to prov
Theorem 4.1.

Now, we use (13) to build a path of bounded length from a point in∂B(n)∩S(2α,M)

(with M large enough) to∂B(n+ 1)∩ S(α,0).
LEMMA 4.4. – There exist three constantsJ , N0 andM0 such that for everyn�N0,

M �M0, and for anyx ∈ ∂B(n)∩ S(2α,M), there is a finite pathx0= x, x1, . . . , xj of
lengthj � J that ends in∂B(n+ 1) ∩ S(α,0) and such thatxi ∈ xi−1U andxi /∈ B(n)

for i � 1.

Proof. –By the definition of∂B(n), there existsx1 ∈ xU with x1 /∈ B(n). Oncexi is
defined, we choosexi+1 ∈ xiU such thatG(xi+1)=minz∈xiU G(z). SinceG is harmonic
on�\{e}, the sequence{G(xi)} is strictly decreasing. AsG vanishes at infinity, we ca
choosej such thatG(xj )� r(n+ 1) >G(xj+1). We have

j ·min
i<j

[
G(xi)−G(xi+1)

]
�G(x1)−G(xj ).

By Lemma 4.2,

G(x1)−G(xj )�R(n)− r(n+ 1)� C1n
−3

for some constantC1. Moreover, by definition of∇G and harmonicity ofG, we get that
there is a constantC0 such that

G(xi)−G(xi+1)� C0∇G(xi).
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By (13), for allx ∈ S(α,0)∩ (Bc(n)∪ ∂B(n)), there exists a constantC2 such that

∇G(x) � C2n
−3.

We writeJ = C0C2/C1. At a bounded distance ofx = (a1, a2, a3), the third coordinate

cannot change of more than a O(
√
a2

1 + a2
2 ). In the same time,a2

1 + a2
2 changes of a

bounded value. Asx ∈ S(2α,M), for n andM large enough, we havexi ∈ S(α,0) for
all i � J , and the result follows. ✷

From this lemma and the fact thatU is bounded, we get that, for allx ∈ ∂B(n) ∩
S(2α,M), with n large enough,

Px
{
S(k) visits ∂B(n+ 1) before∂B(n)

}
� pJ

min

wherepmin=miny∈U P{S(1)= y}.
From [11], we get

LEMMA 4.5 [11, Lemma 2.4]. –There exist a realC and an integerN0 such that for
all n,m (N0 � n <m) and all starting pointx ∈ ∂B(n+ 1),

m

Cn(m− n)
� Px

{
S(k) visits∂B(m) before∂B(n)

}
� Cm

n(m− n)

and consequently for allx ∈ ∂B(n+ 1),

1

Cn
� Px

{
S(k) never visits∂B(n)

}
� C

n
.

We define new spheres∂ ′B(n)⊂ ∂B(n) as the “internal part” of∂B(n). Namely,

∂ ′B(n)= {
x ∈ ∂B(n): xUcontains somey ∈ B(n)\∂B(n)}.

We need a lower bound for the harmonic measure:

LEMMA 4.6. – There exists a constantK such that for every setD ∈ ∂ ′B(n) ∩
S(2α,M)

h
(
∂ ′B(n),D

)
�K(#D)n−3,

whereh(∂ ′B(n), .) is the hitting probability of∂ ′B(n).

Proof. –We only need to prove the statement forD = {z} and conclude for a gener
D by summing over all its elements. We denoteσ (n)= τ(n) ∧ τe, whereτe is the first
hitting time ofe. We define thestopped Green function:

∀x, y ∈ B(n), Gn(x, y)=
∑
k�0

Px
{
S(k)= y, k � τ(n)

}
.

By the same argument used in Lemma 4.4, there is a path of length at mostJ from
any point in∂B(n)∩ S(2α,M) to ∂B(n− 1)∩ S(α,0). So, if we denotẽS the reversed
random walk,
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]

all
h
(
∂ ′B(n), {z})= P

{
S
(
τ(n)

)= z
}

� P
{
S
(
σ (n)

)= z
}= Pz

{
S̃
(
σ (n)

)= e
}

� pJ
min min

y∈∂B(n−1)∩S(α,0)
Py

{
S̃
(
σ (n)

)= e
}
.

But

G̃n(y, e)= G̃n(e, e)Py
{
S̃
(
σ (n)

)= e
}
.

And, for y ∈ ∂B(n− 1), by Lemma 4.2

G̃n(y, e)= G̃(y, e)−Ey
{
G̃

(
S̃
(
τ(n)

)
, e

)}
=G(e, y)−Ey

{
G

(
e, S̃

(
τ(n)

))}
�

(
δ

n− 1

)2

−
(

1+ 1

n

)(
δ

n

)2

�
(
δ

n

)3

.

Hence, as̃Gn(e, e)� G̃(e, e), we get for some constantK

h
(
∂ ′B(n), {z}) �Kn−3. ✷

LEMMA 4.7. – There exists constantsc1 andγ > 1 such that for anyp large enough,

γ p+1∑
n=γ p

Vol
(
∂ ′B(n)∩ S(2α,M)

)
� c1γ

4p. (14)

Proof. –Let B̃(n) be the balls ofÑ (the Lie group associated to�, defined in
Section 3) defined likeB(n) in the discrete setting. We also define the ballsB̃�(n) on�
as follows:

B̃�(n)= {
g = hgl ∈ �: h ∈ B̃(n)}.

Here, we identify the elements ofH3 and Ñ . As � is a finite extension ofH3 and
∇G(g)� c|g|−3 (see [9]), there is a constantC such that for allh andl,

C−1G(h)�G(hgl)� CG(h).

Moreover, the two Green functions, in� and inÑ , are of order|h|−2
K by [9, Theorem 5.1

and (5). So, there is a constantγ > 1 such that forn large enough,

B(n)⊂ B̃�

(
(γ + 2)n/3

)⊂ B̃�

(
(2γ + 1)n/3

)⊂B(γ n).

As we know the exact expression (5) of the Green functionG̃ in Ñ , we deduce that

Vol
([
B(γ n)\B(n)]∩ S(4α,2M)

)
� cVol

([
B̃

(
(γ + 2)n/3

)\B̃(
(γ + 1)n/3

)]∩ S(4α,2M)
)
� c′n4,

for some constantsc andc′. The same argument used in Lemma 4.4 gives that, forn
large enough and for each pointy in [B(n+1)\B(n)] ∩S(4α,2M), there is a path from
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rt,
y to ∂ ′B(n)∩S(2α,M) of length at mostJ . And, as the random walk has finite suppo
there exists a constantν such that, each point has at mostν accessible points. So,

Vol
([
B(n+ 1)\B(n)]∩ S(4α,2M)

)
� #

{
y: ∃x ∈ ∂ ′B(n)∩ S(2α,M),

∣∣x−1y
∣∣ � J

}
� νJ Vol

(
∂ ′B(n)∩ S(2α,M)

)
.

So, if we denotecJ = c′/νJ , for anyp large enough,

γ p+1∑
n=γ p

Vol
(
∂ ′B(n)∩ S(2α,M)

)
� c1γ

4p. ✷
We will now complete the proof of Theorem 4.1. We define the event Cutn by

Cutn = {
∂B(n) is a cut sphere andS

(
τ(n)

) ∈ S(2α,M)
}
.

By Lemma 4.5, we get

P{Cutn}� P
{
∂B(n) is a cut sphere

}
� max

x∈∂B(n+1)
Px

{
S(k) never visits∂B(n)

}
� C

n
.

Then, forN0 � n <m,

P{Cutn ∩Cutm}� max
x∈∂B(n+1)

Px
{
S(k) visits ∂B(m) before∂B(n)

}
× max

y∈∂B(n+1)
Py

{
S(k) never visitsB(m)

}

� Cm

n(m− n)

C

m
� C2

n(m− n)
.

So,
N∑

n,m=N0

P{Cutn ∩Cutm}� 2
∑

N0�n<m�N

C2

n(m− n)
+

N∑
n=N0

C

n
�C ′ lnN,

for some constantC ′. By Lemmata 4.4 and 4.5, we get

P
{
Cutn | S(

τ(n)
) ∈ S(2α,M)

}
� pJ

min

n
.

So, Lemma 4.6 implies

P{Cutn} =P
{
Cutn | S(

τ(n)
) ∈ S(2α,M)

}
P

{
S
(
τ(n)

) ∈ S(2α,M)
}

� c
Vol(∂ ′B(n)∩ S(2α,M))

n4
.

Moreover,

N∑
n=N0

P{Cutn}�
K∑

k=K0

γ k+1∑
n=γ k

P{Cutn},

with K0= [logγ N0] + 1 andK = [logγ N] − 1. Hence, by Lemma 4.7,
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N∑
n=N0

P{Cutn}� c

K∑
k=K0

γ k+1∑
n=γ k

Vol(∂ ′B(n)∩ S(2α,M))

n4

� c

K∑
k=K0

γ 4(k+1)
I k+1∑
n=I k

Vol
(
∂ ′B(n)∩ S(2α,M)

)
�C ′′ lnN,

for some constantC ′′. By the Kochen–Stone Lemma [12], there exists a strictly pos
constantε such that,

P{Cutn i.o.}� lim sup
N→∞

(
∑N

n=1 P{Cutn})2∑N
n,m=1 P{Cutn ∩Cutm}

� ε > 0.

Now, if we fix the firstk steps(e, x1, . . . , xk) of the random walk, we can chooseN0

large enough so that we still have

P
{
Cutn i.o. | S(0)= e, . . . , S(k)= xk

}
� ε > 0.

But, whenn tends to infinity, the left hand side tends to1{Cutn i.o.}. Therefore we obtain
P{Cutn i.o.} = 1, which implies the result.

The same argument works when� is a finite extension ofZd using

S(M)= {g = hgl ∈ �: ∀j, hj <−M},
where(hj ) are the coordinates ofh in a basis depending on the covariance matrixQ1

associated toµ. The use of the constantM appears, as for the extensions ofH3, in the
proof of Lemma 4.4.

By Proposition 2.5, whenD = 3, � is isomorphic to a finite extension ofZ3. When
D = 4, � is isomorphic to a finite extension ofZ4 or H3. Thus, Theorem 4.1 togeth
with [11] and the remark in the introduction about non-centered and centered (bu
symmetric) random walks, leads to the following corollary.

COROLLARY 4.8. – Every transient random walk, with finite support on a finit
generated group, has infinitely many cut times, almost surely.
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