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#### Abstract

The Kashiwara-Vergne (KV) conjecture states the existence of solutions of a pair of equations related with the Campbell-Baker-Hausdorff series. It was solved by Meinrenken and the first author over $\mathbf{R}$, and in a formal version, by two of the authors over a field of characteristic 0 . In this paper, we give a simple and explicit formula for a map from the set of Drinfeld associators to the set of solutions of the formal KV equations. Both sets are torsors under the actions of prounipotent groups, and we show that this map is a morphism of torsors. When specialized to the KZ associator, our construction yields a solution over $\mathbf{R}$ of the original KV conjecture.


## Introduction and main results

The Kashiwara-Vergne conjecture. - The desire to understand Duflo's theorem according to which there is an algebra isomorphism $U(\mathfrak{g})^{\mathfrak{g}} \simeq S(\mathfrak{g})^{\mathfrak{g}}$, where $\mathfrak{g}$ is a finite dimensional Lie algebra over $\mathbf{k}=\mathbf{R}$ or $\mathbf{C}$, led Kashiwara and Vergne to the following conjecture:

Conjecture $\mathbf{1}$ (See [KV]). - For $\mathfrak{g}$ as above, there exists a pair of Lie series $\mathrm{A}(x, y), \mathrm{B}(x, y) \in$ $\hat{f}_{2}^{\mathbf{k}}$, such that:

$$
\begin{aligned}
& (\mathrm{KV} 1) x+y-\log \left(e^{y} e^{x}\right)=\left(1-e^{-\mathrm{ad} x}\right)(\mathrm{A}(x, y))+\left(e^{\mathrm{ad} y}-1\right)(\mathrm{B}(x, y)) ; \\
& \text { (KV2) A, B give convergent power series on a neighborhood of }(0,0) \in \mathfrak{g}^{2} \text {; } \\
& \text { (KV3) } \operatorname{tr}_{\mathfrak{g}}\left((\operatorname{ad} x) \partial_{x} \mathrm{~A}+(\operatorname{ad} y) \partial_{y} \mathrm{~B}\right)=\frac{1}{2} \operatorname{tr}_{\mathfrak{g}} \frac{\mathrm{ad} x}{e^{\mathrm{ad} x}-1}+\frac{\mathrm{ad} y}{e^{\mathrm{ad} y}-1}-\frac{\operatorname{ad} z}{e^{\mathrm{dd} z} z-1}-1 \text { ) (identity of } \\
& \text { analytic functions on } \mathfrak{g}^{2} \text { near the origin), where } z=\log e^{x} e^{y} \text { and for }(x, y) \in \mathfrak{g}^{2} \text {, } \\
& \left(\partial_{x} \mathrm{~A}\right)(x, y) \in \operatorname{End}(\mathfrak{g}) \text { is } a \mapsto \frac{d}{d t \mid=0} \mathrm{~A}(x+t a, y),\left(\partial_{y} \mathrm{~B}\right)(x, y)(a)=\frac{d}{d t \mid=0} \mathrm{~B}(x, y+ \\
& t a) \text {. }
\end{aligned}
$$

Here $\hat{\mathfrak{f}}_{2}^{\mathbf{k}}$ is the topologically free $\mathbf{k}$-Lie algebra with generators $x, y$. For $\mathbf{k}=\mathbf{R}$, this conjecture implies an extension of the Duflo isomorphism to germs of invariant distributions on the Lie algebra $\mathfrak{g}$ and on the corresponding Lie group $G$ (the product on distributions being defined by convolution). This extension was first proved in [AST], independently of the KV conjecture.

The KV conjecture triggered the work of several authors (for a review see [T2]). In particular, Kashiwara-Vergne settled it for solvable Lie algebras [KV], Rouvière gave a proof for $\mathfrak{s l}_{2}[\mathrm{R}]$, and Vergne [V] and Alekseev-Meinrenken [AM1] proved it for quadratic Lie algebras; it turns out [AT1] that in the latter case all solutions of equation (KV1) solve equation (KV3). All these constructions lead to explicit formulas for solutions of the KV conjecture, which are both rational and independent of the Lie algebra $\mathfrak{g}$ in the considered class. The general case was settled in the positive by AlekseevMeinrenken [AM2] using Kontsevich's deformation quantization theory and results in
[ T 1$]$. The corresponding solution ( $\mathrm{A}, \mathrm{B}$ ) is universal, i.e., independent of the Lie algebra $\mathfrak{g}$; the series A, B are defined over $\mathbf{R}$, and expressed as infinite series where coefficients are combinations of Kontsevich integrals on configuration spaces and integrals over simplices. The values of most of these coefficients remain unknown.

An approach based on associators. - In [AT2], two of the authors proposed a new approach to the KV problem, related to the theory of Drinfeld associators [Dr]. Recall first that an associator with coupling constant 1 defined over a $\mathbf{Q}$-ring $\mathbf{k}$ is a series $\Phi(x, y) \in \exp \left(\hat{f}_{2}^{\mathbf{k}}\right)$, such that

$$
\log \Phi(x, y)=-\frac{1}{24}[x, y]+\text { terms of degree } \geq 2
$$

$$
\begin{gather*}
\Phi(y, x)=\Phi(x, y)^{-1}, \quad \Phi(x, y) e^{x / 2} \Phi(-x-y, x) e^{-(x+y) / 2} \Phi(y,-x-y) e^{y / 2}=1,  \tag{1}\\
\Phi\left(t_{23}, t_{34}\right) \Phi\left(t_{12}+t_{13}, t_{24}+t_{34}\right) \Phi\left(t_{12}, t_{23}\right)=\Phi\left(t_{12}, t_{23}+t_{24}\right) \Phi\left(t_{13}+t_{23}, t_{34}\right),
\end{gather*}
$$

the last relation taking place in the group $\exp \left(\hat{\mathbf{t}}_{4}^{\mathbf{k}}\right)$, where $\mathfrak{t}_{4}^{\mathbf{k}}$ is the $\mathbf{k}$-Lie algebra with generators $t_{i j}, 1 \leq i \neq j \leq 4$ and relations $t_{j i}=t_{i j}$ and $\left[t_{i j}, t_{i k}+t_{j k}\right]=\left[t_{i j}, t_{k l}\right]=0$ for $i, j, k, l$ distinct; $\hat{\mathfrak{t}}_{4}^{\mathbf{k}}$ is its degree completion, where the generators $t_{i j}$ have degree 1 ; and if $\mathfrak{a}$ is a pronilpotent Lie algebra, the $\operatorname{group} \exp (\mathfrak{a})$ is isomorphic to $\mathfrak{a}$, equipped with the Campbell-Baker-Hausdorff product.

We now describe the approach of [AT2]. For any set $S$, let $f_{S}^{\mathbf{k}}$ be the free $\mathbf{k}$-Lie algebra generated by $S$ and $\hat{\mathfrak{f}}_{S}^{\mathbf{k}}$ its degree completion (where elements of $S$ have degree 1 ).

We define a group structure on $\operatorname{Taut}_{S}(\mathbf{k}):=\exp \left(\hat{f}_{S}^{\mathbf{k}}\right)^{\text {S }}$ as follows: we have a map $\theta: \operatorname{Taut}_{\mathrm{S}}(\mathbf{k}) \rightarrow \operatorname{Aut}\left(\exp \left(\hat{f}_{\mathrm{S}}^{\mathbf{k}}\right)\right)$, given by $g=\left(g_{s}\right)_{s \in \mathrm{~S}} \mapsto \theta(g)=\left(e^{s} \mapsto \operatorname{Ad}_{g_{s}}\left(e^{s}\right)\right)$. We set $g \circ$ $h=k$, where $k_{s}:=\theta(g)\left(h_{s}\right) g_{s}$. Then $\theta$ is a group morphism.

We define a Lie algebra structure on $\mathfrak{t d e r} \mathrm{r}_{\mathrm{S}}^{\mathbf{k}}:=\left(\mathfrak{f}_{\mathrm{S}}^{\mathbf{k}}\right)^{\mathrm{S}}$ by $[u, v]=w$, where $w_{s}=$ $d \theta(u)\left(v_{s}\right)-d \theta(v)\left(u_{s}\right)+\left[u_{s}, v_{s}\right]$, and $d \theta: \mathfrak{t d e r} \mathrm{r}_{\mathrm{S}}^{\mathbf{k}} \rightarrow \operatorname{Der}\left(\mathrm{f}_{\mathrm{S}}^{\mathbf{k}}\right)$ maps $u=\left(u_{s}\right)_{s \in \mathrm{~S}}$ to $d \theta(u): s \mapsto$ [ $\left.u_{s}, s\right]$. The map $d \theta$ is then a Lie algebra morphism. The degree completion $\widehat{\mathfrak{t d e r}}_{\mathrm{S}}^{\mathbf{k}}$ of $\mathfrak{t d e r} \mathrm{k}_{\mathrm{S}}^{\mathbf{k}}$ is the Lie algebra of Tauts $(\mathbf{k})$.

The Lie algebra $\mathfrak{t}_{\mathrm{S}}^{\mathbf{k}}$ is presented by generators $t_{s s^{\prime}}, s \neq s^{\prime} \in \mathrm{S}$, and relations $t_{s^{\prime} s}=t_{s s^{\prime}}$, $\left[t_{s s^{\prime}}+t_{s s^{\prime \prime}}, t_{s^{\prime} s^{\prime \prime}}\right]=0,\left[t_{s s^{\prime}}, t_{s^{\prime \prime} s^{\prime \prime \prime}}\right]=0$ for $s, \ldots, s^{\prime \prime \prime}$ distinct. We then have an injective Lie algebra morphism $\mathfrak{t}_{\mathrm{S}}^{\mathbf{k}} \rightarrow \mathfrak{t d e r} \mathrm{r}_{\mathrm{S}}^{\mathbf{k}}$, taking $t_{s s^{\prime}}$ to $t_{s s^{\prime}} \in \mathfrak{t d e r}_{\mathrm{S}}^{\mathbf{k}}$ defined by $\left(t_{s s^{\prime}}\right)_{s}=-s^{\prime},\left(t_{s s^{\prime}}\right)_{s^{\prime}}=-s$, $\left(t_{s s^{\prime}}\right)_{s^{\prime \prime}}=0$ for $s^{\prime \prime} \neq s, s^{\prime}$.

The assignments $\mathrm{S} \mapsto \mathfrak{f}_{\mathrm{S}}^{\mathbf{k}}, \mathfrak{t}_{\mathrm{S}}^{\mathbf{k}}$, $\operatorname{Taut}_{\mathrm{S}}(\mathbf{k}), \mathfrak{t d e} \mathrm{r}_{\mathrm{S}}^{\mathbf{k}}$, can be made into contravariant functors from the category $\mathcal{S}$ of sets and partially defined maps, to that of Lie algebras and groups. For $\mathrm{T} \supset \mathrm{D}_{\phi} \xrightarrow{\phi} \mathrm{S}$ a morphism in $\mathcal{S}$, the corresponding morphisms are (a) $\phi^{*}: \mathfrak{f}_{\mathrm{S}}^{\mathbf{k}} \rightarrow \mathfrak{f}_{\mathrm{T}}^{\mathbf{k}}, s \mapsto \sum_{t \in \phi^{-1}(s)} t ;$ (b) $\phi^{*}: \mathfrak{t}_{\mathrm{S}}^{\mathbf{k}} \rightarrow \mathfrak{t}_{\mathrm{T}}^{\mathbf{k}}, t_{s^{\prime}} \mapsto \sum_{t \in \phi^{-1}(s), t^{\prime} \in \phi^{-1}\left(s^{\prime}\right)} t_{t^{\prime}} ;$ (c) $\phi^{*}: \operatorname{Taut}_{\mathrm{S}}(\mathbf{k}) \rightarrow \operatorname{Taut}_{\mathrm{T}}(\mathbf{k}), g=\left(g_{s}\right)_{s \in \mathrm{~S}} \mapsto g^{\phi}=h=\left(h_{t}\right)_{t \in \mathrm{~T}}$, where $h_{t}=\phi^{*}\left(g_{\phi(t)}\right)$. If $\phi(t)$ is
undefined, then $g_{\phi(t)}=1$; (d) $\phi^{*}: \mathfrak{t d e r}_{\mathrm{S}}^{\mathbf{k}} \rightarrow \mathfrak{t d e r}_{\mathrm{T}}^{\mathbf{k}}$ is defined in the same way, with $u_{\phi(t)}=0$ for $\phi(t)$ undefined.

When $\mathrm{S}=[n]=\{1, \ldots, n\}$, $\operatorname{Taut}_{\mathrm{S}}(\mathbf{k}), \mathfrak{t d e r}_{\mathrm{S}}^{\mathbf{k}}, \mathfrak{f}_{\mathrm{S}}^{\mathbf{k}}, \mathfrak{t}_{\mathrm{S}}^{\mathbf{k}}$ are denoted simply $\operatorname{Taut}_{n}(\mathbf{k})$, $\mathfrak{t d e r} n_{n}^{\mathbf{k}}, \mathfrak{f}_{n}^{\mathbf{k}}, \mathfrak{t}_{n}^{\mathbf{k}}$, and the generators of $\mathfrak{f}_{n}^{\mathbf{k}}$ are denoted $x_{1}, \ldots, x_{n}$. We use the notation $g^{\phi^{-1}(1), \ldots, \phi^{-1}(n)}$ for $g^{\phi}$. Thus the maps $\operatorname{Taut}_{2}(\mathbf{k}) \rightarrow \operatorname{Taut}_{3}(\mathbf{k})$ are $\mu \mapsto \mu^{12,3}, \mu^{2,3}$, etc., where for $\mu=\left(a_{1}\left(x_{1}, x_{2}\right), a_{2}\left(x_{1}, x_{2}\right)\right)$, we have $\mu^{12,3}=\left(a_{1}\left(x_{1}+x_{2}, x_{3}\right), a_{1}\left(x_{1}+\right.\right.$ $\left.\left.x_{2}, x_{3}\right), a_{2}\left(x_{1}+x_{2}, x_{3}\right)\right), \mu^{2,3}=\left(1, a_{1}\left(x_{2}, x_{3}\right), a_{2}\left(x_{2}, x_{3}\right)\right)$, etc.

The first result of [AT2] can be formulated as follows:
Theorem $\mathbf{2}$ ([AT2], Theorem 7.1). - For every associator $\Phi$ over $\mathbf{k}$ with coupling constant 1 , there exists $\mu_{\Phi} \in \operatorname{Taut}_{2}(\mathbf{k})$ such that

$$
\begin{equation*}
\Phi\left(t_{12}, t_{23}\right) \circ \mu_{\Phi}^{12,3} \circ \mu_{\Phi}^{1,2}=\mu_{\Phi}^{1,23} \circ \mu_{\Phi}^{2,3} \tag{3}
\end{equation*}
$$

holds in $\operatorname{Taut}_{3}(\mathbf{k})$.
Let $\ell$ be the 'grading' derivation of $\hat{\mathfrak{f}}_{2}^{\mathbf{k}}$ defined by $\ell\left(x_{i}\right)=x_{i}$ for $i=1,2$. It is proved in [AT2] that $\theta\left(\mu_{\Phi}\right)^{-1} \ell \theta\left(\mu_{\Phi}\right)-\ell \in \operatorname{Im}\left(\widehat{\mathfrak{t d e r}_{2}} \xrightarrow{\mathbf{k}} \operatorname{Der}\left(\hat{f_{2}^{\mathbf{k}}}\right)\right)$. Set the identification $(x, y)=\left(x_{1}, x_{2}\right)$. There is a unique pair $\left(\mathrm{A}_{\Phi}, \mathrm{B}_{\Phi}\right) \in\left(\hat{f}_{2}^{\mathbf{k}}\right)^{2}$ such that $\mathrm{A}_{\Phi}$ (resp., $\mathrm{B}_{\Phi}$ ) has no constant term in $x$ (resp., $y$ ) and $\theta\left(\mu_{\Phi}\right)^{-1} \ell \theta\left(\mu_{\Phi}\right)-\ell=d \theta\left(\mathrm{~A}_{\Phi}, \mathrm{B}_{\Phi}\right)$. We have $d \theta\left(\mathrm{~A}_{\Phi}, \mathrm{B}_{\Phi}\right)=\theta\left(\mu_{\Phi}\right)^{-1} \frac{d}{d t \mid=1} \theta\left(\mu_{\Phi}^{t}\right)$, where for $\mu=\left(a_{1}(x, y), a_{2}(x, y)\right) \in \operatorname{Taut}_{2}(\mathbf{k})$, $\mu^{t}:=\left(a_{1}(t x, t y), a_{2}(t x, t y)\right)$.

The next result of [AT2] is:
Theorem $\mathbf{3}$ ([AT2], Theorems 7.1 and 5.2). - $\left(\mathrm{A}_{\Phi}, \mathrm{B}_{\Phi}\right)$ satisfy (KV1), and (KV3) in which $\frac{t}{e^{t-1}}$ is replaced by a formal power series with even part $\frac{t}{e^{t}-1}-1-\frac{t}{2}$.

Using the nonemptiness of the set of associators [Dr] and the action of a group $\mathrm{KV}(\mathbf{k})$, the authors of [AT2] then construct joint solutions of (KV1) and (KV3).

The main results. - The automorphism $\mu_{\Phi}$ in Theorem 2 is constructed by an inductive procedure. The first result of this paper is a simple formula for $\mu_{\Phi}$ :

Theorem 4. - $\mu_{\Phi}:=\left(\Phi(x,-x-y), e^{-(x+y) / 2} \Phi(y,-x-y) e^{y / 2}\right)$ is a solution of (3).
The formula for $\mu_{\Phi}$, as well as the proof of the identity $\mu_{\Phi}\left(e^{x} e^{y}\right)=e^{x+y}$, which is a consequence of (3), were suggested to us by D. Calaque; a similar formula has been discovered independently by M. Boyarchenko [Bo].

The proof of Theorem 4 sheds some light on the relations between associators and the KV theory. It relies on the following facts:
(a) the geometric/categorical aspect of associators, namely the fact that an associator gives rise to a compatible system of isomorphisms between completions of pure braid groups and explicit prounipotent Lie groups;
(b) the relations between free groups and pure braid groups, more precisely the fact that the free group with $n-1$ generators $\mathrm{F}_{n-1}$ is a normal subgroup of the pure braid group with $n$ strands $\mathrm{PB}_{n}$; the geometric origin of this fact lies in the Fadell-Neuwirth fibration $\mathrm{Cf}_{n}(\mathbf{C}) \rightarrow \mathrm{Cf}_{n-1}(\mathbf{C})$, where $\mathrm{Cf}_{n}(\mathbf{C})=$ \{injective maps $[n] \rightarrow \mathbf{C}\}$ is the configuration space of $n$ points in $\mathbf{C}$.
Let $\Phi_{\mathrm{KZ}} \in \exp \left(\hat{f}_{2}^{\mathrm{G}}\right)$ be the Knizhnik-Zamolodchikov (KZ) associator (see [Dr]); its normalized version $\tilde{\Phi}_{\mathrm{KZ}}(x, y)=\Phi_{\mathrm{KZ}}\left(\frac{x}{2 \pi \mathrm{i}}, \frac{y}{2 \pi \mathrm{i}}\right)$ is an associator with coupling constant 1 , and it may be defined as the holonomy from 0 to 1 of the ordinary differential equation $\mathrm{G}^{\prime}(t)=\frac{1}{2 \pi \mathrm{i}}\left(\frac{x}{t}+\frac{y}{t-1}\right) \mathrm{G}(t)$. Let $\left(\mathrm{A}_{\mathrm{KZ}}, \mathrm{B}_{\mathrm{KZ}}\right):=\left(\mathrm{A}_{\tilde{\Phi}_{\mathrm{KZ}}}, \mathrm{B}_{\tilde{\Phi}_{\mathrm{KZ}}}\right)$ and define $\left(\mathrm{A}_{\mathbf{R}}, \mathrm{B}_{\mathbf{R}}\right)$ as the real part of $\left(\mathrm{A}_{\mathrm{KZ}}, \mathrm{B}_{\mathrm{KZ}}\right)$ (with respect to the canonical real structure of $\left.\hat{f}_{2}^{\mathrm{C}}\right)$. Then:

Theorem 5. - (1) $\left(\mathrm{A}_{\mathbf{R}}, \mathrm{B}_{\mathbf{R}}\right)$ satisfies (KV1), (KV2) and (KV3) for any finite dimensional Lie algebra $\mathfrak{g}$ and is therefore a universal solution of the $K V$ conjecture.
(2) For any $t \in \mathbf{R},\left(\mathrm{~A}_{t}, \mathrm{~B}_{t}\right):=\left(\mathrm{A}_{\mathbf{R}}+t\left(\log \left(e^{x} e^{y}\right)-x\right), \mathrm{B}_{\mathbf{R}}+t\left(\log \left(e^{x} e^{y}\right)-y\right)\right)$ is a universal solution of the $K V$ conjecture.
(3) When $t=-1 / 4$, we have $\left(\mathrm{A}_{t}(x, y), \mathrm{B}_{t}(x, y)\right)=\left(\mathrm{B}_{t}(-y,-x), \mathrm{A}_{t}(-y,-x)\right)$.

A scheme morphism $\mathrm{M}_{1} \rightarrow$ SolKV. - A key ingredient of [AT2] is a $\mathbf{Q}$-scheme SolKV. Its definition relies on the notions of non-commutative divergence and Jacobian, which we now recall.

If S is a set and $\mathbf{k}$ is a $\mathbf{Q}$-ring, let $\mathfrak{T}_{\mathrm{S}}^{\mathbf{k}}:=\mathrm{U}\left(f_{\mathrm{S}}^{\mathbf{k}}\right) /\left[\mathrm{U}\left(f_{\mathrm{S}}^{\mathbf{k}}\right), \mathrm{U}\left(f_{\mathrm{S}}^{\mathbf{k}}\right)\right]$ be the space spanned by all cyclic words in S ; the map $\mathrm{U}\left(f_{\mathrm{S}}^{\mathbf{k}}\right) \rightarrow \mathfrak{T}_{\mathrm{S}}^{\mathbf{k}}$ is denoted $x \mapsto\langle x\rangle$. The 'noncommutative divergence' map $j: \mathfrak{t d e r}_{\mathrm{S}}^{\mathbf{k}} \rightarrow \mathfrak{T}_{\mathrm{S}}^{\mathbf{k}}$ is defined by $j(u):=\left\langle\sum_{s \in \mathrm{~S}} s \partial_{s}\left(u_{s}\right)\right\rangle$ for $u=\left(u_{s}\right)_{s \in \mathrm{~S}}$, where $\partial_{s}: \mathrm{U}\left(f_{\mathrm{S}}^{\mathbf{k}}\right) \rightarrow \mathrm{U}\left(f_{\mathrm{S}}^{\mathbf{k}}\right)$ is defined by the identity $x=\varepsilon(x) 1+\sum_{s \in \mathrm{~S}} \partial_{s}(x) s$ (where $\varepsilon: \mathrm{U}\left(f_{\mathrm{S}}^{\mathbf{k}}\right) \rightarrow \mathbf{k}$ is the counit map). The authors of [AT2] then show the existence of a 'non-commutative Jacobian' map J: Taut $(\mathbf{k}) \rightarrow \hat{\mathfrak{T}}_{\mathrm{S}}^{\mathbf{k}}$ (here $\hat{\mathfrak{T}}_{\mathrm{S}}^{\mathbf{k}}$ is the degree completion of $\mathfrak{T}_{\mathrm{S}}^{\mathbf{k}}$, the elements of S being of degree 1 ), uniquely determined by $\mathrm{J}(1)=0$ and $\frac{d}{d t \mid t=0} \mathrm{~J}\left(e^{t x} g\right)=j(x)+x \cdot \mathrm{~J}(g)$ for $g \in \operatorname{Taut}_{\mathrm{S}}(\mathbf{k})$ and $x \in \widehat{\mathfrak{t g e r}_{\mathrm{S}}} \mathbf{k}$ (the natural action of $\widehat{\mathfrak{t g e r}_{\mathrm{S}}} \mathbf{k}$ on $\hat{\mathfrak{T}}_{\mathrm{S}}^{\mathbf{k}}$ being understood in the last equation). Then $j$ and $\mathbf{J}$ satisfy the cocycle identities

$$
j([u, v])=u \cdot j(v)-v \cdot j(u) \quad \text { and } \quad \mathrm{J}(h \circ g)=\mathrm{J}(h)+h \cdot \mathrm{~J}(g) .
$$

The scheme SolKV is defined by

$$
\begin{aligned}
\operatorname{SolKV}(\mathbf{k}):= & \left\{\mu \in \operatorname{Taut}_{2}(\mathbf{k}) \mid \theta(\mu)\left(e^{x} e^{y}\right)=e^{x+y}\right. \\
& \text { and } \left.\exists r \in u^{2} \mathbf{k}[[u]], \mathrm{J}(\mu)=\langle r(x+y)-r(x)-r(y)\rangle\right\} .
\end{aligned}
$$

As the map $u^{2} \mathbf{k}[[u]] \rightarrow \mathfrak{T}_{2}, r \mapsto\langle r(x+y)-r(x)-r(y)\rangle$ is injective, there is a welldefined map $\operatorname{Duf}: \operatorname{SolKV}(\mathbf{k}) \rightarrow u^{2} \mathbf{k}[[u]], \mu \mapsto r$, which we call the Duflo map. It is proved in [AT2] that any $\mu \in \operatorname{SolKV}(\mathbf{k})$ gives rise to a solution (A, B) of both (KV1) and (KV3) in which $\frac{t}{e^{t}-1}$ is replaced by $t \frac{d r}{d t}(t)$. This solution is given by the formula $d \theta(\mathrm{~A}, \mathrm{~B})=\mu^{-1} \ell \mu-\ell$.

Recall that the scheme $\mathrm{M}_{1}$ of associators with coupling constant 1 is defined by $\mathbf{M}_{1}(\mathbf{k})=\left\{\Phi \in \exp \left(\hat{f}_{2}^{\mathbf{k}}\right)\right.$ satisfying (1) and (2) $\}$.

Proposition 6. - The map $\Phi \mapsto \mu_{\Phi}$ is a morphism of $\mathbf{Q}$-schemes $\mathrm{M}_{1} \rightarrow$ SolKV.
In order to study the relation of this morphism with the Duflo map, we recall the following result on associators (see [DT, E], and also [Ih]): for any $\Phi(x, y) \in \mathrm{M}_{1}(\mathbf{k})$, there exists a formal power series $\Gamma_{\Phi}(u)=e^{\sum_{n \geq 2}(-1)^{n} \zeta \Phi(n) u^{n} / n}$, such that

$$
\begin{equation*}
\left(1+y \partial_{y} \Phi(x, y)\right)^{\mathrm{ab}}=\frac{\Gamma_{\Phi}(\bar{x}+\bar{y})}{\Gamma_{\Phi}(\bar{x}) \Gamma_{\Phi}(\bar{y})}, \tag{4}
\end{equation*}
$$

where $\xi \mapsto \xi^{\text {ab }}$ is the abelianization morphism $\mathbf{k}\langle\langle x, y\rangle\rangle \rightarrow \mathbf{k}[[\bar{x}, \bar{y}]]$. The values of the $\zeta_{\Phi}(n)$ for $n$ even are independent of $\Phi$; they are expressed in terms of Bernoulli numbers by $\zeta_{\Phi}(2 n)=-\frac{1}{2} \frac{\mathrm{~B}_{2 n}}{(2 n)!}$ for $n \geq 1$, so there is an identity for generating functions $-\frac{1}{2}\left(\frac{u}{e^{u}-1}-\right.$ $\left.1+\frac{u}{2}\right)=\sum_{n \geq 1} \zeta_{\Phi}(2 n) u^{2 n}$ (we have $\zeta_{\Phi}(2)=-1 / 24, \zeta_{\Phi}(4)=1 / 1440$, etc.)

Proposition 7. - $\mathrm{J}\left(\mu_{\Phi}\right)=\left\langle\log \Gamma_{\Phi}(x)+\log \Gamma_{\Phi}(y)-\log \Gamma_{\Phi}(x+y)\right\rangle$, so $\operatorname{Duf}\left(\mu_{\Phi}\right)=$ $-\log \Gamma_{\Phi}$. We therefore have a commutative diagram

$$
\begin{array}{cc}
\mathrm{M}_{1}(\mathbf{k}) & \xrightarrow{\Phi \mapsto \mu_{\Phi}} \\
\{r \operatorname{SolKV}(\mathbf{k})  \tag{5}\\
\left\{r \in u^{2} \mathbf{k}[[u]] \left\lvert\, r_{e v}(u)=-\frac{u^{2}}{24}+\frac{u^{4}}{1440}+\cdots\right.\right\} \stackrel{(-1) \times-}{\longrightarrow} u^{2} \mathbf{k}[[u]]
\end{array}
$$

where $r_{e v}(u)$ is the even part of $r(u)$.
Torsor aspects. - Let us set

$$
\begin{aligned}
\mathrm{KV}(\mathbf{k}):= & \left\{\alpha \in \operatorname{Taut}_{2}(\mathbf{k}) \mid \theta(\alpha)\left(e^{x} e^{y}\right)=e^{x} e^{y}\right. \\
& \text { and } \left.\exists \sigma \in u^{2} \mathbf{k}[[u]], \mathrm{J}(\alpha)=\left\langle\sigma\left(\log \left(e^{x} e^{y}\right)\right)-\sigma(x)-\sigma(y)\right\rangle\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{KRV}(\mathbf{k}):= & \left\{a \in \operatorname{Taut}_{2}(\mathbf{k}) \mid \theta(a)\left(e^{x+y}\right)=e^{x+y}\right. \\
& \text { and } \left.\exists s \in u^{2} \mathbf{k}[[u]], \mathrm{J}(a)=\langle s(x+y)-s(x)-s(y)\rangle\right\}
\end{aligned}
$$

we call $\operatorname{KV}(\mathbf{k})$ the Kashiwara-Vergne group, while $\operatorname{KRV}(\mathbf{k})$ is its graded version. As before, we will denote by $\operatorname{Duf}: \operatorname{KV}(\mathbf{k}) \rightarrow u^{2} \mathbf{k}[[u]], \operatorname{KRV}(\mathbf{k}) \rightarrow u^{2} \mathbf{k}[[u]]$ the maps $\alpha \mapsto \sigma$, $a \mapsto s$.

Proposition 8. - $\mathrm{KV}(\mathbf{k})$ and $\mathrm{KRV}(\mathbf{k})$ are subgroups of $\mathrm{Taut}_{2}(\mathbf{k})$, and $\mathrm{Duf}: \mathrm{KV}(\mathbf{k}) \rightarrow$ $u^{2} \mathbf{k}[[u]], \operatorname{KRV}(\mathbf{k}) \rightarrow u^{2} \mathbf{k}[[u]]$ are group morphisms. $\operatorname{SolKV}(\mathbf{k})$ is a torsor under the commuting left action of $\mathrm{KV}(\mathbf{k})$ and right action of $\mathrm{KRV}(\mathbf{k})$ given by $(\alpha, \mu) \mapsto \mu \circ \alpha^{-1}$ and $(\mu, a) \mapsto a^{-1} \circ \mu$, and $\operatorname{Duf}: \operatorname{SolKV}(\mathbf{k}) \rightarrow u^{2} \mathbf{k}[[u]]$ is a morphism of torsors.

In particular, every element of $\operatorname{SolKV}(\mathbf{k})$ gives rise to an isomorphism $\mathfrak{k v} \rightarrow \mathfrak{k r v}$ between the Lie algebras of these groups, whose associated graded morphism is the canonical identification $\operatorname{gr}(\mathfrak{k v}) \simeq \mathfrak{k r v}$.

The prounipotent radical of the Grothendieck-Teichmüller group is

$$
\begin{aligned}
\operatorname{GT}_{1}(\mathbf{k})= & \left\{f \in \exp \left(\hat{f}_{2}^{\mathbf{k}}\right) \mid f(y, x)=f(x, y)^{-1},\right. \\
& f(x, y) f\left(\log e^{-y} e^{-x}, x\right) f\left(y, \log e^{-y} e^{-x}\right)=1, \\
& f\left(\xi_{23}, \xi_{34}\right) f\left(\log e^{\xi_{12}} e^{\xi_{13}}, \log e^{\xi_{24}} e^{\xi_{34}}\right) f\left(\xi_{12}, \xi_{23}\right) \\
= & \left.f\left(\xi_{12}, \log e^{\xi_{23}} e^{\xi_{24}}\right) f\left(\log e^{\xi_{13}} e^{\xi_{23}}, \xi_{34}\right)\right\},
\end{aligned}
$$

where the last equation holds in the prounipotent completion $\mathrm{PB}_{4}(\mathbf{k})$ of the pure braid group in four strands $\mathrm{PB}_{4} ; x_{i j}=\left(\sigma_{j-2} \cdots \sigma_{i}\right)^{-1} \sigma_{j-1}^{2}\left(\sigma_{j-2} \cdots \sigma_{i}\right)$ where $\sigma_{1}, \sigma_{2}, \sigma_{3}$ are the Artin generators of the braid group in four strands $\mathrm{B}_{4}$ and $\xi_{i j}=\log x_{i j}$ (here $x_{i j}$ is identified with its image under the canonical morphism $\mathrm{PB}_{4} \rightarrow \mathrm{~PB}_{4}(\mathbf{k})$ and $\log : \mathrm{PB}_{4}(\mathbf{k}) \rightarrow$ Lie $\mathrm{PB}_{4}(\mathbf{k})$ is the logarithm map, which is a bijection between a prounipotent Lie group and its Lie algebra). It is equipped with the product $\left(f_{1} * f_{2}\right)(x, y)=f_{1}\left(\operatorname{Ad}_{f_{2}(x, y)}(x), y\right) f_{2}(x, y)$. Its graded version is

$$
\begin{aligned}
\operatorname{GRT}_{1}(\mathbf{k})= & \left\{g(x, y) \in \exp \left(\hat{f}_{2}^{\mathbf{k}}\right) \mid g(y, x) g(x, y)=1,\right. \\
& \operatorname{Ad}_{g(x,-x-y)}(x)+\operatorname{Ad}_{g(y,-x-y)}(y)=x+y, \\
& g(x, y) g(-x-y, x) g(y,-x-y)=1, \text { and } g \text { satisfies }(2)\}
\end{aligned}
$$

with product $\left(g_{1} * g_{2}\right)(x, y)=g_{1}\left(\operatorname{Ad}_{g_{2}(x, y)}(x), y\right) g_{2}(x, y)$.
It is proved in [Dr] that $\mathrm{M}_{1}(\mathbf{k})$ is a torsor under the commuting left action of $\operatorname{GT}_{1}(\mathbf{k})$ and right action of $\operatorname{GRT}_{1}(\mathbf{k})$ by $(f, \Phi) \mapsto(f * \Phi)(x, y):=f\left(\operatorname{Ad}_{\Phi(x, y)}(x), y\right) \Phi(x, y)$ and $(\Phi, g) \mapsto(\Phi * g)(x, y):=\Phi\left(\operatorname{Ad}_{g(x, y)}(x), y\right) g(x, y)$.

The following Theorem 9 and Proposition 10 express the torsor properties of the $\operatorname{map} \Phi \mapsto \mu_{\Phi}$.

Theorem 9. - There are unique group morphisms $\mathrm{GT}_{1}(\mathbf{k}) \rightarrow \mathrm{KV}(\mathbf{k}), f \mapsto \alpha_{f}^{-1}$, where

$$
\alpha_{f}=\left(f\left(x, \log e^{-y} e^{-x}\right), f\left(y, \log e^{-y} e^{-x}\right)\right)
$$

and $\operatorname{GRT}_{1}(\mathbf{k}) \rightarrow \mathrm{KRV}_{1}(\mathbf{k}), g \mapsto a_{g}^{-1}$, where

$$
a_{g}(x)=(g(x,-x-y), g(y,-x-y)) .
$$

These group morphisms are compatible with the map $\mathrm{M}_{1}(\mathbf{k}) \rightarrow \operatorname{SolKV}(\mathbf{k})$, which is therefore a morphism of torsors.

Proposition 10. - The diagram (5) is a diagram of torsors, where the sets in the lower line are viewed as affine spaces.

In Appendix A, we show that $\alpha_{f}$ satisfies the cocycle identity

$$
\begin{equation*}
f\left(\log x_{12}, \log x_{23}\right) \circ \alpha_{f}^{\sqrt{12,3}} \circ \alpha_{f}^{1,2}=\alpha_{f}^{\sqrt[1,23]{ }} \circ \alpha_{f}^{2,3} \tag{6}
\end{equation*}
$$

in $\operatorname{Taut}_{3}(\mathbf{k})$, where for $\alpha=\left(\alpha_{1}\left(x_{1}, x_{2}\right), \alpha_{2}\left(x_{1}, x_{2}\right)\right) \in \operatorname{Taut}_{2}(\mathbf{k})$, we set

$$
\alpha^{\widetilde{2,3}}:=\left(\alpha_{1}\left(\log e^{x_{1}} e^{x_{2}}, x_{3}\right), \alpha_{1}\left(\log e^{x_{1}} e^{x_{2}}, x_{3}\right), \alpha_{2}\left(\log e^{x_{1}} e^{x_{2}}, x_{3}\right)\right)
$$

and $\alpha^{\widetilde{1,23}}:=\left(\alpha_{1}\left(x_{1}, \log e^{x_{2}} e^{x_{3}}\right), \alpha_{2}\left(x_{1}, \log e^{x_{2}} e^{x_{3}}\right), \alpha_{2}\left(x_{1}, \log e^{x_{2}} e^{x_{3}}\right)\right)$, and $x_{12}, x_{23} \in \operatorname{Taut}_{3}(\mathbf{k})$ are the images of $x_{12}=\sigma_{1}^{2}, x_{23}=\sigma_{2}^{2}$ under the natural morphism $\mathrm{PB}_{3} \rightarrow \operatorname{Taut}_{3}(\mathbf{k})$ (see Proposition 19), given by $x_{12}=\left(e^{-x_{2}}, e^{-x_{2}} e^{-x_{1}}, 1\right)$ and $x_{23}=\left(1, e^{-x_{3}}, e^{-x_{3}} e^{-x_{2}}\right)$.

The group $\mathrm{GT}_{1}(\mathbf{k})$ admits profinite and pro- $l$ versions, where $l$ is a prime number. The morphism $f \mapsto \alpha_{f}^{-1}$ admits variants in these setups, which satisfy analogues of (6) (in the profinite setup, identity (6) was independently obtained by P. Lochak and L. Schneps [LS]).

Appendix B is devoted to the study of the following problem: Theorem 4 is proved by studying restrictions $\mu_{\mathrm{O}}$ to free groups of morphisms $\tilde{\mu}_{\mathrm{O}}$ between braid groups and their infinitesimal analogues, where O is a parenthesized word with $n$ identical letters. We express $\mu_{\mathrm{O}}$ and its Jacobian using $\mu_{\bullet(\bullet \bullet)}=\mu_{\Phi}$ and $\Gamma_{\Phi}$.

Finally, Appendix C is devoted to the computation of centralizers in infinitesimal analogues of pure braid groups, which are used in the proof of Theorem 4.

Organization. - In Section 1, we recall the relations between associators and 1-formality isomorphisms for braid groups. In Section 2, we study the relation between these isomorphisms. In Section 3, we recall the relations between braid and free groups. In Section 4, we show that these isomorphisms give rise to the tangential automorphism $\mu_{\Phi}$; using the results of Section 2, we show a key relation satisfied by $\mu_{\Phi}$. This enables us to prove Theorem 4 and Propositions 6 and 7 in Section 5. In Section 6, we prove Proposition 8, Theorem 9 and Proposition 10 on the group and torsor aspects of our work. In Section 7, we study the analytic aspects of our construction, which enables us to prove Theorem 5.

## 1. Associators and 1-formality of braid groups

In [Dr], Drinfeld showed that associators give rise to 1-formality isomorphisms for braid groups. This statement was reformulated by Bar-Natan in the framework of braided monoidal categories [B]. This section is devoted to an exposition of this material.
1.1. (Braided) (strict) monoidal categories. - Recall that a monoidal category is a category $\mathcal{C}$, equipped with a bifunctor $\otimes: \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$, a unit object $\mathbf{1}$ and a natural constraint $a_{\mathrm{X}, \mathrm{Y}, \mathrm{Z}} \in \operatorname{Iso} \mathcal{C}((\mathrm{X} \otimes \mathrm{Y}) \otimes \mathrm{Z}, \mathrm{X} \otimes(\mathrm{Y} \otimes \mathrm{Z}))$ such that

$$
a_{\mathrm{X}, \mathrm{Y}, \mathrm{Z} \otimes \mathrm{~T}} a_{\mathrm{X} \otimes \mathrm{Y}, \mathrm{Z}, \mathrm{~T}}=\left(\mathrm{id}_{\mathrm{X}} \otimes a_{\mathrm{Y}, \mathrm{Z}, \mathrm{~T}}\right) a_{\mathrm{X}, \mathrm{Y} \otimes \mathrm{Z}, \mathrm{~T}}\left(a_{\mathrm{X}, \mathrm{Y}, \mathrm{Z}} \otimes \mathrm{id}_{\mathrm{T}}\right)
$$

A braiding is then a natural constraint $\beta_{\mathrm{X}, \mathrm{Y}} \in \mathrm{Iso}_{\mathcal{C}}(\mathrm{X} \otimes \mathrm{Y}, \mathrm{Y} \otimes \mathrm{X})$, such that

$$
\left(\operatorname{id}_{\mathrm{Y}} \otimes \beta_{\mathrm{X}, \mathrm{Z}}^{ \pm}\right) a_{\mathrm{Y}, \mathrm{X}, \mathrm{Z}}\left(\beta_{\mathrm{X}, \mathrm{Y}}^{ \pm} \otimes \mathrm{id}_{\mathrm{Z}}\right)=a_{\mathrm{Y}, \mathrm{Z}, \mathrm{X}} \beta_{\mathrm{X}, \mathrm{Y} \otimes \mathrm{Z}}^{ \pm} a_{\mathrm{X}, \mathrm{Y}, \mathrm{Z}}
$$

where $\beta_{\mathrm{X}, \mathrm{Y}}^{+}=\beta_{\mathrm{X}, \mathrm{Y}}$ while $\beta_{\mathrm{X}, \mathrm{Y}}^{-}=\beta_{\mathrm{Y}, \mathrm{X}}^{-1}$. It is called strict if the trifunctors $\otimes \circ(\otimes \times \mathrm{id})$ and $\otimes \circ(\mathrm{id} \times \otimes): \mathcal{C} \times \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$ coincide and $a_{\mathrm{X}, \mathrm{Y}, \mathrm{Z}}=\mathrm{id} \mathrm{X}_{\mathrm{X} \otimes \mathrm{Y} \otimes \mathrm{Z}}$.

Let $\mathrm{B}_{n}$ be the braid group in $n$ strands. We recall its Artin presentation: the generators are $\sigma_{1}, \ldots, \sigma_{n-1}$ and the relations are $\sigma_{i} \sigma_{i+1} \sigma_{i}=\sigma_{i+1} \sigma_{i} \sigma_{i+1}$ and $\sigma_{i} \sigma_{j}=\sigma_{j} \sigma_{i}$ for $|i-j|>1$. Recall that the symmetric group $\mathfrak{S}_{n}$ has generators $s_{1}, \ldots, s_{n-1}$ and the same relations, with the additional $s_{i}^{2}=1$ for $i=1, \ldots, n-1$. We therefore have a morphism $\mathrm{B}_{n} \rightarrow \mathfrak{S}_{n}, \sigma_{i} \mapsto s_{i}$. The pure braid group in $n$ strands is $\mathrm{PB}_{n}:=\operatorname{Ker}\left(\mathbf{B}_{n} \rightarrow \mathfrak{S}_{n}\right)$; it is the smallest normal subgroup of $\mathrm{B}_{n}$ containing $\sigma_{i}^{2}$ for $i=1, \ldots, n-1$.

A braided monoidal category (b.m.c.) $\mathcal{C}$ then gives rise to morphisms $\mathrm{B}_{n} \rightarrow$ $\operatorname{Aut}_{\mathcal{C}}\left(\mathrm{X}^{\otimes n}\right)$, where $\mathrm{X}^{\otimes n}$ is defined inductively by $\mathrm{X}^{\otimes 0}=\mathbf{1}, \mathrm{X}^{\otimes n}=\mathrm{X} \otimes \mathrm{X}^{\otimes n-1}$, given by $\sigma_{i} \mapsto a_{i}^{-1}\left(\mathrm{id}_{\mathrm{X}^{\otimes i-1}} \otimes \beta_{\mathrm{X}, \mathrm{X}} \otimes \mathrm{id}_{\otimes \mathrm{X}^{\otimes n-1-i}}\right) a_{i}$, where $a_{i}: \mathrm{X}^{\otimes n} \rightarrow \mathrm{X}^{\otimes i-1} \otimes \mathrm{X}^{\otimes 2} \otimes \mathrm{X}^{\otimes n-1-i}$ is the morphism constructed from the associativity constraints (this morphism is unique by McLane's coherence theorem). A b.m.c. also gives rise to morphisms $\mathrm{PB}_{n} \rightarrow \operatorname{Aut}_{\mathcal{C}}\left(\mathrm{X}_{1} \otimes\right.$ $\ldots \otimes \mathrm{X}_{n}$ ).
1.2. The categories $\mathbf{P a B}, \mathbf{P a C D}$. - In $\lceil\mathrm{JS}\rceil$, Section 2, Joyal and Street introduced the free braided monoidal category $\mathrm{F}_{b}(\mathcal{A})$ generated by a small category $\mathcal{A}$. For S a set, let $\mathcal{A}_{\mathrm{S}}$ be the category with $\operatorname{Ob}\left(\mathcal{A}_{\mathrm{S}}\right)=\mathrm{S}$, and

$$
\operatorname{Hom}_{\mathcal{A}_{\mathrm{S}}}(s, t):= \begin{cases}\left\{\mathrm{id}_{s}\right\} & \text { if } t=s \\ \emptyset & \text { otherwise }\end{cases}
$$

We set $\mathbf{P a B}_{\mathrm{S}}:=\mathrm{F}_{b}\left(\mathcal{A}_{\mathrm{S}}\right)$ and for $\mathrm{S}=\{\bullet\}, \mathbf{P a B}:=\mathbf{P a B} \mathbf{P}_{\{\bullet\}}$. These are the free b.m.c.'s generated by $S$ (resp., by one object $\bullet$ ).

The category $\mathbf{P a B}$ coincides with Bar-Natan's category of parenthesized braids $[\mathrm{B}]$, which can be described explicitly as follows. Its set of objects is $\mathbf{P a r}=\bigsqcup_{n \geq 0} \mathbf{P a r}_{n}$, where $\mathbf{P a r}_{n}$ is the set of parenthesizations of the word $\bullet \cdots \bullet(n$ letters); alternatively, the set of planar binary trees with $n$ leaves (we will set $|\mathrm{O}|=n$ for $\mathrm{O} \in \mathbf{P a r}_{n}$ ). The object with $n=0$ is denoted $\mathbf{1}$. Morphisms are defined by ${ }^{1}$

$$
\mathbf{P a B}\left(\mathrm{O}, \mathrm{O}^{\prime}\right):= \begin{cases}\mathrm{B}_{n} & \text { if }|\mathrm{O}|=\left|\mathrm{O}^{\prime}\right|=n, \\ \emptyset & \text { if }|\mathrm{O}| \neq\left|\mathrm{O}^{\prime}\right| ;\end{cases}
$$
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Fig. 1. - Braiding in PaB
the composition is then defined using the product in $\mathrm{B}_{n}$.
$\mathbf{P a B}$ is a braided monoidal category (see e.g. [JS]), where the tensor product of objects is $(n, \mathrm{P}) \otimes\left(n^{\prime}, \mathrm{P}^{\prime}\right):=\left(n+n^{\prime}, \mathrm{P} * \mathrm{P}^{\prime}\right)$ (where $\mathrm{P} * \mathrm{P}^{\prime}$ is the concatenation of parenthesized words, e.g. for $\mathrm{P}=\bullet \bullet$ and $\left.\mathrm{P}^{\prime}=(\bullet \bullet) \bullet, \mathrm{P} * \mathrm{P}^{\prime}=(\bullet \bullet)((\bullet \bullet) \bullet)\right)$. The tensor product of morphisms $\mathbf{P a B}\left(\mathrm{O}_{1}, \mathrm{O}_{1}^{\prime}\right) \times \mathbf{P a B}\left(\mathrm{O}_{2}, \mathrm{O}_{2}^{\prime}\right) \rightarrow \mathbf{P a B}\left(\mathrm{O}_{1} \otimes \mathrm{O}_{2}, \mathrm{O}_{1}^{\prime} \otimes \mathrm{O}_{2}^{\prime}\right)$ is induced by the juxtaposition of braids $\mathrm{B}_{\left|\mathrm{O}_{1}\right|} \times \mathrm{B}_{\left|\mathrm{O}_{2}\right|} \rightarrow \mathrm{B}_{\left|\mathrm{O}_{1}\right|+\left|\mathrm{O}_{2}\right|}$ (the group morphism $\left(\sigma_{i}, e\right) \mapsto \sigma_{i}$, $\left.\left(e, \sigma_{j}\right) \mapsto \sigma_{j+\left|\mathrm{O}_{1}\right|}\right)$. The braiding $\beta_{\mathrm{O}, \mathrm{O}^{\prime}} \in \mathbf{P a B}\left(\mathrm{O} \otimes \mathrm{O}^{\prime}, \mathrm{O}^{\prime} \otimes \mathrm{O}\right)$ is the braid $\sigma_{n, n^{\prime}} \in \mathrm{B}_{n+n^{\prime}}$ where the $n$ first strands are globally exchanged with the $n^{\prime}$ last strands (see Figure 1); we have $\sigma_{n, n^{\prime}}=\left(\sigma_{n} \cdots \sigma_{1}\right)\left(\sigma_{n+1} \cdots \sigma_{2}\right) \cdots\left(\sigma_{n+n^{\prime}-1} \cdots \sigma_{n^{\prime}}\right)$ (where $\left.n=|\mathrm{O}|, n^{\prime}=\left|\mathrm{O}^{\prime}\right|\right)$. Finally, the associativity constraint $a_{\mathrm{O}, \mathrm{O}^{\prime}, \mathrm{O}^{\prime \prime}} \in \mathbf{P a B}\left(\left(\mathrm{O} \otimes \mathrm{O}^{\prime}\right) \otimes \mathrm{O}^{\prime \prime}, \mathrm{O} \otimes\left(\mathrm{O}^{\prime} \otimes \mathrm{O}^{\prime \prime}\right)\right)$ corresponds to the trivial braid $e \in \mathrm{~B}_{|\mathrm{O}|+\left|\mathrm{O}^{\prime}\right|+\left|\mathrm{O}^{\prime \prime}\right|}$.

Moreover, the pair $(\mathbf{P a B}, \bullet)$ is universal for pairs $(\mathcal{C}, \mathrm{M})$ of a braided monoidal category and an object, i.e., for each such a pair, there exists a unique tensor functor $\mathbf{P a B} \rightarrow \mathcal{C}$ taking $\bullet$ to M .

Bar-Natan introduced another category $\mathbf{P a C D}$ of 'parenthesized chord diagrams'. It is constructed using the family of Lie algebras $\mathfrak{t}_{\mathrm{S}}^{\mathbf{k}}$ defined in the Introduction. Note that the permutation group $\mathfrak{S}_{\mathrm{S}}$ of S acts on $\mathfrak{t}_{\mathrm{S}}^{\mathbf{k}}$ by $\sigma \cdot t_{s_{s^{\prime}}}=t_{\sigma(s) \sigma\left(s^{\prime}\right)}$. Then the Lie algebra $\mathfrak{t}_{\mathrm{S}}^{\mathbf{k}}$ is graded, where $t_{s s^{\prime}}$ has degree 1 , and we denote by $\hat{\mathfrak{t}}_{\mathrm{S}}$ its degree completion. When $\mathrm{S}=[n]$, we denote by $\mathfrak{t}_{\mathrm{S}}^{\mathbf{k}}, \hat{\mathbf{t}}_{\mathrm{S}}^{\mathbf{k}}$ by $\mathfrak{t}_{n}^{\mathbf{k}}, \hat{\mathfrak{t}}_{n}^{\mathbf{k}}$; we have $\mathfrak{S}_{\mathrm{S}}=\mathfrak{S}_{n}$.

The category $\mathbf{P a C D}$ can then be described as follows. Its set of objects is $\mathbf{P a r}$, and

$$
\mathbf{P a C D}\left(\mathrm{O}, \mathrm{O}^{\prime}\right):= \begin{cases}\exp \left(\hat{\mathrm{t}}_{n}^{\mathbf{k}}\right) \rtimes \mathfrak{S}_{n} & \text { if }|\mathrm{O}|=\left|\mathrm{O}^{\prime}\right|=n \\ \emptyset & \text { if }|\mathrm{O}| \neq\left|\mathrm{O}^{\prime}\right|\end{cases}
$$

We define the tensor product as above at the level of objects, and by the juxtaposition map $\left(\exp \hat{\mathbf{t}}_{n}^{\mathbf{k}} \rtimes \mathfrak{S}_{n}\right) \times\left(\exp \hat{\mathbf{t}}_{n^{\prime}}^{\mathbf{k}} \rtimes \mathfrak{S}_{n^{\prime}}\right) \rightarrow \exp \hat{\mathbf{t}}_{n+n^{\prime}}^{\mathbf{k}} \rtimes \mathfrak{S}_{n+n^{\prime}},\left((\exp x, s),\left(\exp x^{\prime}, s^{\prime}\right)\right) \mapsto$ $\left(\exp \left(x * x^{\prime}\right), s * s^{\prime}\right)$, where $\hat{\mathfrak{t}}_{n}^{\mathbf{k}} \times \hat{\mathfrak{t}}_{n^{\prime}}^{\mathbf{k}} \rightarrow \hat{\mathfrak{t}}_{n+n^{\prime}}^{\mathbf{k}},\left(x, x^{\prime}\right) \mapsto x * x^{\prime}$ is the Lie algebra morphism such that $t_{i j} * 0=t_{i j}$ and $0 * t_{i^{\prime} j^{\prime}}=t_{n+i^{\prime}, n+j^{\prime}}$, and $\mathfrak{S}_{n} \times \mathfrak{S}_{n^{\prime}} \rightarrow \mathfrak{S}_{n+n^{\prime}},\left(s, s^{\prime}\right) \mapsto s * s^{\prime}$ is the group morphism such that $s_{i} * 1=s_{i}, 1 * s_{i^{\prime}}=s_{n+i^{\prime}}$.

Every $\Phi \in \mathrm{M}_{1}(\mathbf{k})$ gives rise to a structure of braided monoidal category $\mathbf{P a C D} \mathbf{D}_{\Phi}$ on PaCD, as follows: $\beta_{\mathrm{O}, \mathrm{O}^{\prime}}=\left(e^{t_{12} / 2}\right)^{[n], n+\left[n^{\prime}\right]} s_{n, n^{\prime}}$, where $n=|\mathrm{O}|, n^{\prime}=\left|\mathrm{O}^{\prime}\right|$, and $s_{n, n^{\prime}} \in$
$\mathfrak{S}_{n+n^{\prime}}$ is given by $s_{n, n^{\prime}}(i)=n^{\prime}+i$ for $i \in[n], s_{n, n^{\prime}}(n+i)=i$ for $i \in\left[n^{\prime}\right]$, and $a_{\mathrm{O}, \mathrm{O}^{\prime}, \mathrm{O}^{\prime \prime}}=$ $\Phi\left(t_{12}, t_{23}\right)^{[n], n+\left[n^{\prime}\right], n+n^{\prime}+\left[n^{\prime \prime}\right]}$ for $n=|\mathrm{O}|, n^{\prime}=\left|\mathrm{O}^{\prime}\right|, n^{\prime \prime}=\left|\mathrm{O}^{\prime \prime}\right|$. By the universal property of $\mathbf{P a B}$, there is a unique tensor functor $\mathbf{P a B} \rightarrow \mathbf{P a C D}_{\Phi}$, which is the identity at the level of objects.
1.3. Morphisms $\mathbf{B}_{n} \rightarrow \exp \left(\hat{\mathfrak{t}}_{n}^{\mathbf{k}}\right) \rtimes \mathfrak{S}_{n}, \mathrm{~PB}_{n} \rightarrow \exp \left(\hat{\mathfrak{t}}_{n}^{\mathbf{k}}\right)$. $-\mathrm{Fix} \Phi \in \mathrm{M}_{1}(\mathbf{k})$. By the universal property of $\mathbf{P a B}$, there is a unique tensor functor $\mathrm{F}_{\Phi}: \mathbf{P a B} \rightarrow \mathbf{P a C D} \mathbf{D}_{\Phi}$, inducing the identity at the level of objects. So for any $n \geq 1$ and any $\mathrm{O} \in \mathrm{Ob}(\mathbf{P a B}),|\mathrm{O}|=n$, we get a group morphism ${ }^{2}$

$$
\mathrm{F}_{\Phi}(\mathrm{O})=\tilde{\mu}_{\mathrm{O}}: \mathrm{B}_{n} \simeq \mathbf{P a B}(\mathrm{O}) \rightarrow \mathbf{P a C} \mathbf{D}_{\Phi}(\mathrm{O})=\exp \left(\hat{\mathfrak{t}}_{n}^{\mathbf{k}}\right) \rtimes \mathfrak{S}_{n}
$$

such that

$$
\begin{aligned}
& \mathrm{B}_{n} \xrightarrow{\tilde{\mu}_{\mathrm{O}}} \exp \left(\hat{\mathbf{t}}_{n}^{\mathbf{k}}\right) \rtimes \mathfrak{S}_{n} \\
& \searrow \\
& \mathfrak{S}_{n}
\end{aligned}
$$

commutes. It follows that $\tilde{\mu}_{\mathrm{O}}$ restricts to a morphism

$$
\begin{equation*}
\tilde{\mu}_{\mathrm{O}}: \mathrm{PB}_{n} \rightarrow \exp \left(\hat{\mathfrak{t}}_{n}^{\mathbf{k}}\right) \tag{7}
\end{equation*}
$$

Let us show that the various $\tilde{\mu}_{\mathrm{O}}$ are all conjugated to each other. Let $\operatorname{can}_{\mathrm{O}, \mathrm{O}^{\prime}} \in$ $\mathbf{P a B}\left(\mathrm{O}, \mathrm{O}^{\prime}\right)$ correspond to $e \in \mathrm{~B}_{n}$. Then $\operatorname{can}_{\mathrm{O}^{\prime}, \mathrm{O}^{\prime \prime}} \circ \operatorname{can}_{\mathrm{O}, \mathrm{O}^{\prime}}=\operatorname{can}_{\mathrm{O}, \mathrm{O}^{\prime \prime}}$. Moreover, if we denote by $\sigma_{\mathrm{O}}: \mathrm{B}_{n} \rightarrow \mathbf{P a B}(\mathrm{O})$ the canonical identification, then $\sigma_{\mathrm{O}^{\prime}}(b)=\operatorname{can}_{\mathrm{O}, \mathrm{O}^{\prime}} \sigma_{\mathrm{O}}(b) \times$ $\operatorname{can}_{\mathrm{O}, \mathrm{O}^{\prime}}^{-1}$ Let us set $\Phi_{\mathrm{O}, \mathrm{O}^{\prime}}:=\mathrm{F}_{\Phi}\left(\operatorname{can}_{\mathrm{O}, \mathrm{O}^{\prime}}\right)$. Then:
(1) $\Phi_{\mathrm{O}, \mathrm{O}^{\prime}} \in \exp \left(\hat{\mathfrak{t}}_{n}\right), \Phi_{\mathrm{O}^{\prime}, \mathrm{O}^{\prime \prime}} \Phi_{\mathrm{O}, \mathrm{O}^{\prime}}=\Phi_{\mathrm{O}, \mathrm{O}^{\prime \prime}} ;$
(2) $\tilde{\mu}_{\mathrm{O}^{\prime}}(b)=\Phi_{\mathrm{O}, \mathrm{O}^{\prime}} \tilde{\mu}_{\mathrm{O}}(b) \Phi_{\mathrm{O}, \mathrm{O}^{\prime}}^{-1}$.

If $\mathrm{O}=\bullet(\ldots(\bullet \bullet))$ is the 'right parenthesization', the explicit formula for $\tilde{\mu}_{\mathrm{O}}$ is

$$
\tilde{\mu}_{\mathrm{O}}\left(\sigma_{i}\right)=\Phi^{i, i+1, i+2 \ldots n} e^{t_{i, i+1} / 2} s_{i}\left(\Phi^{i, i+1, i+2 \ldots n}\right)^{-1}, \quad i=0, \ldots, n-1 .
$$

1.4. Prounipotent completions. - Recall that a group scheme over $\mathbf{Q}$ is a functor $\{\mathbf{Q}$-rings $\} \rightarrow$ \{groups $\}, G(-)=(\mathbf{k} \mapsto G(\mathbf{k}))$. Such a group scheme is called prounipotent if there exists a pronilpotent $\mathbf{Q}$-Lie algebra $\mathfrak{g}$, such that $\mathrm{G}(\mathbf{k}) \simeq \exp \left(\mathfrak{g}^{\mathbf{k}}\right)$, where $\mathfrak{g}^{\mathbf{k}}=\lim _{\leftarrow}\left(\mathfrak{g} / \mathrm{D}^{n}(\mathfrak{g})\right) \otimes \mathbf{k}$, and $\mathrm{D}^{1}(\mathfrak{g})=\mathfrak{g}, \mathrm{D}^{n+1}(\mathfrak{g})=\left[\mathfrak{g}, \mathrm{D}^{n}(\mathfrak{g})\right]$. To each finitely generated group $\Gamma$, one may attach a prounipotent group scheme $\Gamma(-)$, equipped with a morphism $\Gamma \rightarrow \Gamma(\mathbf{Q})$, with the following universal property: any unipotent $\mathbf{Q}$-group scheme $\mathrm{U}(-)$ and any group morphism $\Gamma \rightarrow \mathrm{U}(\mathbf{Q})$ give rise to a morphism $\Gamma(-) \rightarrow \mathrm{U}(-)$ of

[^1]prounipotent group schemes, such that the composite map $\Gamma \rightarrow \Gamma(\mathbf{Q}) \rightarrow \mathrm{U}(\mathbf{Q})$ coincides with $\Gamma \rightarrow \mathrm{U}(\mathbf{Q})$. The scheme $\Gamma(-)$ is called the prounipotent (or Malcev) completion of $\Gamma$.

If $S$ is a finite set, let $F_{S}$ be the free group generated by $S$ and $\hat{f}_{S}^{Q}$ be the topologically free Lie algebra generated by symbols $\log s, s \in \mathrm{~S}$. Then we have an injective morphism $\mathrm{F}_{\mathrm{S}} \xrightarrow{\text { can }} \exp \left(\hat{f}_{\mathrm{S}}^{\mathbf{Q}}\right), s \mapsto \exp (\log s)$. If $\Gamma$ is presented as $\langle\mathrm{S} \mid f(t), t \in \mathrm{~T}\rangle$ for some map $\mathrm{T} \xrightarrow{f} \mathrm{~F}_{\mathrm{S}}$, then Lie $\Gamma(-)$ may be presented as the quotient of $\hat{\mathfrak{f}}_{\mathrm{S}}^{\mathbf{Z}}$ by the topological ideal generated by all $\log \operatorname{can} f(t), t \in \mathrm{~T}$. In particular, we have a canonical identification $\operatorname{Lie} \mathrm{F}_{\mathrm{S}}(-) \simeq \hat{\mathrm{f}}_{\mathrm{S}}^{\mathbf{Q}}$.
1.5. 1 -formality isomorphisms for braid groups. - We show how the morphisms $\tilde{\mu}_{O}$ (see (7)) extend to isomorphisms between prounipotent completions. The prounipotent completion of $\mathrm{B}_{n}$ relative to $\mathrm{B}_{n} \rightarrow \mathfrak{S}_{n}$ will be denoted $\mathrm{B}_{n}\left(\mathbf{k}, \mathfrak{S}_{n}\right)$; it may be constructed as follows: $\mathrm{B}_{n}$ acts by automorphisms of $\mathrm{PB}_{n}$, hence of $\mathrm{PB}_{n}(\mathbf{k}) ; \mathrm{B}_{n}\left(\mathbf{k}, \mathfrak{S}_{n}\right)$ is defined as the quotient of the semidirect product $\mathrm{PB}_{n}(\mathbf{k}) \rtimes \mathrm{B}_{n}$ by the image of the morphism $\mathrm{PB}_{n} \rightarrow$ $\mathrm{PB}_{n}(\mathbf{k}) \rtimes \mathrm{B}_{n}, g \mapsto\left(g^{-1}, g\right)$ (which is a normal subgroup). Then $\mathrm{B}_{n}\left(\mathbf{k}, \mathfrak{S}_{n}\right)$ fits into an exact sequence $1 \rightarrow \mathrm{~PB}_{n}(\mathbf{k}) \rightarrow \mathrm{B}_{n}\left(\mathbf{k}, \mathfrak{S}_{n}\right) \rightarrow \mathfrak{S}_{n} \rightarrow 1$.

The morphisms $\tilde{\mu}_{\mathrm{O}}$ then give rise to isomorphisms
(8)

also denoted $\tilde{\mu}_{\mathrm{O}}$. When $\Phi$ is the KZ associator with coupling constant $2 \pi i$ (see the Introduction), these isomorphisms are given by Sullivan's theory of minimal models applied to the configuration space of $n$ points in the complex plane. This theory computes all the rational homotopy groups of a simply-connected Kähler manifold, but only the prounipotent completion of its fundamental group in the non-simply-connected case, whence the name ' 1 -formality' [Su].

## 2. Operadic properties of 1-formality isomorphisms of braid groups

In this section, we establish operadic properties of the morphisms $\tilde{\mu}_{\mathrm{O}}$ introduced in Section 1.3. The operadic structure of the collection of braid groups is described by the cabling morphisms, which we review in the following section.
2.1. Cabling morphisms. - Let $n \geq 1, \mathbf{m}=\left(m_{1}, \ldots, m_{n}\right) \in \mathbf{N}^{n}$ and $m:=|\mathbf{m}|=$ $m_{1}+\cdots+m_{n}$. For $s \in \mathfrak{S}_{n}$, define $s_{\mathbf{m}} \in \mathfrak{S}_{m}$ by $s_{\mathbf{m}}\left(m_{1}+\cdots+m_{i-1}+j\right)=m_{s^{-1}(1)}+\cdots+$
$m_{s^{-1}(s(i)-1)}+j$ for any $i \in[n]$ and any $j \in\left[m_{i}\right]$. Then the diagram

commutes, where $\phi_{\mathbf{m}}:[m] \rightarrow[n]$ is defined by $\phi_{\mathbf{m}}\left(m_{1}+\cdots+m_{i-1}+j\right)=i$ for any $i \in[n]$ and any $j \in\left[m_{i}\right]$. One checks:

Lemma 11. - For $s, t \in \mathfrak{S}_{n},(t s)_{\mathbf{m}}=t_{\mathbf{m o s}^{-1}} s_{\mathbf{m}}$ (where we view $\mathbf{m}$ as a map $\left.[n] \rightarrow \mathbf{N}\right)$.
Recall that for $a, b \geq 0, \sigma_{a, b}=\left(\sigma_{b} \cdots \sigma_{1}\right) \cdots\left(\sigma_{a+b-1} \cdots \sigma_{a}\right) \in \mathrm{B}_{a+b}$, and that $(\sigma, \tau) \mapsto \sigma * \tau$ is the group morphism $\mathbf{B}_{a} \times \mathrm{B}_{b} \rightarrow \mathbf{B}_{a+b}$, such that $\sigma_{i} * 1=\sigma_{i}$ for $i \in[a-1]$ and $1 * \sigma_{j}=\sigma_{a+j}$ for $j \in[b-1]$.

Proposition 12. - There exists a unique collection of maps $\mathbf{B}_{n} \rightarrow \mathbf{B}_{m}, \sigma \mapsto \sigma_{\mathbf{m}}$, such that:
(a) $\left(\sigma_{i}\right)_{\mathbf{m}}=1_{m_{1}+\cdots+m_{i-1}} * \sigma_{m_{i}, m_{i+1}} * 1_{m_{i+2}+\cdots+m_{n}}$ for any $i \in[n]$ (where $1_{n} \in \mathfrak{S}_{n}$ is the identity permutation);
(b) for any $\sigma, \tau \in \mathbf{B}_{n},(\tau \sigma)_{\mathbf{m}}=\tau_{\mathbf{m o s}{ }^{-1}} \sigma_{\mathbf{m}}$, where $s=\operatorname{im}\left(\sigma \in \mathbf{B}_{n} \rightarrow \mathfrak{S}_{n}\right)$.

For any $\mathbf{m}$, the diagram

commutes, and the map $\sigma \mapsto \sigma_{\mathbf{m}}$ restricts to a group morphism $\mathrm{PB}_{n} \rightarrow \mathrm{~PB}_{m}$.
Remark 13. - The morphisms $f_{\mathbf{m}}: \mathrm{PB}_{n} \rightarrow \mathrm{~PB}_{m}$ can be interpreted topologically as follows. Recall the isomorphisms $\mathrm{PB}_{n} \simeq \pi_{1}\left(\mathrm{Cf}_{n}, \mathrm{P}_{n}\right)$ where $\mathrm{Cf}_{n}=\{f:[n] \rightarrow \mathbf{C} \mid f$ is injective $\}$, and $\mathrm{P}_{n}=\{f:[n] \rightarrow \mathbf{R} \mid f(1)<\cdots<f(n)\}$ (this is well-defined as $\mathrm{P}_{n}$ is contractible). For $\varepsilon>0$, define $\mathrm{Cf}_{n}^{\varepsilon} \subset \mathrm{Cf}_{n}$ as $\mathrm{Cf}_{n}^{\varepsilon}=\{f|\forall i \neq j,|f(i)-f(j)|>\varepsilon\}$ and let $g_{\mathbf{m}}: \mathrm{Cf}_{n}^{\varepsilon} \rightarrow \mathrm{Cf}_{n}$ be the map $f \mapsto g$, where $g\left(m_{1}+\cdots+m_{i-1}+j\right)=f(i)+\frac{j}{m_{i}} \varepsilon$. Then $g_{\mathbf{m}}\left(\mathrm{P}_{n} \cap \mathrm{Cf}_{n}^{\varepsilon}\right) \subset \mathrm{P}_{m}$, and $\mathrm{Cf}_{n}^{\varepsilon} \subset \mathrm{Cf}_{n}$ is a homotopy equivalence, so the diagram of maps $\mathrm{Cf}_{n} \supset \mathrm{Cf}_{n}^{\varepsilon} \rightarrow \mathrm{Cf}_{m}$ induces a group morphism $\mathrm{PB}_{n} \rightarrow \mathrm{~PB}_{m}$, which coincides with $f_{\mathbf{m}}$. The maps $f_{\mathbf{m}}: \mathrm{B}_{n} \rightarrow \mathrm{~B}_{m}$ can be defined in a similar fashion (see Figure 2).

Proof of Proposition 12. - This proposition could be proved topologically, following Remark 13; however, we give an algebraic proof as it involves techniques which will be used in Proposition 14.

Condition (b) imposes $\left(1_{n}\right)_{\mathbf{m}}=1_{m}$, therefore (a) and (b) imply $\left(\sigma_{i}^{-1}\right)_{\mathbf{m}}=1_{m_{1}+\cdots+m_{i-1}} *$ $\sigma_{m_{i+1}, m_{i}}^{-1} * 1_{m_{i+2}+\cdots+m_{n}}$. As $\sigma_{i}^{ \pm 1}$ generate $\mathrm{B}_{n}$, this equality and conditions (a) and (b) deter-


Fig. 2. - Cabling morphisms
mine the value of $\sigma_{\mathbf{m}}$ for each $\sigma \in \mathbf{B}_{n}$. This proves the uniqueness of the collection of maps $\sigma \mapsto \sigma_{\mathbf{m}}$.

Let us now prove its existence. We first recall from [JS] the construction of the free strict braided monoidal category $\mathrm{F}_{s}\left(\mathcal{A}_{\mathrm{S}}\right)=\mathbf{B}_{\mathrm{S}}$, where S is a set (the category $\mathcal{A}_{\mathrm{S}}$ is defined in Section 1.2).
$\mathbf{B}_{\mathrm{S}}$ is small and its set of objects is $\mathrm{Ob}\left(\mathbf{B}_{\mathrm{S}}\right)=\bigsqcup_{k \geq 0} \mathrm{~S}^{k}$; it identifies with the semigroup $\langle\mathrm{S}\rangle$ freely generated by S . For $w \in \operatorname{Ob}\left(\mathbf{B}_{\mathrm{S}}\right)$, we denote by $|w|$ the index $k$ such that $w \in \mathrm{~S}^{k}(k$ is the length of $w)$. Then for $w, w^{\prime} \in \operatorname{Ob}\left(\mathbf{B}_{\mathrm{S}}\right)$, we set $\mathbf{B}_{\mathrm{S}}\left(w, w^{\prime}\right)=\emptyset$ if $|w| \neq\left|w^{\prime}\right|$, and $\mathbf{B}_{\mathrm{S}}\left(w, w^{\prime}\right)=\mathrm{B}_{k} \times_{\mathfrak{S}_{k}} \mathfrak{S}_{w, w^{\prime}}$ if $|w|=\left|w^{\prime}\right|=k$; here $\mathfrak{S}_{w, w^{\prime}}=\{\sigma \in$ $\left.\mathfrak{S}_{k} \mid w \circ \sigma^{-1}=w^{\prime}\right\}$ (we view $w, w^{\prime}$ as maps $[k] \rightarrow \mathrm{S}$ ).

The tensor product is defined at the level of objects using the semigroup law, so $w \otimes w^{\prime}$ is defined by $\left|w \otimes w^{\prime}\right|=|w|+\left|w^{\prime}\right|,\left(w \otimes w^{\prime}\right)(i)=w(i)$ for $i \in[|w|],(w \otimes$ $\left.w^{\prime}\right)(|w|+i)=w^{\prime}(i)$ for $i \in\left[\left|w^{\prime}\right|\right]$. It is defined at the level of morphisms by restricting the map $\mathrm{B}_{|w|} \times \mathrm{B}_{\left|w^{\prime}\right|} \rightarrow \mathrm{B}_{|w|+\left|w^{\prime}\right|},\left(\sigma, \sigma^{\prime}\right) \mapsto \sigma * \sigma^{\prime}$. The braiding is $\beta_{w, w^{\prime}}:=\sigma_{|w|,\left|w^{\prime}\right|} \in$ $\mathbf{B}_{\mathrm{S}}\left(w \otimes w^{\prime}, w^{\prime} \otimes w\right)$.

When $\mathrm{S}=\{\bullet\}, \mathbf{B}_{\mathrm{S}}$ is simply denoted $\mathbf{B}$; then $\operatorname{Ob}(\mathbf{B})=\mathbf{N}, \mathbf{B}\left(k, k^{\prime}\right)=\emptyset$ if $k \neq k^{\prime}$, $\mathbf{B}(k)=\mathbf{B}_{k}, k \otimes k^{\prime}=k+k^{\prime}$, and the tensor product coincides with $*$ at the level of morphisms.

Let now $n \geq 1$ and $\mathbf{m} \in \mathbf{N}^{n}$. By the universal properties of $\mathbf{B}_{[n]}$, there exists a unique tensor functor $\mathrm{F}_{\mathbf{m}}: \mathbf{B}_{[n]} \rightarrow \mathbf{B}$, such that $\mathrm{F}_{\mathbf{m}}(i)=m_{i}$ for each $i \in[n]$. For $s \in \mathfrak{S}_{n}$, we set $\mathrm{B}_{n}^{s}:=\mathrm{B}_{n} \times{ }_{\mathfrak{S}_{n}}\{s\}$. Then $\mathrm{B}_{n}=\bigsqcup_{s \in \mathfrak{S}_{n}} \mathrm{~B}_{n}^{s}$. Define the map $f_{\mathbf{m}}: \mathrm{B}_{n} \rightarrow \mathrm{~B}_{m}$ by the condition that for any $s \in \mathfrak{S}_{n}$, the diagram
(10)

$$
\begin{array}{cc}
\mathbf{B}_{[n]}\left(1 \otimes \cdots \otimes n, s^{-1}(1) \otimes \cdots \otimes s^{-1}(n)\right) & \xrightarrow{\mathrm{F}_{\boldsymbol{m}}} \mathbf{B}\left(m_{1} \otimes \cdots \otimes m_{n}, m_{s^{-1}(1)} \otimes \cdots \otimes s_{s^{-1}\left(s_{n}\right)}\right) \\
\| & \| \\
\mathbf{B}_{n}^{s} & \xrightarrow{f_{\mathbf{m}}}
\end{array}
$$

commutes. We now prove that the maps $f_{\mathbf{m}}$ satisfy conditions (a) and (b). For $s, t \in \mathfrak{S}_{n}$,

$$
\begin{aligned}
& \mathbf{B}_{[n]}\left(1 \otimes \cdots \otimes n, \quad \mathbf{B}_{[n]}(1 \otimes \cdots \otimes n,\right. \\
& \mathbf{B}_{n}^{s} \times \mathbf{B}_{n}^{t}=\begin{array}{c}
\left.s^{-1} 1 \otimes \cdots \otimes s^{-1} n\right) \\
\times \mathbf{B}_{[n]}(1 \otimes \cdots \otimes n,
\end{array} \underset{\times \mathbf{B}_{[n]}\left(s^{-1} 1 \otimes \cdots \otimes s^{-1} 1 \otimes \cdots s^{-1} n,\right.}{ } \quad \stackrel{(f, g) \mapsto g \circ f}{\rightarrow} \underset{\left.(t s)^{-1} 1 \otimes \cdots \otimes(t s)^{-1} n\right)}{\mathbf{B}_{[n]}(1 \otimes \cdots \otimes n,}=\mathbf{B}_{n}^{t s} \\
& \left.\left.t^{-1} 1 \otimes \cdots \otimes t^{-1} n\right) \quad s^{-1} t^{-1} 1 \otimes \cdots \otimes s^{-1} t^{-1} n\right)
\end{aligned}
$$

commutes, so the diagram

commutes. So the family of maps $\left(f_{\mathbf{m}}\right)_{|\mathbf{m}|=m}$ satisfies condition (a). The value of $f_{\mathbf{m}}\left(\sigma_{i}\right)$ is obtained by a direct computation, which shows that $\left(f_{\mathbf{m}}\right)_{|\mathbf{m}|=m}$ satisfies condition (b).

Note that the tensor functor $\mathrm{F}_{\mathbf{m}}: \mathbf{B}_{[n]} \rightarrow \mathbf{B}$ factors as $\mathrm{F}_{\mathbf{m}}=p \circ \mathrm{G}_{\mathbf{m}}$, where $\mathrm{G}_{\mathbf{m}}: \mathbf{B}_{[n]} \rightarrow \mathbf{B}_{[m]}$ is defined by $\mathrm{G}_{\mathbf{m}}(i):=\bigotimes_{j \in m_{1}+\cdots+m_{i-1}+\left[m_{i}\right.} j$ for any $i \in[n]$ and $p: \mathbf{B}_{[m]} \rightarrow \mathbf{B}$ is defined by $p(j)=\bullet$ for any $j \in[m]$. It follows that we have a factorization of (10) as

$$
\begin{array}{rlccc}
\mathbf{B}_{[n]}\left(1 \otimes \cdots \otimes n, s^{-1}(1) \otimes \cdots \otimes s^{-1}(n)\right) & \xrightarrow{\mathrm{G}_{\mathbf{m}}} \underset{\left.\mathrm{G}_{\mathbf{m}}\left(s^{-1}(1)\right) \otimes \cdots \otimes \mathbf{G}_{\mathbf{m}}\left(s^{-1}(n)\right)\right)}{\mathbf{B}_{[n}\left(\mathrm{G}_{\mathbf{m}}(1) \otimes \cdots \otimes \mathrm{G}_{\mathbf{m}}(n),\right.} \xrightarrow{p} \mathbf{B}(m)  \tag{11}\\
\|_{n}^{s} & \rightarrow & \mathbf{B}_{m}^{s_{\mathbf{m}}} & \rightarrow & \mathbf{B}_{m}
\end{array}
$$

which implies that $f_{\mathbf{m}}\left(\mathbf{B}_{n}^{s}\right) \subset \mathbf{B}_{m}^{s_{\mathbf{m}}}$, as wanted. The commutativity of (9) and identity (b) then imply that $f_{\mathbf{m}}$ restricts to a group morphism $\mathrm{PB}_{n} \rightarrow \mathrm{~PB}_{m}$.

Identities (a) and (b) immediately imply that if $m_{1}=1$, then

$$
f_{\mathbf{m}}\left(\mathrm{X}_{i}\right)=\mathrm{X}_{m_{1}+\cdots+m_{i-1}+2} \cdots \mathbf{X}_{m_{1}+\cdots+m_{i}+1}
$$

for $i=2, \ldots, n$, where $\mathbf{X}_{i} \in \mathrm{~PB}_{n}$ is given by $\mathbf{X}_{i}=\sigma_{i-1} \cdots \sigma_{2} \sigma_{1}^{2} \sigma_{2} \cdots \sigma_{i-1}$.
2.2. A commutative diagram. - Let $\mathrm{O} \in \mathbf{P a r}_{n}$, and let $\mathrm{O}_{1}, \ldots, \mathrm{O}_{n} \in \mathbf{P a r}$. Let $\mathrm{O}\left(\mathrm{O}_{1}, \ldots, \mathrm{O}_{n}\right) \in \mathbf{P a r}$ be obtained by replacing the object $\bullet$ occurring $n$ times in O successively by $\mathrm{O}_{1}, \ldots, \mathrm{O}_{n}$. (For example, for $\mathrm{O}=\bullet(\bullet \bullet), \mathrm{O}_{1}=\bullet \bullet, \mathrm{O}_{2}=\bullet(\bullet \bullet), \mathrm{O}_{3}=\bullet$, $\left.\mathrm{O}\left(\mathrm{O}_{1}, \mathrm{O}_{2}, \mathrm{O}_{3}\right)=(\bullet \bullet)((\bullet(\bullet \bullet)) \bullet).\right)$

Proposition 14. - Fix $\Phi \in \mathrm{M}_{1}(\mathbf{k})$. The diagram

commutes, where $g_{\mathbf{m}}\left(e^{x}, s\right)=\left(e^{y}, s_{\mathbf{m}}\right)$ with $y=x^{\left[m_{1}\right], m_{1}+\left[m_{2}\right], \ldots, m_{1}+\cdots+m_{n-1}+\left[m_{n}\right]}$. In particular, we have a commutative diagram of group morphisms


Proof. - We first recall the construction of the free b.m.c. $\mathbf{P a B} \mathbf{B}_{\mathrm{S}}=\mathrm{F}_{b}\left(\mathcal{A}_{\mathrm{S}}\right)$ (see Section 1.2). Its set of objects is $\operatorname{Ob}\left(\mathbf{P a B} \mathbf{B}_{\mathrm{S}}\right):=\operatorname{Ob}\left(\mathbf{B}_{\mathrm{S}}\right) \times_{\mathbf{N}} \mathbf{P a r}=\{(w, p) \| w|=|p|\}$; it may be viewed as the free magma generated by S (recall that a magma is a set equipped with a binary law and a neutral element). The morphisms are then $\mathbf{P a B}_{\mathrm{S}}\left((w, p),\left(w^{\prime}, p^{\prime}\right)\right):=$ $\mathbf{B}_{\mathrm{S}}\left(w, w^{\prime}\right)$. The tensor product is defined at the level of objects by $(w, p) \otimes\left(w^{\prime}, p^{\prime}\right):=$ $\left(w \otimes w^{\prime}, p \otimes p^{\prime}\right)$, and may be identified with the magma product. At the level of morphisms, the tensor product law $\mathbf{P a B}_{\mathrm{S}}\left(\left(w_{1}, p_{1}\right),\left(w_{2}, p_{2}\right)\right) \times \mathbf{P a B}_{\mathrm{S}}\left(\left(w_{3}, p_{3}\right),\left(w_{4}, p_{4}\right)\right) \rightarrow$ $\mathbf{P a B}_{\mathrm{S}}\left(\left(w_{1}, p_{1}\right) \otimes\left(w_{3}, p_{3}\right),\left(w_{2}, p_{2}\right) \otimes\left(w_{4}, p_{4}\right)\right)$ is defined as the tensor product law $\mathbf{B}_{\mathrm{S}}\left(w_{1}, w_{2}\right) \times \mathbf{B}_{\mathrm{S}}\left(w_{3}, w_{4}\right) \rightarrow \mathbf{B}_{\mathrm{S}}\left(w_{1} \otimes w_{3}, w_{2} \otimes w_{4}\right)$ of $\mathbf{B}_{\mathrm{S}}$. The braiding constraint for $\mathbf{P a B}_{\mathrm{S}}$ is $\beta_{(w, p),\left(w^{\prime}, p^{\prime}\right)}:=\beta_{w, w^{\prime}} \in \mathbf{B}_{\mathrm{S}}\left(w \otimes w^{\prime}, w^{\prime} \otimes w\right)=\mathbf{P a} \mathbf{B}_{\mathrm{S}}\left((w, p) \otimes\left(w^{\prime}, p^{\prime}\right),\left(w^{\prime}, p^{\prime}\right) \otimes\right.$ $(w, p))$, and the associativity constraint is $a_{(w, p),\left(w^{\prime}, p^{\prime}\right),\left(w^{\prime \prime}, p^{\prime \prime}\right)}:=\operatorname{id}_{\left.w \otimes w^{\prime} \otimes w^{\prime \prime}\right)} \in \mathbf{B}_{\mathrm{S}}\left(w \otimes w^{\prime} \otimes\right.$ $\left.w^{\prime \prime}\right)=\mathbf{P a B}_{\mathrm{S}}\left(\left((w, p) \otimes\left(w^{\prime}, p^{\prime}\right)\right) \otimes\left(w^{\prime \prime}, p^{\prime \prime}\right),(w, p) \otimes\left(\left(w^{\prime}, p^{\prime}\right) \otimes\left(w^{\prime \prime}, p^{\prime \prime}\right)\right)\right)$.

For $\Phi \in \mathrm{M}_{1}(\mathbf{k})$, we then construct a b.m.c. $\mathbf{P a C D}_{\mathrm{S}}^{\Phi}$ as follows. Its set of objects is defined by $\operatorname{Ob}\left(\mathbf{P a C D}{ }_{\mathrm{S}}^{\Phi}\right):=\mathrm{Ob}\left(\mathbf{P a B} \mathbf{B}_{\mathrm{S}}\right)$. The morphisms are defined by $\mathbf{P a C D}_{\mathrm{S}}^{\Phi}\left((w, p),\left(w^{\prime}, p^{\prime}\right)\right):=\exp \left(\hat{\mathfrak{t}}_{k}^{\mathbf{k}}\right) \rtimes \mathfrak{S}_{w, w^{\prime}}$ if $|w|=\left|w^{\prime}\right|=k$, and $\mathbf{P a C D}{ }_{\mathrm{S}}^{\Phi}\left(w, w^{\prime}\right)=\emptyset$ otherwise. There exists a unique b.m.c. structure on $\mathbf{P a C D} \mathbf{D}_{\mathrm{S}}^{\phi}$, such that the tensor product is the same as that of $\mathbf{P a B} \mathbf{B}_{\mathrm{S}}$ at the level of objects, and the functor $\mathbf{P a C D}{ }_{\mathrm{S}}^{\Phi} \rightarrow \mathbf{P a C D} \mathbf{D}_{\Phi}$, defined at the level of objects by $(w, p) \mapsto p$ and at the level of morphisms by the canonical inclusion $\mathbf{P a C D} \mathbf{S}_{\mathrm{S}}^{\Phi}\left((w, p),\left(w^{\prime}, p^{\prime}\right)\right) \subset \mathbf{P a C D} \mathbf{D}_{\Phi}\left(p, p^{\prime}\right)$, is a tensor functor.

We associate a tensor functor $G_{\mathbf{m}, \mathbf{p}}: \mathbf{P a C D}_{[n]}^{\Phi} \rightarrow \mathbf{P a C D}_{[m]}^{\Phi}$ to the following data:
(1) a map $\mathbf{m}:[n] \rightarrow \mathbf{N}$, such that $m=\sum_{i=1}^{n} m_{i}$;
(2) a collection $\mathbf{p}=\left(p_{i}\right)_{i \in[n]}$, where for each $i, p_{i} \in \mathbf{P a r}_{m_{i}}$.
$\mathrm{G}_{\mathbf{m}, \mathbf{p}}$ is constructed as follows. At the level of objects, it induces the unique tensor map $g_{\mathbf{m}, \mathbf{p}}: \mathrm{Ob}\left(\mathbf{P a C D}_{[n]}^{\Phi}\right) \rightarrow \mathrm{Ob}\left(\mathbf{P a C D} \mathbf{D}_{[m]}^{\Phi}\right)$ taking $i \in[n]$ to $\left(\left(m_{1}+\cdots+m_{i-1}+1, \ldots, m_{1}+\right.\right.$
$\left.\left.\cdots+m_{i}\right), p_{i}\right) \in[m]^{m_{i}} \times \mathbf{P a r}_{m_{i}}$. Note that the diagram

commutes, where we recall that $\langle\mathrm{S}\rangle$ is the semigroup generated by S and $g_{\mathbf{m}}$ is the semigroup morphism defined by $g_{\mathbf{m}}(i)=\left(m_{1}+\cdots+m_{i-1}+1, \ldots, m_{1}+\cdots+m_{i}\right)$.

Let $w=\left(w_{1}, \ldots, w_{k}\right), w^{\prime}=\left(w_{1}^{\prime}, \ldots, w_{k}^{\prime}\right) \in[n]^{k}$ and $p, p^{\prime} \in \mathbf{P a r}_{k}$; the map

$$
\mathbf{P a C D}_{[n]}^{\Phi}\left((w, p),\left(w^{\prime}, p^{\prime}\right)\right) \rightarrow \mathbf{P a C D}_{[m]}^{\Phi}\left(g_{\mathbf{m}, \mathbf{p}}(w, p), g_{\mathbf{m}, \mathbf{p}}\left(w^{\prime}, p^{\prime}\right)\right)
$$

induced by $\mathrm{G}_{\mathbf{m}, \mathbf{p}}$ on morphisms is determined by the condition that

$$
\begin{gathered}
\mathbf{P a C D}_{[n]}^{\Phi}\left((w, p),\left(w^{\prime}, p^{\prime}\right)\right) \rightarrow \mathbf{P a C D}_{[m]}^{\Phi}\left(g_{\mathbf{m}, \mathbf{p}}(w, p), g_{\mathbf{m}, \mathbf{p}}\left(w^{\prime}, p^{\prime}\right)\right) \\
\quad \exp \left(\hat{\mathfrak{t}}_{k}^{\mathbf{k}}\right) \rtimes \mathfrak{S}_{w, w^{\prime}} \quad \stackrel{g_{m}^{g_{m}^{k}}}{ } \quad \exp \left(\hat{\mathbf{t}}_{k^{\prime}}^{\mathbf{k}}\right) \rtimes \mathfrak{S}_{g_{\mathbf{m}}(w), g_{\mathbf{m}}\left(w^{\prime}\right)}
\end{gathered}
$$

commutes, where $k^{\prime}=\sum_{i=1}^{k} m\left(w_{i}\right)$, and $g_{\mathbf{m}}^{k}(\exp x, s)=\left(\exp y, s_{m}\left(w_{1}\right), \ldots, m\left(w_{k}\right)\right.$, where $y=$ $x^{\left[m\left(w_{1}\right)\right] \ldots, \ldots m\left(w_{1}\right)+\cdots+m\left(w_{k-1}\right)+\left[m\left(w_{k}\right)\right]}$. One checks that $\mathrm{G}_{\mathbf{m}, \mathbf{p}}$ is a tensor functor.

There are tensor functors $\mathbf{P a B}_{[n]} \rightarrow \mathbf{P a C D}_{[n]}^{\infty}$ and $\mathbf{P a B} \mathbf{B}_{[m]} \rightarrow \mathbf{P a C D}_{[m]}^{\Phi}$, uniquely determined by the condition that they induce the identity at the level of objects. We also have a tensor functor $\mathbf{P a B}_{[n]} \rightarrow \mathbf{P a B} \mathbf{B}_{[m]}$, uniquely determined by the condition that it induces the map $g_{\mathbf{m}, \mathbf{p}}$ at the level of objects. Then the diagram of tensor functors

$$
\begin{array}{cc}
\mathbf{P a B}_{[n]} & \rightarrow \mathbf{P a B}_{[m]} \\
\downarrow & \downarrow \\
\mathbf{P a C D}_{[n]}^{\Phi} & \rightarrow \mathbf{P a C D}_{[m]}^{\Phi}
\end{array}
$$

commutes; to prove this, one checks that two tensor functors $\mathbf{P a B}_{[n]} \rightarrow \mathbf{P a C D} \mathbf{D}_{[m]}^{\Phi}$ are equal by considering the images of objects.

We also have a commutative diagram of tensor functors

where $\mathbf{P a B}_{[m]} \rightarrow \mathbf{P a B}$ is induced by the unique map $[m] \rightarrow\{\bullet\}, \mathbf{P a C D}_{[m]}^{\Phi} \rightarrow \mathbf{P a C D} \mathbf{D}_{\Phi}$ is similarly defined on objects and by the natural inclusions of the sets of morphisms.

Composing these commutative diagrams, we obtain a commutative diagram

which induces a commutative diagram

$$
\begin{array}{ccc}
\mathbf{P a B}_{[n]}\left(1 \otimes \cdots \otimes n, s^{-1}(1) \otimes \cdots \otimes s^{-1}(n)\right) & \rightarrow & \mathbf{P a B}(m) \\
\downarrow & \downarrow \\
\mathbf{P a C D}_{[n]}^{\Phi}\left(1 \otimes \cdots \otimes n, s^{-1}(1) \otimes \cdots \otimes s^{-1}(n)\right) & \rightarrow \mathbf{P a C D}_{\Phi}(m)
\end{array}
$$

for any $s \in \mathfrak{S}_{n}$. The latter induces the desired commutative diagram


## 3. Braid groups and free groups

In this section, we recall the relations between the free and (pure) braid groups, as well as between their infinitesimal analogues. We also recall material from [AT2] about the non-commutative Jacobian and complexes of spaces of cyclic words.
3.1. Action of braid groups on free Lie algebras. - For S a finite totally ordered set, define the braid group $\mathrm{B}_{\mathrm{S}}$ by $\mathrm{B}_{\mathrm{S}}:=\mathrm{B}_{|\mathrm{S}|}$. The images of the Artin generators of $\mathrm{B}_{|\mathrm{S}|}$ are then $\sigma_{s}, s \in \mathrm{~S}$ non-maximal.

Set $\mathrm{B}_{1, n}:=\mathrm{B}_{\{0, \ldots, n\}} \times \mathfrak{S}_{n+1} \mathfrak{S}_{n}$, where $\mathfrak{S}_{n} \hookrightarrow \mathfrak{S}_{n+1}=\mathfrak{S}_{\{0, \ldots, n\}}$ is $\sigma \mapsto \tilde{\sigma}$, where $\tilde{\sigma}$ extends $\sigma$ by $\tilde{\sigma}(0)=0$. Then $\mathrm{B}_{1, n}$ is a braid group of type B . If we set $\tau:=\sigma_{0}^{2}$, its presentation is as follows:
generators: $\tau, \sigma_{1}, \ldots, \sigma_{n-1}$,
relations: $\left(\tau \sigma_{1}\right)^{2}=\left(\sigma_{1} \tau\right)^{2}, \quad \tau \sigma_{i}=\sigma_{i} \tau$ for $i \geq 2$,
Artin relations between $\sigma_{1}, \ldots, \sigma_{n-1}$.
Define elements of $\mathrm{B}_{1, n}$ as follows:

$$
\mathrm{X}_{1}:=\tau, \quad \mathrm{X}_{2}:=\sigma_{1} \tau \sigma_{1}^{-1}, \quad \ldots, \quad \mathrm{X}_{n}:=\left(\sigma_{n-1} \cdots \sigma_{1}\right) \tau\left(\sigma_{n-1} \cdots \sigma_{1}\right)^{-1}
$$

We have then:

$$
\begin{align*}
& \sigma_{i} \mathrm{X}_{i} \sigma_{i}^{-1}=\mathrm{X}_{i+1}, \quad \sigma_{i} \mathrm{X}_{i+1} \sigma_{i}^{-1}=\mathrm{X}_{i+1}^{-1} \mathrm{X}_{i} \mathrm{X}_{i+1}  \tag{14}\\
& \sigma_{i} \mathrm{X}_{j} \sigma_{i}^{-1}=\mathrm{X}_{j} \quad \text { if } j \neq i, i+1
\end{align*}
$$

for $i=1, \ldots, n-1, j=1, \ldots, n$. One checks that $\mathrm{B}_{1, n}$ may be presented as follows:
generators: $\mathrm{X}_{1}, \ldots, \mathrm{X}_{n}, \sigma_{1}, \ldots, \sigma_{n-1}$,
relations: relations (14), Artin relations between the $\sigma_{i}$.
More precisely, one shows directly that the presentations (13) and (15) are equivalent.

Proposition 15. - (1) There is a unique group morphism $\mathrm{B}_{n} \rightarrow \operatorname{Aut}\left(\mathrm{~F}_{n}\right)$, taking $\sigma_{i}(i=$ $1, \ldots, n-1)$ to the automorphism $\mathbf{X}_{i} \mapsto \mathbf{X}_{i+1}, \mathrm{X}_{i+1} \mapsto \mathrm{X}_{i+1}^{-1} \mathbf{X}_{i} \mathbf{X}_{i+1}, \mathrm{X}_{j} \mapsto \mathrm{X}_{j}$ for $j \neq i, i+1$.
(2) We have an isomorphism $\mathrm{B}_{1, n} \simeq \mathrm{~F}_{n} \rtimes \mathrm{~B}_{n}$, where the semidirect product is with respect to the above action. Its inverse is $\left(\mathrm{X}_{i}, 1\right) \mapsto \mathrm{X}_{i},\left(1, \sigma_{i}\right) \mapsto \sigma_{i}$.

Proof. - (1) is well-known (see e.g. [Mag]). As mentioned in the Introduction, this group morphism admits an interpretation in terms of the Fadell-Neuwirth fibration. (2) follows from the fact that the presentation (15) is that of a semidirect product.

Note that we have a commutative diagram


Taking kernels, we obtain:
Corollary 16. - We have an isomorphism $\mathrm{PB}_{n+1} \simeq \mathrm{~F}_{n} \rtimes \mathrm{~PB}_{n}$, where the semidirect product is with respect to the restriction $\mathrm{PB}_{n} \rightarrow \operatorname{Aut}\left(\mathrm{~F}_{n}\right)$ of the action of Proposition 15 .

These statements have prounipotent counterparts:
Proposition 17. - (1) The morphism $\mathrm{B}_{n} \rightarrow \operatorname{Aut}\left(\mathrm{~F}_{n}\right)$ in Proposition 15 extends to a morphism $\mathrm{B}_{n}\left(\mathbf{k}, \mathfrak{S}_{n}\right) \rightarrow \operatorname{Aut}\left(\mathrm{F}_{n}(\mathbf{k})\right)$.
(2) We have an isomorphism $\mathrm{PB}_{n+1}(\mathbf{k}) \simeq \mathrm{F}_{n}(\mathbf{k}) \rtimes \mathrm{PB}_{n}(\mathbf{k})$.

Proof. - Immediate.
Remark 18. - The results of this subsection can be reformulated 'invariantly' as follows. If S is a finite totally ordered set, set $\mathrm{S}^{+}:=\{0\} \sqcup \mathrm{S}$, where $o<s$ for any $s \in \mathrm{~S}$. We then set $\mathrm{B}_{1, \mathrm{~S}}:=\mathrm{B}_{\mathrm{S}^{+}} \times_{\mathfrak{S}_{\mathrm{s}^{+}}} \mathfrak{S}_{\mathrm{S}}$, and $\mathrm{X}_{s}:=\left(\prod_{t<s}^{-} \sigma_{t}\right) \sigma_{\min \mathrm{S}}^{2}\left(\prod_{t<s}^{-} \sigma_{t}\right)^{-1}$, where $\prod^{-}$means the product in decreasing order. Then we have injective group morphisms $\mathrm{F}_{\mathrm{S}} \hookrightarrow \mathrm{B}_{1, \mathrm{~S}}$, $s \mapsto \mathrm{X}_{s}$ and $\mathrm{B}_{\mathrm{S}} \hookrightarrow \mathrm{B}_{1, \mathrm{~S}}$, which lead to an isomorphism $\mathrm{B}_{1, \mathrm{~S}} \simeq \mathrm{~F}_{\mathrm{S}} \rtimes \mathrm{B}_{\mathrm{S}}$. It restricts to an isomorphism $\mathrm{PB}_{\mathrm{S}^{+}} \simeq \mathrm{F}_{\mathrm{S}} \rtimes \mathrm{PB}_{\mathrm{S}}$.
3.2. Lie algebraic analogues. - One checks that there is a unique Lie algebra morphism $\mathfrak{t}_{\mathrm{S}} \rightarrow \operatorname{Der}\left(\mathfrak{f}_{\mathrm{S}}\right)$, given by $t_{s^{\prime}} \mapsto\left(s \mapsto\left[s, s^{\prime}\right], s^{\prime} \mapsto\left[s^{\prime}, s\right], t \mapsto 0\right.$ for $\left.t \neq s, s^{\prime}\right)$. It follows from the presentations of $\mathfrak{t}_{\mathrm{S}}$ and $\mathfrak{t}_{\mathrm{s}^{+}}$that we have an isomorphism

$$
\mathfrak{t}_{\mathrm{S}^{+}} \simeq \mathfrak{f}_{\mathrm{S}} \rtimes \mathfrak{t}_{\mathrm{S}},
$$

given by $t_{o s} \mapsto(s, 0), t_{s s^{\prime}} \mapsto\left(0, t_{s s^{\prime}}\right)$.
3.3. Tangential derivations and tangential automorphisms. - If S is a set, define Eauts $:=$ $\mathfrak{S}_{\mathrm{S}} \times\left(\mathrm{F}_{\mathrm{S}}\right)^{\mathrm{S}}$; it is equipped with the semigroup law $(\sigma, g)(\tau, h):=(\sigma \tau, k)$, where $k_{s}=$ $\theta(\sigma, g)\left(h_{s}\right) g_{\tau(s)}$ and $\theta:$ Eaut $_{S} \rightarrow \operatorname{End}\left(\mathrm{~F}_{\mathrm{S}}\right)$ is given by $\theta(\sigma, g)(s)=\operatorname{Ad}_{g_{s}}(\sigma(s))$. Then $\theta$ is a semigroup morphism. We have an isomorphism $\operatorname{Ker} \theta \simeq \mathbf{Z}^{\mathrm{S}}$, with inverse given by $\left(n_{s}\right)_{s \in \mathrm{~S}} \mapsto\left(g_{s}\right)_{s \in \mathrm{~S}}$, where $g_{s}=s^{n_{s}}$ for any $s \in \mathrm{~S}$. We set Eaut $\underline{\text { Eal }}_{\mathrm{S}}:=\operatorname{Im} \theta=$ Eaut $_{\mathrm{S}} / \mathbf{Z}^{\mathrm{S}}$ and call its elements extended tangential endomorphisms of the free group.

A section of Eaut $\rightarrow$ Eaut $_{\mathrm{S}}$ may be defined by $\left(\sigma,\left(g_{s}\right)_{s \in \mathrm{~S}}\right) \mapsto\left(\sigma,\left(g_{s}^{\prime}\right)_{s \in \mathrm{~S}}\right)$, where $g_{s}^{\prime}=g_{s} s^{- \text {degree of } g_{s} \text { in } s \text {. We then have }}$

$$
\text { Eaut }_{S}=\mathbf{Z}^{\mathrm{S}} \rtimes \text { Eaut }_{\mathrm{S}},
$$

where the action of Eaut ${ }_{S}$ on $\mathbf{Z}^{\mathrm{S}}$ is via Eaut ${ }_{\mathrm{S}} \rightarrow \mathfrak{S}_{\mathrm{S}},\left(\sigma,\left(g_{s}\right)_{s \in \mathrm{~S}}\right) \mapsto \sigma$.
Set Tauts $:=\operatorname{Ker}\left(\right.$ Eaut $\left._{\mathrm{s}} \rightarrow \mathfrak{S}_{\mathrm{s}}\right)$, $\underline{\text { Taut }}_{\mathrm{s}}:=\operatorname{Ker}\left(\right.$ Eaut $\left._{\mathrm{s}} \rightarrow \mathfrak{S}_{\mathrm{S}}\right)$. Then $\operatorname{Ker} \theta \subset$ Tauts $_{\mathrm{S}}$ is central, and the above section of $\theta$ restricts to a morphism Taut $\rightarrow$ Tauts, therefore

$$
\text { Taut }_{S}=\mathbf{Z}^{\mathrm{S}} \oplus \underline{\text { Taut }}_{\mathrm{S}} .
$$

The semigroup morphism Eaut $\underline{S}_{\mathrm{S}} \rightarrow \mathfrak{S}_{\mathrm{S}},(\sigma, g) \mapsto \sigma$ admits a section $\sigma \mapsto(\sigma, 1)$. We then have isomorphisms

$$
\text { Eaut }_{\mathrm{S}}=\text { Taut }_{\mathrm{S}} \rtimes \mathfrak{S}_{\mathrm{S}}, \quad \underline{\text { Eaut }_{\mathrm{S}}}=\underline{\text { Taut }}_{\mathrm{S}} \rtimes \mathfrak{S}_{\mathrm{S}}
$$

compatible with the above decompositions.
These semigroups admit prounipotent versions. We set Eauts $(\mathbf{k}):=\mathfrak{S}_{\mathrm{S}} \times \mathrm{F}_{\mathrm{S}}(\mathbf{k})^{\mathrm{S}}$, Eaut $_{S}(\mathbf{k}):=\operatorname{Im}\left(\operatorname{Eaut}_{S}(\mathbf{k}) \rightarrow \operatorname{Aut}\left(\mathrm{F}_{\mathrm{S}}(\mathbf{k})\right)\right)$; we recall that $\mathrm{F}_{\mathrm{S}}(\mathbf{k}) \simeq \exp \left(\hat{f}_{\mathrm{S}}^{\mathbf{k}}\right)$. A section of $\operatorname{Eaut}_{\mathrm{S}}(\mathbf{k}) \rightarrow$ Eaut $_{\mathrm{S}}(\mathbf{k})$ is defined as above, with $g_{s}^{\prime}:=g_{s} e^{-\left(\text {(coefficient of } \log s \text { in } \log g_{s}\right) \log s}$. Then as above,

$$
\begin{array}{ll}
\text { Eaut }_{\mathrm{S}}(\mathbf{k})=\mathbf{k}^{\mathrm{S}} \rtimes{\underline{\operatorname{Eaut}_{\mathrm{S}}}(\mathbf{k}),}^{\operatorname{Taut}_{\mathrm{S}}(\mathbf{k})=\mathbf{k}^{\mathrm{S}} \oplus \underline{\operatorname{Taut}}_{\mathrm{S}}(\mathbf{k}),} \\
\operatorname{Eaut}_{\mathrm{S}}(\mathbf{k})=\operatorname{Taut}_{\mathrm{S}}(\mathbf{k}) \rtimes \mathfrak{S}_{\mathrm{S}}, & \underline{\operatorname{Eaut}}_{\mathrm{S}}(\mathbf{k})=\underline{\operatorname{Taut}}_{\mathrm{S}}(\mathbf{k}) \rtimes \mathfrak{S}_{\mathrm{S}}
\end{array}
$$

Set $\underline{\mathfrak{t} e r}^{\mathbf{k}}:=\operatorname{Im}\left(\mathfrak{t d e r} \mathrm{r}_{\mathrm{S}}^{\mathbf{k}} \rightarrow \operatorname{Der}\left(f_{\mathrm{S}}^{\mathbf{k}}\right)\right)$. Then the projection $\mathfrak{t d e r} \mathrm{r}_{\mathrm{S}}^{\mathbf{k}} \rightarrow{\underline{\mathfrak{t}} \underline{e r}_{\mathrm{S}}^{\mathbf{k}} \text { admits a }}^{\mathbf{k}}$ section $\left(u_{s}\right)_{s \in \mathrm{~S}} \mapsto\left(u_{s}^{\prime}\right)_{s \in \mathrm{~S}}$, where $u_{s}^{\prime}=u_{s}-\left(\right.$ coefficient of $u_{s}$ in $\left.s\right) s$. Then we have an isomorphism

$$
\mathfrak{t d e r} \mathrm{t}_{\mathrm{S}}^{\mathbf{k}}=\mathbf{k}^{\mathrm{S}} \oplus{\underline{\mathfrak{t d e r}} \mathfrak{r}_{\mathrm{S}}^{\mathbf{k}}, ~}_{\text {k }}
$$

which is equivariant under $\mathfrak{S}_{\mathrm{S}}$ and is the Lie algebraic version of the above decompositions.

Proposition 19. - (1) There is a unique semigroup morphism $\mathrm{B}_{1, n} \xrightarrow{\text { Ad }} \underline{\text { Eaut }}_{n}$, given by $\sigma_{i} \mapsto$ $\left(s_{i}, g_{i}\right)$, where $\left(g_{i}\right)_{i+1}=\mathbf{X}_{i+1}^{-1}$, and $\left(g_{i}\right)_{j}=1$ for $j \neq i+1$, and $\mathbf{X}_{i} \mapsto\left(1, h_{i}\right)$, where $\left(h_{i}\right)_{j}=\mathbf{X}_{i}$ for $j=1, \ldots, n$. The composite map $\mathrm{B}_{1, n} \rightarrow \underline{\text { Eaut }}_{n} \rightarrow \operatorname{Aut}\left(\mathrm{~F}_{n}\right)$ is the adjoint action of $\mathrm{B}_{1, n}$ on its normal subgroup $\mathrm{F}_{n}$.
(2) This morphism restricts to a morphism $\mathrm{PB}_{n+1} \rightarrow$ Taut $_{n}$; the latter morphism extends to a morphism $\mathrm{PB}_{n+1}(\mathbf{k}) \rightarrow \underline{\mathrm{Taut}}_{n}(\mathbf{k})$. The composite maps $\mathrm{PB}_{n+1} \rightarrow \underline{\operatorname{Taut}}_{n} \rightarrow \operatorname{Aut}\left(\mathrm{~F}_{n}\right)$ and $\mathrm{PB}_{n+1}(\mathbf{k}) \rightarrow \underline{\operatorname{Taut}}_{n}(\mathbf{k}) \rightarrow \operatorname{Aut}\left(\mathrm{F}_{n}(\mathbf{k})\right)$ are the adjoint actions of $\mathrm{PB}_{n+1}$ on $\mathrm{F}_{n}$ (resp., of $\mathrm{PB}_{n+1}(\mathbf{k})$ on $\mathrm{F}_{n}(\mathbf{k})$ ).

The proof is straightforward.
As $\mathfrak{t d e r} \mathbf{r}_{\mathrm{S}}^{\mathbf{k}}=\operatorname{Lie} \operatorname{Taut}_{\mathrm{S}}(\mathbf{k}), \mathfrak{t d e r}_{\mathrm{S}}^{\mathbf{k}}=\operatorname{Lie}$ Taut $_{\mathrm{S}}(\mathbf{k})$, the Lie algebraic version of the sequence of morphisms $\operatorname{Taut}_{S}(\mathbf{k}) \rightarrow \operatorname{Taut}_{S}(\mathbf{k}) \hookrightarrow \operatorname{Aut}\left(\mathrm{F}_{\mathrm{S}}(\mathbf{k})\right)$ is $\mathfrak{t d e r} \mathrm{r}_{\mathrm{S}}^{\mathbf{k}} \rightarrow \underline{\mathfrak{t d e r}}_{S}^{\mathbf{k}} \hookrightarrow \operatorname{Der}\left(\mathrm{f}_{\mathrm{S}}^{\mathbf{k}}\right)$, where $\underline{\mathfrak{d} e r}_{\mathrm{S}}^{\mathbf{k}}=\operatorname{Im}\left(\mathfrak{t d e r} \mathrm{r}_{\mathrm{S}}^{\mathbf{k}} \rightarrow \operatorname{Der}\left(f_{\mathrm{S}}^{\mathbf{k}}\right)\right)=\mathfrak{t d e r} \mathbf{r}_{\mathrm{S}}^{\mathbf{k}} / \mathbf{k}^{\mathrm{S}}$.

Proposition 20. - There exists a unique morphism $\mathfrak{t}_{n+1} \rightarrow{\underline{\mathfrak{t}} \mathfrak{e r}_{n}}^{n}$, given by $t_{i j} \mapsto(i \mapsto$ $-x_{j}, j \mapsto-x_{i}, k \mapsto 0$ for $\left.k \neq i, j\right)$ and $t_{0 i} \mapsto\left(j \mapsto x_{i}\right)$. The composite map $\mathfrak{t}_{n} \rightarrow \underline{\mathfrak{t d e r}}_{n} \rightarrow \operatorname{Der}\left(\mathfrak{f}_{n}\right)$ coincides with the adjoint action of $\mathfrak{t}_{n+1}$ on its ideal $\mathfrak{f}_{n}$.

This follows from the Section 3.2.
3.4. Contravariant functors from the category $\mathcal{S}_{\text {ord }}$. - We define $\mathcal{S}_{\text {ord }}$ as the category where objects are totally ordered finite sets and morphisms are partially defined nondecreasing maps.

The functor $\mathrm{S} \mapsto \hat{\mathrm{f}}_{\mathrm{S}}^{\mathbf{k}}$ is then a contravariant functor $\mathcal{S}_{\text {ord }} \rightarrow$ \{Lie algebras $\}$, where to the morphism $\mathrm{T} \supset \mathrm{D}_{\phi} \xrightarrow{\phi} \mathrm{S}$ is assigned $\tilde{\phi}^{*}: \hat{\mathfrak{f}}_{\mathrm{S}}^{\mathbf{k}} \rightarrow \hat{\mathrm{f}}_{\mathrm{T}}^{\mathbf{k}}, s \mapsto \operatorname{cbh}\left(t, t \in \phi^{-1}(s)\right)$, and cbh is the Campbell-Baker-Hausdorff product (according to the order in $\left.\phi^{-1}(s)\right)$.

Likewise, the functor $\mathrm{S} \mapsto \operatorname{Taut}_{\mathrm{S}}(\mathbf{k})$ is a contravariant functor $\mathcal{S}_{\text {ord }} \rightarrow$ \{groups\}, where to $\phi$ is assigned $\tilde{\phi}^{*}: g=\left(g_{s}\right)_{s \in \mathrm{~S}} \mapsto g^{\tilde{\phi}}=h=\left(h_{t}\right)_{t \in \mathrm{~T}}$, where $h_{t}=\tilde{\phi}^{*}\left(g_{\phi(t)}\right)$; we use the convention $g_{\phi(t)}=1$ for $\phi(t)$ undefined. The corresponding contravariant functor $\mathcal{S}_{\text {ord }} \rightarrow$ \{Lie algebras\} is $\mathrm{S} \mapsto \widehat{\mathfrak{t d e r}_{\mathrm{S}}}{ }^{\mathbf{k}}$ (the hat denotes the degree completion); the maps $\widehat{\mathfrak{t d e r}}{ }_{\mathrm{S}}^{\mathbf{k}} \rightarrow$ $\widehat{\mathfrak{t d e r}}_{\mathrm{T}}^{\mathbf{k}}$ are defined in the same way, with the convention $u_{\phi(t)}=0$ if $\phi(t)$ is undefined.

The contravariant functor structure of $S \mapsto \hat{f}_{S}^{k}$ induces structures of contravariant functors $\mathcal{S}_{\text {ord }} \rightarrow\{$ algebras $\}$ and $\mathcal{S}_{\text {ord }} \rightarrow\{$ vector spaces $\}$ on $\mathrm{S} \mapsto \widehat{\mathrm{U}\left(f_{\mathrm{S}}^{\mathbf{k}}\right)}$ and $\mathrm{S} \mapsto \hat{\mathfrak{T}}_{\mathrm{S}}^{\mathbf{k}}$ (where the hats again denote the degree completions).

We use the notation $\tilde{\phi}^{*}(g)=g^{\tilde{\phi}}=g^{\widetilde{1_{1}, \ldots, \mathrm{I}_{n}}}$ for $\mathrm{S}=[n]$, where $\mathrm{I}_{i}=\phi^{-1}(i)$.
Remark 21. - The simplicial category $\Delta$ has the same objects as $\mathcal{S}_{\text {ord }}$, and its morphisms are the (everywhere defined) non-decreasing maps. We thus have a functor $\Delta \rightarrow \mathcal{S}_{\text {ord }}$.

### 3.5. Properties of the non-commutative Facobian map. -

Proposition 22. - The composite map $\exp \left(\hat{\mathfrak{t}}_{n+1}^{\mathbf{k}}\right) \rightarrow \operatorname{Taut}_{n}(\mathbf{k}) \xrightarrow{\mathrm{J}} \hat{\mathfrak{T}}_{n}^{\mathbf{k}}$ is zero.
Proof. - This follows from the relations between J and $j$ and the fact that $\left(\mathbf{t}_{n+1}^{\mathbf{k}} \xrightarrow{\text { ad }}\right.$ $\left.\mathfrak{t d e r}{ }_{n}^{\mathbf{k}} \xrightarrow{j} \mathfrak{T}_{n}^{\mathbf{k}}\right)=0$, which follows from the cocycle identity for $j$ and $j\left(\operatorname{ad} t_{i^{\prime}}\right)=0$ for any $i, i^{\prime}$.

Proposition 23. - The composite map $\mathrm{PB}_{n+1}(\mathbf{k}) \rightarrow \operatorname{Taut}_{n}(\mathbf{k}) \xrightarrow{\mathrm{J}} \hat{\mathfrak{T}}_{n}^{\mathbf{k}}$ is zero.
Proof. - The map J admits an extension to a cocycle $\underline{E a u t}_{n}(\mathbf{k}) \xrightarrow{\mathrm{J}} \hat{\mathfrak{T}}_{n}^{\mathbf{k}}$, uniquely defined by the condition that $\mathrm{J}(\sigma)=0$ for $\sigma \in \mathfrak{S}_{\mathrm{s}}$. One checks that $\mathrm{J}\left(\operatorname{Ad} \sigma_{i}\right)=0$ for $i=1, \ldots, n-1$ and $\mathrm{J}\left(\operatorname{AdX}_{i}\right)=0$ for $i=1, \ldots, n$, which implies the statement.

We now study the compatibility of $j$ and J with the simplicial structure. Any partially defined map $[m] \supset \mathrm{D}_{\phi} \xrightarrow{\phi}[n]$ gives rise to a Lie algebra morphism $\phi^{*}: \mathfrak{f}_{n} \rightarrow \mathfrak{f}_{m}$, $x \mapsto x^{\phi}$. These morphisms give rise to linear maps $\mathfrak{T}_{n}^{\mathbf{k}} \rightarrow \mathfrak{T}_{m}^{\mathbf{k}}$. Then one can show:

Proposition 24. - $j\left(u^{\phi}\right)=j(u)^{\phi}, \mathrm{J}\left(g^{\phi}\right)=\mathrm{J}(g)^{\phi}$ for $u \in \mathfrak{t d e r}_{n}^{\mathbf{k}}, g \in \operatorname{Taut}_{n}(\mathbf{k})$.
J and $j$ are also compatible with the ordered simplicial structure. One can show:
Proposition 25. - For any non-decreasing partially defined map $[m] \supset \mathrm{D}_{\phi} \rightarrow[n]$, we have $j\left(u^{\tilde{\phi}}\right)=j(u)^{\tilde{\phi}}, \mathrm{J}\left(g^{\tilde{\phi}}\right)=\mathrm{J}(g)^{\tilde{\phi}}$ for $u \in \widehat{\mathfrak{t d e r}}{ }_{n}^{\mathbf{k}}, g \in \operatorname{Taut}_{n}(\mathbf{k})$.
3.6. Complexes. - We define a complex $\mathfrak{T}_{1} \xrightarrow{\delta} \mathfrak{T}_{2} \xrightarrow{\delta} \mathfrak{T}_{3} \ldots$ as follows: the map $\mathfrak{T}_{n} \xrightarrow{\delta} \mathfrak{T}_{n+1}$ is

$$
f \mapsto \sum_{k=1}^{n}(-1)^{k+1} f^{1, \ldots, k k+1, \ldots, n+1}-f^{2,3, \ldots, n+1}+(-1)^{n} f^{1,2, \ldots, n},
$$

so the first maps are $f\left(x_{1}\right) \mapsto f\left(x_{1}+x_{2}\right)-f\left(x_{1}\right)-f\left(x_{2}\right)=f^{12}-f^{1}-f^{2}, f\left(x_{1}, x_{2}\right) \mapsto$ $f\left(x_{1}+x_{2}, x_{3}\right)-f\left(x_{1}, x_{2}+x_{3}\right)-f\left(x_{2}, x_{3}\right)+f\left(x_{1}, x_{2}\right)=f^{12,3}-f^{1,23}-f^{2,3}+f^{1,2}$, etc.

Proposition 26 (See [AT2]). - This complex is acyclic in degree 2 (the degree of $\mathfrak{T}_{i}$ is $i$ ). The kernel of $\mathfrak{T}_{1} \xrightarrow{\delta} \mathfrak{T}_{2}$ is 1-dimensional, spanned by the class of $x_{1} \in \mathrm{U}\left(\mathfrak{f}_{1}^{\mathbf{k}}\right) \simeq \mathfrak{T}_{1}$.

We similarly define a complex $\hat{\mathfrak{T}}_{1} \xrightarrow{\tilde{\delta}} \hat{\mathfrak{T}}_{2} \xrightarrow{\tilde{\delta}} \hat{\mathfrak{T}}_{3} \ldots$ by requiring that $\hat{\mathfrak{T}}_{n} \xrightarrow{\tilde{\delta}} \hat{\mathfrak{T}}_{n+1}$ is

$$
f \mapsto \sum_{k=1}^{n}(-1)^{k+1} f^{1, \ldots, k k+1, \ldots, n+1}-f^{2,3, \ldots, n+1}+(-1)^{n} f^{1,2, \ldots, n},
$$

so the first maps are $f\left(x_{1}\right) \mapsto f\left(\log \left(e^{x_{1}} e^{x_{2}}\right)\right)-f\left(x_{1}\right)-f\left(x_{2}\right)=f^{\tilde{12}}-f^{1}-f^{2}, f\left(x_{1}, x_{2}\right) \mapsto$ $f\left(\log \left(e^{x_{1}} e^{x_{2}}\right), x_{3}\right)-f\left(x_{1}, \log \left(e^{x_{2}} e^{x_{3}}\right)\right)-f\left(x_{2}, x_{3}\right)+f\left(x_{1}, x_{2}\right)$.

Proposition 27. - This complex is acyclic in degree 2, and $\operatorname{Ker}\left(\hat{\mathfrak{T}}_{1} \xrightarrow{\tilde{\delta}} \hat{\mathfrak{T}}_{2}\right)$ is 1-dimensional, spanned by the class of $x_{1} \in \widehat{\mathrm{U}\left(\mathrm{f}_{1}^{\mathrm{k}}\right)} \simeq \hat{\mathfrak{T}}_{1}$.

Proof. - The complex $\hat{\mathfrak{T}}_{1} \xrightarrow{\tilde{\delta}} \cdots$ has a decreasing filtration by the degree, and its associated graded is the complex $\mathfrak{T}_{1} \xrightarrow{\delta} \cdots$, which is acyclic by Proprosition 26 ; so the complex $\hat{\mathfrak{T}}_{1} \xrightarrow{\tilde{\delta}} \cdots$ is again acyclic in degree 2 . The second statement follows from the fact that $\log \left(e^{x_{1}} e^{x_{2}}\right)-x_{1}-x_{2}$ is a sum of brackets.

## 4. Automorphisms of free groups

Fix $\Phi \in \mathrm{M}_{1}(\mathbf{k})$. In this section, we first show that for any $\mathrm{O} \in \mathbf{P a r}_{n+1}$, the isomorphism $\tilde{\mu}_{\mathrm{O}}: \mathrm{PB}_{n+1}(\mathbf{k}) \rightarrow \exp \left(\hat{\mathbf{t}}_{n+1}^{\mathbf{k}}\right)($ see $(8))$ restricts to an isomorphism $\mathrm{F}_{n}(\mathbf{k}) \rightarrow \exp \left(\hat{\mathfrak{f}}_{n}^{\mathbf{k}}\right)$ (in the case of the left parenthesization, this was proved in [HM]). We then set $\mu_{\mathrm{O}}:=$ $\tilde{\mu}_{\mathrm{O} \mid \mathrm{F}_{n}(\mathbf{k})} \circ \operatorname{can} \in \operatorname{Aut}\left(\hat{f}_{n}^{\mathbf{k}}\right)$, where can $: \exp \left(\hat{f}_{n}^{\mathbf{k}}\right) \rightarrow \mathrm{F}_{n}(\mathbf{k})$ is induced by $e^{x_{i}} \mapsto \mathrm{X}_{i}$, and we
 ious $\mathrm{O} \in \mathbf{P a r}$. If $\mathrm{O} \in \mathbf{P a r}_{n}$ has letters successively indexed by $0, \ldots, n-1$, and if $i \in[n]$, we denote by $\mathrm{O}^{(i)}$ the element of $\mathbf{P a r}{ }_{n+1}$ obtained from O by replacing the letter $\bullet$ with index $i$ by ( $\bullet \bullet$ ). Our main result (Theorem 30) is the identity

$$
\mu_{\mathrm{O}^{(i)}}=\mu_{\mathrm{O}}^{1,2, \ldots, i \ddot{u}+1, \ldots, n} \circ \mu_{\bullet(\cdot \bullet)}^{i, i+1},
$$

where we view $\mu_{\mathrm{O}^{(i)}}, \mu_{\mathrm{O}}, \mu_{\bullet(\bullet \bullet)}$ as elements of $\operatorname{Taut}_{k}(\mathbf{k})$ for $k=n+1, n, 2$, by virtue of the inclusion $\underline{\operatorname{Taut}}_{k}(\mathbf{k}) \subset \underline{\operatorname{Taut}}_{k}(\mathbf{k}) \oplus \mathbf{k}^{k}=\operatorname{Taut}_{n}(\mathbf{k})$.
4.1. Restriction of formality isomorphisms to free groups. - Let $\mathrm{S}:=[n]$. We identify $\mathrm{S}^{+}=\{0, \ldots, n\}$. Then the inclusions of normal subgroups $\mathrm{F}_{\mathrm{S}} \subset \mathrm{PB}_{\mathrm{S}^{+}}$and $\exp \left(\hat{f_{\mathrm{S}}^{\mathbf{k}}}\right) \subset$ $\exp \left(\hat{\mathbf{t}}_{\mathbf{S}^{+}}^{\mathbf{k}}\right)$ identify with $\mathrm{F}_{n} \subset \mathrm{~PB}_{n+1}$ and $\exp \left(\hat{f}_{n}^{\mathbf{k}}\right) \subset \exp \left(\hat{\mathbf{t}}_{n+1}^{\mathbf{k}}\right)$. Recall that the generators of $\mathrm{B}_{n+1} \supset \mathrm{~PB}_{n+1}$ are $\sigma_{0}, \ldots, \sigma_{n-1}$, the generators of $\mathrm{F}_{n} \subset \mathrm{~PB}_{n+1}$ are $\mathrm{X}_{1}, \ldots, \mathrm{X}_{n}$ with $\mathbf{X}_{1}=\sigma_{0}^{2}, \ldots, \mathbf{X}_{n}=\left(\sigma_{n-1} \cdots \sigma_{1}\right) \sigma_{0}^{2}\left(\sigma_{n-1} \cdots \sigma_{1}\right)^{-1}$, the generators of $\mathfrak{t}_{n+1}^{\mathbf{k}}$ are $t_{i j}$ with $i \neq j \in\{0, \ldots, n\}$, and the generators of $f_{n}^{\mathbf{k}}$ are $x_{1}, \ldots, x_{n}$ with $x_{i}=t_{0 i}$.

The generators of $\mathrm{B}_{n+1}$ and of $\mathrm{F}_{n} \triangleleft \mathrm{~PB}_{n+1} \subset \mathrm{~B}_{n+1}$ are depicted in Figure 3.
Proposition 28. - For any $\mathrm{O} \in \mathbf{P a r}_{n+1}$, the morphism $\tilde{\mu}_{\mathrm{O}}$ restricts to an isomorphism $\mathrm{F}_{n}(\mathbf{k}) \rightarrow \exp \left(\hat{f}_{n}^{\mathbf{k}}\right)$. The composition of $\tilde{\mu}_{\mathrm{O} \mid \mathrm{F}_{n}(\mathbf{k})}$ with the isomorphism $\exp \left(\hat{f}_{n}^{\mathbf{k}}\right) \xrightarrow{\mathrm{can}} \mathrm{F}_{n}(\mathbf{k})$, $\exp \left(x_{i}\right) \mapsto \mathrm{X}_{i}$ belongs to $\underline{\operatorname{Taut}}_{n}(\mathbf{k}) \subset \operatorname{Aut}\left(\exp \left(\hat{f}_{n}^{\mathbf{k}}\right)\right)$. We denote it $\mu_{\mathrm{O}}$.


Fig. 3. - Generators of $\mathrm{B}_{4}$ and $\mathrm{F}_{3}$

Proof. - Let us first treat the case of $\mathrm{O}:=\bullet(\ldots(\bullet \bullet))$. As $\mathrm{X}_{i}=\sigma_{i-1} \cdots \sigma_{1} \times$ $\sigma_{0}^{2}\left(\sigma_{i-1} \cdots \sigma_{1}\right)^{-1}$, we have $\tilde{\mu}_{\mathrm{O}}\left(\mathrm{X}_{i}\right)=\operatorname{Ad}_{\tilde{\mu}_{\mathrm{O}}\left(\sigma_{i-1} \cdots \sigma_{1}\right) \Phi^{0,1,2, \ldots n}}\left(e^{t_{011}}\right)$.

Now we have $\tilde{\mu}_{O}\left(\sigma_{i-1} \cdots \sigma_{1}\right) \Phi^{0,1,2 \ldots n}=e^{y_{i}} s_{i-1} \cdots s_{0}$ for some $y_{i} \in \hat{\mathfrak{f}}_{n+1}^{\mathbf{k}}$, so $\tilde{\mu}_{O}\left(\mathbf{X}_{i}\right)=$ $\operatorname{Ad}_{e^{i} i}\left(e^{t_{i i}}\right)$. As $\hat{\mathfrak{t}}_{n+1}^{\mathbf{k}}$ acts on $\hat{\mathfrak{f}}_{n}^{\mathbf{k}}$ by tangential automorphisms, we have $\operatorname{Ad}_{e^{j i}}\left(e^{t_{i i}}\right)=$ $\operatorname{Ad}_{e^{i} i}\left(e^{t_{0 i}}\right)=\operatorname{Ad}_{z^{i}}\left(e^{x_{i}}\right)$ for some $z_{i} \in \hat{f}_{n}^{\mathbf{k}}$. So $\tilde{\mu}_{\mathrm{O} \mid F_{n}(\mathbf{k})} \circ$ can $\in \operatorname{Taut}_{n}(\mathbf{k})$. The general case follows from the identity $\tilde{\mu}_{\mathrm{O}^{\prime}}=\operatorname{Ad}_{\Phi_{\mathrm{O}, O^{\prime}}} \circ \tilde{\mu}_{\mathrm{O}}$ and the fact that for any $\Psi \in \exp \left(\hat{\mathfrak{t}}_{n+1}^{\mathbf{k}}\right)$, $\operatorname{Ad}_{\Psi} \in \underline{\operatorname{Taut}}_{n}(\mathbf{k})$.

Proposition 29. -If moreover $\mathrm{O}=\bullet \otimes \overline{\mathrm{O}}$ from some $\overline{\mathrm{O}} \in \mathbf{P a r}_{n}$, then

$$
\tilde{\mu}_{\mathrm{O} \mid \mathrm{F}_{n}(\mathbf{k})}\left(\mathrm{X}_{1} \cdots \mathrm{X}_{n}\right)=e^{x_{1}+\cdots+x_{n}} .
$$

Proof. - We have $\mathrm{X}_{1} \cdots \mathrm{X}_{n}=\sigma_{1} \cdots \sigma_{n-1}^{2} \cdots \sigma_{1}$. Now $\sigma_{n-1} \cdots \sigma_{1}=\beta_{\bullet, \bar{O}} \in$ $\mathbf{P a B}(\bullet \otimes \overline{\mathrm{O}}, \overline{\mathrm{O}} \otimes \bullet)$ while $\sigma_{1} \cdots \sigma_{n-1}=\beta_{\overline{\mathrm{O}}, \bullet} \in \mathbf{P a B}(\overline{\mathrm{O}} \otimes \bullet, \bullet \otimes \overline{\mathrm{O}})$. So $\mu_{\mathrm{O}}\left(\mathrm{X}_{1} \cdots \mathrm{X}_{n}\right)=$ $\tilde{\mu}_{\mathrm{O}}\left(\beta_{\overline{\mathrm{O}}, \boldsymbol{\bullet}} \boldsymbol{\beta}_{\bullet, \overline{\mathrm{O}}}\right)=\beta_{\overline{\mathrm{O}}, \bullet}^{\bullet} \mathbf{P a C D}_{\Phi} \beta_{\bullet, \overline{\mathrm{O}}}^{\mathbf{P a C D}_{\Phi}}=e^{t_{01}+\cdots+t_{0_{n}}}=e^{x_{1}+\cdots+x_{n}}$, as announced.

Whereas the isomorphisms $\tilde{\mu}_{O}$ are related by inner automorphisms, the various isomorphisms $\tilde{\mu}_{\mathrm{O}_{F_{n}}(\mathbf{k})}$ are related by the identities

$$
\begin{equation*}
\tilde{\mu}_{\mathrm{O}^{\prime} \mid \mathrm{F}_{n}(\mathbf{k})}=\operatorname{Ad}\left(\Phi_{\mathrm{O}, \mathrm{O}^{\prime}}\right) \circ \tilde{\mu}_{\mathrm{O} \mid \mathrm{F}_{n}(\mathbf{k})} \tag{16}
\end{equation*}
$$

where the automorphisms $\operatorname{Ad}\left(\Phi_{\mathrm{O}, O^{\prime}}\right)$ of $\exp \left(\hat{\mathfrak{f}}_{n}^{\mathbf{k}}\right)$ are no longer necessarily inner.
4.2. Relation between $\mu_{\mathrm{O}}$ and $\mu_{\mathrm{O}^{(i)}}$. - Let $\mathrm{O} \in \mathbf{P a r}_{n}$. We index letters in O by $0, \ldots, n-1$, fix an index $i \neq 0$ and construct $\mathrm{O}^{(i)}$ by doubling inside O the letter $\bullet$ with index $i$.

O gives rise to a morphism $\tilde{\mu}_{\mathrm{O}}: \mathrm{B}_{n}(\mathbf{k}) \rightarrow \exp \left(\hat{\mathbf{t}}_{n}^{\mathbf{k}}\right) \rtimes \mathfrak{S}_{n}$, which induces $\mu_{\mathrm{O}} \in$ Taut $_{n-1}(\mathbf{k}) \subset \operatorname{Taut}_{n-1}(\mathbf{k})$. Similarly, $\tilde{\mu}_{\mathrm{O}^{(i)}}: \mathrm{B}_{n+1}(\mathbf{k}) \rightarrow \exp \left(\hat{\mathbf{t}}_{n+1}^{\mathbf{k}}\right) \rtimes \mathfrak{S}_{n+1}$ induces $\mu_{\mathrm{O}^{(i)}} \in$ ${\operatorname{Taut}_{n}}^{(\mathbf{k})} \subset \operatorname{Taut}_{n}(\mathbf{k})$.

We now prove:

## Theorem 30.

$$
\begin{equation*}
\mu_{\mathrm{O}^{(i)}}=\mu_{\mathrm{O}}^{1,2, \ldots, i \ddot{ }+1, \ldots, n} \circ \mu_{\bullet(\bullet \bullet)}^{i, i+1} . \tag{17}
\end{equation*}
$$

Proof. - We first show that there are uniquely determined elements $g_{1}, \ldots, g_{n-1} \in$ $\exp \left(\hat{f}_{n-1}^{\mathbf{k}}\right)$ and $g, h \in \exp \left(\hat{f}_{2}^{\mathbf{k}}\right)$ such that:
(a) $\mu_{\mathrm{O}}=\theta\left(g_{1}, \ldots, g_{n-1}\right), \log g_{i}=-\frac{1}{2}\left(x_{1}+\cdots+x_{i-1}\right)+\mathrm{O}\left(x^{2}\right)$, and $^{3}$
(b) $\mu_{\bullet(\cdot \bullet)}=\theta(g, h), \log g=\mathrm{O}\left(x^{2}\right), \log h=-\frac{1}{2} x_{1}+\mathrm{O}\left(x^{2}\right)$.

Let us prove the first statement (it actually contains the second statement as a particular case). The elements $g_{i}=g_{i}\left(x_{1}, \ldots, x_{n-1}\right)$ are uniquely determined by the equality $\mu_{\mathrm{O}}=\theta\left(g_{1}, \ldots, g_{n-1}\right)$, together with the condition that the coefficient of $x_{i}$ in the expansion of $\log g_{i}$ vanishes. We should then prove that $\log g_{i}=-\frac{1}{2}\left(x_{1}+\cdots+x_{i-1}\right)+\mathrm{O}\left(x^{2}\right)$. We have

$$
\tilde{\mu}_{\mathrm{O}}\left(\sigma_{j}\right)=e^{a_{j}} \cdot e^{t_{j-1, j} / 2} s_{j} \cdot e^{-a_{j}},
$$

where $a_{j} \in \hat{\mathfrak{t}}_{n}^{\mathbf{k}}$ has valuation $\geq 2$ (we write this as $a_{j} \in \mathrm{O}\left(t^{2}\right)$ ), and

$$
\tilde{\mu}_{\mathrm{O}}\left(\mathbf{X}_{i}\right)=\tilde{\mu}_{\mathrm{O}}\left(\sigma_{1}\right)^{-1} \cdots \tilde{\mu}_{\mathrm{O}}\left(\sigma_{i-1}\right)^{-1} \tilde{\mu}_{\mathrm{O}}\left(\sigma_{i}\right)^{2} \tilde{\mu}_{\mathrm{O}}\left(\sigma_{i-1}\right) \cdots \tilde{\mu}_{\mathrm{O}}\left(\sigma_{1}\right)
$$

Now

$$
\tilde{\mu}_{\mathrm{O}}\left(\sigma_{i-1}\right) \cdots \tilde{\mu}_{\mathrm{O}}\left(\sigma_{1}\right)=s_{i-1} \cdots s_{1} e^{\frac{1}{2}\left(x_{1}+\cdots+x_{i-1}\right)+\mathrm{O}\left(t^{2}\right)}
$$

and $\tilde{\mu}_{\mathrm{O}}\left(\sigma_{i}^{2}\right)=e^{a_{i}} e^{t_{i-1,, i}} e^{-a_{i}}$. It follows that

$$
\tilde{\mu}_{\mathrm{O}}\left(\mathrm{X}_{i}\right)=\operatorname{Ad}_{e^{-\frac{1}{2}\left(x_{1}+\cdots+x_{i-1}\right)+\mathrm{O}\left(l^{2}\right)} e^{\tilde{i}_{i}}}\left(e^{x_{i}}\right)
$$

where $\tilde{a}_{i}=s_{1} \cdots s_{i-1} \cdot a_{i} \cdot s_{i-1} \cdots s_{1} \in \mathrm{O}\left(t^{2}\right)$, so $\tilde{\mu}_{\mathrm{O}}\left(\mathrm{X}_{i}\right)=\operatorname{Ad}_{e^{-\frac{1}{2}\left(x_{1}+\cdots+x_{i-1}\right)+\mathrm{O}\left(i^{2}\right)}}\left(e^{x_{i}}\right)$, which implies that $g_{i}$ has the announced form.

To prove (17), we need to prove the equality

$$
\begin{array}{r}
\mu_{\mathrm{O}^{(i)}}=\theta\left(g_{1}\left(x_{1}, \ldots, x_{i}+x_{i+1}, \ldots, x_{n}\right), \ldots, g_{i}\left(x_{1}, \ldots, x_{i}+x_{i+1}, \ldots, x_{n}\right) g\left(x_{i}, x_{i+1}\right),\right.  \tag{18}\\
\\
\left.g_{i}\left(x_{1}, \ldots, x_{i}+x_{i+1}, \ldots, x_{n}\right) h\left(x_{i}, x_{i+1}\right), \ldots, g_{n-1}\left(x_{1}, \ldots, x_{i}+x_{i+1}, \ldots, x_{n}\right)\right) .
\end{array}
$$

(12) implies that the diagram
${ }^{3} \mathrm{O}\left(x^{2}\right)$ means an element of $\hat{\mathfrak{f}}_{n-1}^{\mathbf{k}}$ of valuation $\geq 2$.
commutes, where the upper morphism takes $\mathrm{X}_{j}(j \in[n-1])$ to: $\mathrm{X}_{j}$ if $j<i, \mathrm{X}_{i} \mathrm{X}_{i+1}$ if $j=i$, $\mathrm{X}_{j+1}$ if $j>i+1$; and where the lower morphism is similarly defined (replacing products by sums and $\mathrm{X}_{k}$ 's by $x_{k}$ 's). Specializing to the generators $\mathrm{X}_{j}(j \neq i)$ of $\mathrm{F}_{n-1}$, this gives

$$
\tilde{\mu}_{\mathrm{O}^{(i)}}\left(\mathrm{X}_{j}\right)=\operatorname{Ad}_{g_{j}, 1, \ldots, i, i+1, \ldots, n}\left(e^{x_{j}}\right)
$$

for $j<i$ and

$$
\tilde{\mu}_{\mathrm{O}^{(i)}}\left(\mathrm{X}_{j}\right)=\operatorname{Ad}_{g_{j}^{0,1}, \ldots, \ldots, i+1, \ldots, n}\left(e^{x_{j}}\right)
$$

for $j>i+1$, which implies that (18) holds when applied to the $e^{x_{j}}, j \neq i, i+1$.
We now prove that (18) also holds when applied to $e^{x_{i}}$ and $e^{x_{i+1}}$.
The morphism $\mathrm{X}_{i} \in \mathrm{~B}_{n}=\mathbf{P a B}(\mathrm{O}, \mathrm{O})$ can be decomposed as

$$
\mathrm{O} \xrightarrow{\left(\sigma_{i-2} \cdots \sigma_{0}\right)^{-1}}\left(\mathrm{O}_{1} \otimes(\bullet \bullet)\right) \otimes \mathrm{O}_{2} \xrightarrow{\sigma_{i-1}^{2}}\left(\mathrm{O}_{1} \otimes(\bullet \bullet)\right) \otimes \mathrm{O}_{2} \xrightarrow{\sigma_{i-\cdots} \cdots \sigma_{0}} \mathrm{O} .
$$

Here the braid group elements indicate the morphisms. Let $\gamma \in \exp \left(\hat{\mathbf{t}}_{n}^{\mathbf{k}}\right) \rtimes \mathfrak{S}_{n}$ be the image of the morphism $\mathrm{O} \xrightarrow{\left(\sigma_{i-2} \ldots \sigma_{0}\right)^{-1}}\left(\mathrm{O}_{1} \otimes(\bullet \bullet)\right) \otimes \mathrm{O}_{2}$ under $\mathbf{P a B} \rightarrow \mathbf{P a C D}{ }_{\Phi}$; its image in $\mathfrak{S}_{n}$ is the permutation $s_{0} \cdots s_{i-2}$, i.e., $(0, \ldots, n-1) \mapsto(i-1,0,1, \ldots, i-2, i, i+$ $1, \ldots, n-1)$. The image of $\left(\mathrm{O}_{1} \otimes(\bullet \bullet)\right) \otimes \mathrm{O}_{2} \xrightarrow{\sigma_{i-1}^{2}}\left(\mathrm{O}_{1} \otimes(\bullet \bullet)\right) \otimes \mathrm{O}_{2}$ is $e^{t_{i-1, i}}$, therefore the image of $X_{i}$ is

$$
\mu_{\mathrm{O}}\left(\mathrm{X}_{i}\right)=\gamma e^{t_{i-1, i}} \gamma^{-1}
$$

We have $\gamma=\gamma_{0} s_{0} \cdots s_{i-2}$, where $\gamma_{0} \in \exp \left(\hat{\mathbf{t}}_{n}^{\mathbf{k}}\right)$. As $s_{0} \cdots s_{i-2} \cdot t_{i-1, i}=x_{i}$, we have

$$
\mu_{\mathrm{O}}\left(\mathrm{X}_{i}\right)=\gamma_{0} e^{x_{i}} \gamma_{0}^{-1}
$$

As this image is also $\operatorname{Ad}_{g_{i}\left(x_{1}, \ldots, x_{n-1}\right)}\left(e^{x_{i}}\right)$, we derive from this that $g_{i}^{-1} \gamma_{0}$ commutes with $x_{i}$, hence by Proposition 51 has the form $e^{\lambda x_{i}} \alpha^{0 i, 1,2, \ldots, i-1, i+1, \ldots, n-1}$, where $\alpha \in \exp \left(\hat{\mathbf{t}}_{n-1}^{\mathbf{k}}\right)$.

Since $\mu_{\mathrm{O}}\left(\sigma_{j}\right)=s_{j} e^{\ell_{j, j+1} / 2}$, we get $\log \gamma_{0}=-\frac{1}{2}\left(x_{1}+\cdots+x_{i-1}\right)+\mathrm{O}\left(x^{2}\right)$. Comparing linear terms in $x_{i}$, we get $\lambda=0$.

Let us now compute $\mu_{\mathrm{O}^{(i)}}\left(\mathrm{X}_{i}\right)$. The morphism $\mathrm{X}_{i} \in \mathrm{~B}_{n+1}=\mathbf{P a B}\left(\mathrm{O}^{(i)}, \mathrm{O}^{(i)}\right)$ can be decomposed as

$$
\mathrm{O}^{(i)} \xrightarrow{\left(\sigma_{i-2} \cdots \sigma_{0}\right)^{-1}}\left(\mathrm{O}_{1} \otimes(\bullet(\bullet \bullet))\right) \otimes \mathrm{O}_{2} \xrightarrow{\sigma_{i-1}^{2}}\left(\mathrm{O}_{1} \otimes(\bullet(\bullet \bullet))\right) \otimes \mathrm{O}_{2} \xrightarrow{\sigma_{i-\cdots} \cdots \sigma_{0}} \mathrm{O}^{(i)}
$$

(here $\sigma_{i-1}^{2}$ involves the two first $\bullet$ of $\left.\bullet(\bullet \bullet)\right)$. The morphism $\mathrm{O}^{(i)} \xrightarrow{\left(\sigma_{i-2} \cdots \sigma_{0}\right)^{-1}}\left(\mathrm{O}_{1} \otimes(\bullet(\bullet \bullet))\right) \otimes$ $\mathrm{O}_{2}$ is obtained from $\mathrm{O}^{(i)} \xrightarrow{\left(\sigma_{i-2} \cdots \sigma_{0}\right)^{-1}}\left(\mathrm{O}_{1} \otimes(\bullet \bullet)\right) \otimes \mathrm{O}_{2}$ by the operation of doubling of
the $i$ th strand, so its image is $\gamma^{0,1,2, \ldots, i i+1, \ldots, n}=\gamma_{0}^{0,1,2, \ldots, i \dot{i}+1, \ldots, n}\left(s_{0} \cdots s_{i-2}\right)$. The image of $\bullet(\bullet \bullet) \xrightarrow{\sigma_{1}^{2}} \bullet(\bullet \bullet)$ is $\operatorname{Ad}_{g\left(x_{1}, x_{2}\right)}\left(e^{x_{1}}\right)$, so the image of

$$
\left(\mathrm{O}_{1} \otimes(\bullet(\bullet \bullet))\right) \otimes \mathrm{O}_{2} \xrightarrow{\sigma_{i-1}^{2}}\left(\mathrm{O}_{1} \otimes(\bullet(\bullet \bullet))\right) \otimes \mathrm{O}_{2}
$$

is $\operatorname{Ad}_{g\left(t_{i-1, i, i}, t_{i-1, i+1}\right)}\left(e^{t_{i-1, i}}\right)$. It follows that

$$
\tilde{\mu}_{\mathbf{O}^{(i)}}\left(\mathrm{X}_{i}\right)=\operatorname{Ad}_{\gamma^{0}, 1,2, \ldots, i, i+1, \ldots, n_{g}\left(t_{i-1, i, i}, t_{i-1, i+1)}\right)}\left(e^{t_{i-1, i, i}}\right)=\operatorname{Ad}_{\gamma_{0}^{0,1,2, \ldots, i+1, \ldots, n_{g}\left(x_{i}, x_{i+1}\right)}}\left(e^{x_{i}}\right)
$$

Now we claim that

$$
\operatorname{Ad}_{\gamma_{0}^{0,1,2, \ldots, i i+1, \ldots, n_{g\left(x_{i}, x_{i+1}\right)}}}\left(e^{x_{i}}\right)=\operatorname{Ad}_{g_{i}^{0,1,2, \ldots, i+1, \ldots, \ldots, n_{g\left(x_{i}, x_{i+1}\right)}}}\left(e^{x_{i}}\right) .
$$

Indeed,

$$
\begin{aligned}
& \operatorname{Ad}_{\left(g_{i}^{-1} \gamma_{0}\right)^{0}, 1,2, \ldots, i+1, \ldots, n_{g}\left(x_{i}, x_{i+1}\right)}\left(e^{x_{i}}\right) \\
& =\operatorname{Ad}_{\left(\alpha^{0 i, 1,2, \ldots, i-1, i+1, \ldots, n-1}\right)^{0}, 1,2, \ldots, i+1, \ldots, n_{g}\left(x_{i}, x_{i+1}\right)}\left(e^{x_{i}}\right)
\end{aligned}
$$

Now $x_{i}$ and $x_{i+1}$ commute with any $\alpha^{0 i i+1, \ldots}$, so this is $\operatorname{Ad}_{g\left(x_{i}, x_{i+1}\right)}\left(e^{x_{i}}\right)$.
So we get

$$
\tilde{\mu}_{\mathrm{O}^{(i)}}\left(\mathrm{X}_{i}\right)=\operatorname{Ad}_{g_{i}^{0,1,2, \ldots, i+1, \ldots, n_{g}\left(x_{i}, x_{i+1}\right)}}\left(e^{x_{i}}\right)
$$

The same argument shows that

$$
\tilde{\mu}_{\mathrm{O}^{(2)}}\left(\mathrm{X}_{i+1}\right)=\operatorname{Ad}_{g_{i}, 1,2, \ldots, i+1, \ldots, n_{h\left(x_{i}, x_{i+1}\right)}}\left(e^{x_{i+1}}\right),
$$

as wanted.

## 5. Proof of Theorem 4 and Propositions 6 and 7

### 5.1. Proof of Theorem 4. - We first recall the formulation of Theorem 4:

Theorem 31. - Let $\Phi \in \mathrm{M}_{1}(\mathbf{k})$. Then $\mu_{\Phi}:=\left(\Phi\left(x_{1},-x_{1}-x_{2}\right), e^{-\left(x_{1}+x_{2}\right) / 2} \Phi\left(x_{2},-x_{1}-\right.\right.$ $\left.\left.x_{2}\right) e^{x_{2} / 2}\right) \in \operatorname{Taut}_{2}(\mathbf{k})$ satisfies $\Phi\left(t_{12}, t_{23}\right) \circ \mu_{\Phi}^{12,3} \circ \mu_{\Phi}^{1,2}=\mu_{\Phi}^{1,23} \circ \mu_{\Phi}^{2,3}$.

Proof. - We first prove that $\mu_{\bullet(\bullet \bullet)}=\mu_{\Phi} . \mathrm{X}_{1} \in \mathbf{B}_{3}=\mathbf{P a B}(\bullet(\bullet \bullet))$ corresponds to $a_{\bullet, \bullet, \bullet} \circ\left(\beta_{\bullet, \bullet}^{2} \otimes \mathrm{id}_{\bullet}\right) \circ a_{\bullet, 0, \bullet}^{-1}$. Then $\mu_{\bullet(\bullet \bullet)}\left(e^{x_{1}}\right)=\tilde{\mu}_{\bullet(\bullet \bullet)}\left(\mathrm{X}_{1}\right)=\Phi\left(t_{01}, t_{12}\right) e^{t_{01}} \Phi\left(t_{01}, t_{12}\right)^{-1}$. Since $t_{01}+t_{12}+t_{02}$ is central in $\mathfrak{t}_{3}$ and since $\Phi$ is group-like, this is $\Phi\left(t_{01},-t_{01}-\right.$ $\left.t_{02}\right) e^{t_{01}} \Phi\left(t_{01},-t_{01}-t_{02}\right)^{-1}=\Phi\left(x_{1},-x_{1}-x_{2}\right) e^{x_{1}} \Phi\left(x_{1},-x_{1}-x_{2}\right)^{-1}=\mu_{\Phi}\left(e^{x_{1}}\right)$.

Similarly, $\mathrm{X}_{2}$ corresponds to $\left(\mathrm{id}, \otimes \beta_{\bullet, \bullet}\right) \circ a_{\bullet, \bullet, \bullet} \circ\left(\beta_{\bullet \bullet \bullet}^{2} \otimes \mathrm{id}_{\bullet}\right) \circ a_{\bullet, \bullet, \bullet}^{-1} \circ\left(\mathrm{id} \bullet \otimes \beta_{\bullet, \bullet}^{-1}\right)$. Then

$$
\begin{aligned}
\mu_{\bullet(\bullet \bullet)}\left(e^{x_{2}}\right) & \left.=\tilde{\mu}_{\bullet(\bullet \bullet}\right)\left(\mathbf{X}_{2}\right) \\
& =e^{t_{12} / 2}(12) \Phi\left(t_{01}, t_{12}\right) e^{t_{01}} \Phi\left(t_{01}, t_{12}\right)^{-1}(12) e^{-t_{12} / 2} \\
& =e^{t_{12} / 2} \Phi\left(t_{02}, t_{12}\right) e^{t_{02}} \Phi\left(t_{02}, t_{12}\right)^{-1} e^{-t_{12} / 2} \\
& =e^{-\left(t_{01}+t_{02}\right) / 2} \Phi\left(t_{02},-t_{01}-t_{02}\right) e^{t_{02}} \Phi\left(t_{02},-t_{01}-t_{02}\right)^{-1} e^{\left(t_{01}+t_{02}\right) / 2} \\
& =e^{-\left(x_{1}+x_{2}\right) / 2} \Phi\left(x_{2},-x_{1}-x_{2}\right) e^{x_{2}} \Phi\left(x_{2},-x_{1}-x_{2}\right)^{-1} e^{\left(x_{1}+x_{2}\right) / 2} \\
& =\mu_{\Phi}\left(e^{x_{2}}\right) .
\end{aligned}
$$

So $\mu_{\bullet(\bullet \bullet)}=\mu_{\Phi}$.
Set now $\mathrm{O}:=\bullet((\bullet \bullet) \bullet), \mathrm{O}^{\prime}:=\bullet(\bullet(\bullet \bullet))$. Then $\operatorname{can}_{\mathrm{O}_{\mathrm{O}} \mathrm{O}^{\prime}}=\mathrm{id} . \otimes a_{\bullet \bullet, \bullet} \in \mathbf{P a B}\left(\mathrm{O}, \mathrm{O}^{\prime}\right)$, whose image in $\mathbf{P a C D} \mathbf{D}_{\Phi}\left(\mathrm{O}, \mathrm{O}^{\prime}\right)=\exp \left(\hat{\mathfrak{t}}_{4}\right) \rtimes \mathfrak{S}_{4}$ is $\Phi\left(t_{12}, t_{23}\right)=\Phi_{\mathrm{O}, \mathrm{O}^{\prime}}$. It follows that $\Phi_{\bullet((\bullet \bullet) \cdot), \bullet(\bullet(\bullet \bullet))}=\Phi\left(t_{12}, t_{23}\right)$.

Theorem 30 implies that $\mu_{\bullet((\bullet \bullet \bullet \bullet)}=\mu_{\Phi}^{12,3} \circ \mu_{\Phi}^{1,2}$ and $\mu_{\bullet(\cdot(\bullet))}=\mu_{\Phi}^{1,23} \circ \mu_{\Phi}^{2,3}$ and (16) implies that $\mu_{\bullet(\bullet(\bullet \bullet))}=\operatorname{Ad} \Phi\left(t_{12}, t_{23}\right) \circ \mu_{\bullet((\bullet \bullet) \bullet)}$. All this implies Theorem 31 .
5.2. Proof of Proposition 6. - We recall the formulation of Proposition 6. The scheme SolKV is defined by

$$
\begin{aligned}
\operatorname{SolKV}(\mathbf{k}):= & \left\{\mu \in \operatorname{Taut}_{2}(\mathbf{k}) \mid \theta(\mu)\left(e^{x_{1}} e^{x_{2}}\right)=e^{x_{1}+x_{2}}\right. \\
& \text { and } \left.\exists r \in u^{2} \mathbf{k}[[u]], \mathrm{J}(\mu)=\left\langle r\left(x_{1}+x_{2}\right)-r\left(x_{1}\right)-r\left(x_{2}\right)\right\rangle\right\},
\end{aligned}
$$

for any $\mathbf{Q}$-ring $\mathbf{k}$, and Proposition 6 says:
Proposition 32. - The map $\Phi \mapsto \mu_{\Phi}$ is a morphism of $\mathbf{Q}$-schemes $\mathrm{M}_{1} \rightarrow$ SolKV.
Proof. - Let $\Phi \in \mathrm{M}_{1}(\mathbf{k})$. We first should prove that $\theta\left(\mu_{\Phi}\right)\left(e^{x_{1}} e^{x_{2}}\right)=e^{x_{1}+x_{2}}$. We will give three proofs of this fact:

First proof. We have

$$
\begin{aligned}
\theta\left(\mu_{\Phi}\right)\left(e^{x_{1}} x^{x_{2}}\right)= & \theta\left(\mu_{\Phi}\right)\left(e^{x_{1}}\right) \theta\left(\mu_{\Phi}\right)\left(e^{x_{2}}\right) \\
= & \Phi\left(x_{1},-x_{1}-x_{2}\right) e^{x_{1}} \Phi\left(-x_{1}-x_{2}, x_{1}\right) e^{-\left(x_{1}+x_{2}\right) / 2} \\
& \times \Phi\left(x_{2},-x_{1}-x_{2}\right) e^{x_{2}} \Phi\left(-x_{1}-x_{2}, x_{1}\right) e^{\left(x_{1}+x_{2}\right) / 2} \\
= & \Phi\left(x_{1},-x_{1}-x_{2}\right) e^{x_{1} / 2} \Phi\left(x_{2}, x_{1}\right) e^{x_{2} / 2} \Phi\left(-x_{1}-x_{2}, x_{1}\right) e^{\left(x_{1}+x_{2}\right) / 2} \\
= & e^{x_{1}+x_{2}},
\end{aligned}
$$

where the second equality follows from the duality identity and the third and fourth equalities both follow from the hexagon identity.

Second proof. Let us set $v:=\mu_{\Phi}^{-1}$. Since $\mu_{\Phi}$ satisfies (3), we have

$$
\begin{equation*}
v^{2,3} \circ v^{1,23}=v^{1,2} \circ v^{12,3} \circ \operatorname{Ad}\left(\Phi\left(t_{12}, t_{23}\right)\right) \tag{19}
\end{equation*}
$$

Let us set $\mathrm{C}\left(x_{1}, x_{2}\right):=\theta(v)\left(x_{1}+x_{2}\right)$, and apply (19) to $x_{1}+x_{2}+x_{3}$ to obtain $\mathrm{C}\left(x_{1}, \mathrm{C}\left(x_{2}, x_{3}\right)\right)=\mathrm{C}\left(\mathrm{C}\left(x_{1}, x_{2}\right), x_{3}\right)$. According to [AT2], this implies $\mathrm{C}\left(x_{1}, x_{2}\right)=$ $s^{-1} \log \left(e^{s x_{1}} e^{s x_{2}}\right)$ for some $s \in \mathbf{k}^{\times}$. Checking degree 1 and 2 terms in $v$, we get $s=1$.

Third proof. Set $\mathrm{O}:=\bullet(\bullet \bullet)$, then $\mu_{\mathrm{O}}=\mu_{\Phi}$. Proposition 29 implies that $\tilde{\mu}_{\mathrm{O}}\left(\mathrm{X}_{1} \mathbf{X}_{2}\right)=e^{x_{1}+x_{2}}$. Then $\theta\left(\mu_{\mathrm{O}}\right)\left(e^{x_{1}} e^{x_{2}}\right)=\tilde{\mu}_{\mathrm{O} \mid \mathrm{F}_{2}(\mathbf{k})} \circ \operatorname{can}\left(e^{x_{1}} e^{x_{2}}\right)=\tilde{\mu}_{\mathrm{O}}\left(\mathrm{X}_{1} \mathbf{X}_{2}\right)=e^{x_{1}+x_{2}}$.

We now prove that $\mathrm{J}\left(\mu_{\Phi}\right)$ has the desired form. It follows from Proposition 22 that

$$
\mathrm{J}\left(\operatorname{Ad} \Phi\left(t_{12}, t_{23}\right)\right)=0
$$

Proposition 24 implies that $\mathrm{J}\left(\mu_{\Phi}^{12,3}\right)=\mathrm{J}\left(\mu_{\Phi}\right)^{12,3}$, etc., and we get by applying J to (3),

$$
\begin{aligned}
& \Phi\left(t_{12}, t_{23}\right) \cdot \mathrm{J}\left(\mu_{\Phi}\right)^{12,3}+\Phi\left(t_{12}, t_{23}\right) \circ \mu_{\Phi}^{12,3} \cdot \mathrm{~J}\left(\mu_{\Phi}\right)^{1,2} \\
& \quad=\mathrm{J}\left(\mu_{\Phi}\right)^{1,23}+\mu_{\Phi}^{1,23} \cdot \mathrm{~J}\left(\mu_{\Phi}\right)^{2,3} .
\end{aligned}
$$

Applying the inverse of (3), we get

$$
\begin{aligned}
& \left(\mu_{\Phi}^{1,2}\right)^{-1} \circ\left(\mu_{\Phi}^{12,3}\right)^{-1} \cdot \mathrm{~J}\left(\mu_{\Phi}\right)^{12,3}+\left(\mu_{\Phi}^{1,2}\right)^{-1} \cdot \mathrm{~J}\left(\mu_{\Phi}\right)^{1,2} \\
& \quad=\left(\mu_{\Phi}^{2,3}\right)^{-1} \circ\left(\mu_{\Phi}^{1,23}\right)^{-1} \cdot \mathrm{~J}\left(\mu_{\Phi}\right)^{1,23}+\left(\mu_{\Phi}^{2,3}\right)^{-1} \cdot \mathrm{~J}\left(\mu_{\Phi}\right)^{2,3}
\end{aligned}
$$

and since $a^{12,3} \cdot t^{12,3}=(a \cdot t)^{12,3}$, etc.,

$$
\begin{aligned}
& \left(\mu_{\Phi}^{1,2}\right)^{-1} \cdot\left(\mu_{\Phi}^{-1} \cdot \mathrm{~J}\left(\mu_{\Phi}\right)\right)^{12,3}+\left(\mu_{\Phi}^{-1} \cdot \mathrm{~J}\left(\mu_{\Phi}\right)\right)^{1,2} \\
& \quad=\left(\mu_{\Phi}^{2,3}\right)^{-1} \cdot\left(\mu_{\Phi}^{-1} \cdot \mathrm{~J}\left(\mu_{\Phi}\right)\right)^{1,23}+\left(\mu_{\Phi}^{-1} \cdot \mathrm{~J}\left(\mu_{\Phi}\right)\right)^{2,3}
\end{aligned}
$$

Now $\theta\left(\mu_{\Phi}\right)^{-1}\left(x_{1}+x_{2}\right)=\log \left(e^{x_{1}} e^{x_{2}}\right)$ implies that $\left(\mu_{\Phi}^{1,2}\right)^{-1} \cdot t^{12,3}=t^{\widetilde{2,3}}$ and $\left(\mu_{\Phi}^{2,3}\right)^{-1}$. $t^{1,23}=t^{1,23}$, so $\tilde{\delta}\left(\mu_{\Phi}^{-1} \cdot \mathrm{~J}\left(\mu_{\Phi}\right)\right)=0$. According to Proposition 27, there exists $r \in \hat{\mathfrak{T}}_{1}$ with valuation $\geq 2$ such that $\mu_{\Phi}^{-1} \cdot \mathrm{~J}\left(\mu_{\Phi}\right)=\tilde{\delta}(r)$. Now $\mu_{\Phi} \cdot r^{\tilde{12}}=r^{12}$, and $\mu_{\Phi} \cdot r^{1}=r^{1}, \mu_{\Phi} \cdot r^{2}=$ $r^{2}$ as $\mu_{\Phi}\left(x_{i}\right)$ is conjugated to $x_{i}$ for $i=1,2$ in $\exp \left(\hat{f}_{2}^{\mathbf{k}}\right)$. Therefore $\mu_{\Phi} \cdot \tilde{\delta}(r)=\delta(r)$. So $\mathrm{J}\left(\mu_{\Phi}\right)=\delta(r)=\left\langle r\left(x_{1}+x_{2}\right)-r\left(x_{1}\right)-r\left(x_{2}\right)\right\rangle$, where $r \in u^{2} \mathbf{k}[[u]]$.
5.3. Proof of Proposition 7. - For $\Phi \in \mathrm{M}_{1}(\mathbf{k})$, recall [DT, E] that there exists a unique formal series $\Gamma_{\Phi}(u) \in 1+u^{2} \mathbf{k}[[u]]$, such that

$$
\left(1+y \partial_{y} \Phi(x, y)\right)^{\mathrm{ab}}=\frac{\Gamma_{\Phi}(\bar{x}+\bar{y})}{\Gamma_{\Phi}(\bar{x}) \Gamma_{\Phi}(\bar{y})}
$$

Proposition 7 then says:
Proposition 33. - $\mathrm{J}\left(\mu_{\Phi}\right)=\left\langle\log \Gamma_{\Phi}(x+y)-\log \Gamma_{\Phi}(x)-\log \Gamma_{\Phi}(y)\right\rangle$.

Proof. - For $\mathrm{A}(x, y) \in \exp \left(\hat{f_{2}^{\mathbf{k}}}\right)$ such that $\log \mathrm{A}(x, y)$ has vanishing linear term in $y$, let $\mathrm{U}:=(1, \mathrm{~A}(x, y)) \in{\underline{\operatorname{Taut}_{2}}}_{2}(\mathbf{k})$. Let

$$
\log \mathrm{A}(x, y)=\sum_{k \geq 1} \alpha_{k}(\operatorname{ad} x)^{k}(y)+\mathrm{O}\left(y^{2}\right)
$$

be the expansion of $\log \mathrm{A}(x, y)$; here and later $\mathrm{O}\left(y^{2}\right)$ means a series of elements with $y$-degree $\geq 2$. Then

$$
\log \mathrm{U}=\left(0, \sum_{k \geq 1} \alpha_{k}(\operatorname{ad} x)^{k}(y)+\mathrm{O}\left(y^{2}\right)\right) \in \widehat{\mathfrak{t d e r}}{ }_{2}^{\mathbf{k}},
$$

and $\mathrm{J}(\mathrm{U})=j(u)+\mathrm{O}\left(y^{2}\right)$. Now $j(\log \mathrm{U})=\left\langle\sum_{k \geq 1} \alpha_{k} y(-x)^{k}+\mathrm{O}\left(y^{2}\right)\right\rangle$. So

$$
\mathrm{J}(\mathrm{U})=\left\langle\sum_{k \geq 1} \alpha_{k}(-x)^{k} y+\mathrm{O}\left(y^{2}\right)\right\rangle
$$

On the other hand, the hexagon identity implies that $\mu_{\Phi}=\operatorname{Inn}\left(\Phi(x,-x-y) e^{-x / 2}\right) \circ \dot{\mu}_{\Phi}$, where $\dot{\mu}_{\Phi}=\left(1, \Phi(x, y)^{-1}\right)$ and $\operatorname{Inn}(a)=\left(a e^{-a_{x} x}, a e^{-a_{y} y}\right)$ for $a \in \exp \left(\hat{f}_{2}^{\mathbf{k}}\right)$ with $\log a=a_{x} x+$ $a_{y} y+($ terms of degree $\geq 2)$, and we then have $\mathrm{J}\left(\dot{\mu}_{\Phi}\right)=\mathrm{J}\left(\mu_{\Phi}\right)$.

If we set $\log \Gamma_{\Phi}(u)=\sum_{n \geq 2}(-1)^{n} \zeta_{\Phi}(n) u^{n} / n$, then we have

$$
\log \Phi(x, y)=-\sum_{k \geq 1} \zeta_{\Phi}(k+1)(\operatorname{ad} x)^{k}(y)+\mathrm{O}\left(y^{2}\right)
$$

therefore

$$
\mathrm{J}\left(\mu_{\Phi}\right)=\mathrm{J}\left(\dot{\mu}_{\Phi}\right)=\left\langle\sum_{k \geq 1}(-1)^{k} \zeta_{\Phi}(k+1) x^{k} y\right\rangle+\mathrm{O}\left(y^{2}\right)
$$

As we have $\mathrm{J}\left(\mu_{\Phi}\right)=\langle f(x)+f(y)-f(x+y)\rangle$ for some series $f(x)$, we get

$$
\begin{align*}
\mathrm{J}\left(\mu_{\Phi}\right) & =\left\langle(-1)^{k} \frac{\zeta_{\Phi}(k+1)}{k+1}\left((x+y)^{k+1}-x^{k+1}-y^{k+1}\right)\right\rangle  \tag{20}\\
& =\left\langle\log \Gamma_{\Phi}(x)+\log \Gamma_{\Phi}(y)-\log \Gamma_{\Phi}(x+y)\right\rangle
\end{align*}
$$

This proves Proposition 7.

## 6. Group and torsor aspects

This section is devoted to the proof of Proposition 8, Theorem 9 and Proposition 10, which describe the torsor structure of $\operatorname{SolKV}(\mathbf{k})$ and show that the map $\Phi \mapsto \mu_{\Phi}$ is a morphism of torsors.
6.1. Group structures of $\mathrm{KV}(\mathbf{k})$ and $\operatorname{KRV}(\mathbf{k})$. - Recall that

$$
\begin{aligned}
\mathrm{KV}(\mathbf{k}):= & \left\{\alpha \in \operatorname{Taut}_{2}(\mathbf{k}) \mid \theta(\alpha)\left(e^{x} e^{y}\right)=e^{x} e^{y}\right. \\
& \text { and } \left.\quad \exists \sigma \in u^{2} \mathbf{k}[[u]], \mathrm{J}(\alpha)=\left\langle\sigma\left(\log \left(e^{x} e^{y}\right)\right)-\sigma(x)-\sigma(y)\right\rangle\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{KRV}(\mathbf{k}):= & \left\{a \in \operatorname{Taut}_{2}(\mathbf{k}) \mid \theta(a)\left(e^{x+y}\right)=e^{x+y}\right. \\
& \text { and } \left.\quad \exists s \in u^{2} \mathbf{k}[[u]], \mathrm{J}(a)=\langle s(x+y)-s(x)-s(y)\rangle\right\} .
\end{aligned}
$$

By Proposition 26, $\sigma$ and $s$ as above are unique, and we set $s:=\operatorname{Duf}(\alpha), s:=$ $\operatorname{Duf}(a)$. The first part of Proposition 8 states:

Proposition 34. - $\mathrm{KV}(\mathbf{k})$ and $\mathrm{KRV}(\mathbf{k})$ are subgroups of $\operatorname{Taut}_{2}(\mathbf{k})$, and $\operatorname{Duf}: \mathrm{KV}(\mathbf{k}) \rightarrow$ $u^{2} \mathbf{k}[[u]]$, Duf: $\operatorname{KRV}(\mathbf{k}) \rightarrow u^{2} \mathbf{k}[[u]]$ are group morphisms.

Proof. - The statements on $\operatorname{KRV}(\mathbf{k})$ are proved in [AT2].
Let us prove that $\operatorname{KV}(\mathbf{k})$ is a group. For $\alpha \in \operatorname{KV}(\mathbf{k})$, let $\sigma_{\alpha}:=\operatorname{Duf}(\alpha)$, so $\sigma_{\alpha} \in$ $u^{2} \mathbf{k}[[u]]$, and $\mathrm{J}(\alpha)=\tilde{\delta}\left(\sigma_{\alpha}\right)$. If $\alpha, \alpha^{\prime} \in \operatorname{KV}(\mathbf{k})$, we have $\theta\left(\alpha^{\prime} \circ \alpha\right)\left(e^{x} e^{y}\right)=e^{x} e^{y}$. Moreover, $\alpha^{\prime}\left(e^{x}\right), \alpha^{\prime}\left(e^{y}\right)$ are conjugate to $e^{x}, e^{y}$, and $\alpha^{\prime}\left(e^{x} e^{y}\right)=e^{x} e^{y}$, which implies

$$
\begin{equation*}
\forall t \in \hat{\mathfrak{T}}_{1}, \quad \alpha^{\prime} \cdot \tilde{\delta}(t)=\tilde{\delta}(t) \tag{21}
\end{equation*}
$$

Then $\mathrm{J}\left(\alpha^{\prime} \circ \alpha\right)=\mathrm{J}\left(\alpha^{\prime}\right)+\alpha^{\prime} \cdot \mathrm{J}(\alpha)=\tilde{\delta}\left(\sigma_{\alpha^{\prime}}\right)+\alpha^{\prime} \cdot \tilde{\delta}\left(\sigma_{\alpha}\right)=\tilde{\delta}\left(\sigma_{\alpha}+\sigma_{\alpha^{\prime}}\right)$, where the last equality follows from (21). It follows that $\alpha^{\prime} \circ \alpha \in \operatorname{KV}(\mathbf{k})$, and that $\sigma_{\alpha^{\prime} \circ \alpha}=\sigma_{\alpha}+\sigma_{\alpha^{\prime}}$. One proves similarly that $\alpha^{-1} \in \mathrm{KV}(\mathbf{k})$.
6.2. The torsor structure of $\operatorname{SolKV}(\mathbf{k})$. - The second part of Proposition 8 states:

Proposition 35. - $\operatorname{SolKV}(\mathbf{k})$ is a torsor under the commuting left action of $\mathrm{KV}(\mathbf{k})$ and right action of $\operatorname{KRV}(\mathbf{k})$, and $\operatorname{Duf}: \operatorname{SolKV}(\mathbf{k}) \rightarrow u^{2} \mathbf{k}[[u]]$ is a morphism of torsors.

Proof. - It is proved in [AT2] that $\operatorname{KRV}(\mathbf{k})$ acts freely and transitively on $\operatorname{SolKV}(\mathbf{k})$.

Let us prove that $\operatorname{KV}(\mathbf{k})$ acts on $\operatorname{SolKV}(\mathbf{k})$. For $\mu \in \operatorname{SolKV}(\mathbf{k}), \alpha \in \operatorname{KV}(\mathbf{k})$, we have $\theta(\mu \circ \alpha)\left(e^{x} e^{y}\right)=\theta(\mu)\left(e^{x} e^{y}\right)=e^{x+y}$.

Since $\theta(\mu)\left(e^{x}\right), \theta(\mu)\left(e^{\nu}\right)$ are conjugate to $e^{x}, e^{y}$, and since $\theta(\mu)\left(e^{x} e^{y}\right)=e^{x+y}$, we have

$$
\forall t \in \hat{\mathfrak{T}}_{2}, \quad \delta(t)=\mu \cdot \tilde{\delta}(t)
$$

Let now $r_{\mu}:=\operatorname{Duf}(\mu)$, so $\mathrm{J}(\mu)=\delta\left(r_{\mu}\right)$. Then $\mathrm{J}(\mu \circ \alpha)=\mathrm{J}(\mu)+\mu \cdot \mathrm{J}(\alpha)=$ $\delta\left(r_{\mu}\right)+\mu \cdot \tilde{\delta}\left(\sigma_{\alpha}\right)=\delta\left(r_{\mu}+\sigma_{\alpha}\right)$, where the last equality uses the above identity. So
$\mu \circ \alpha \in \operatorname{SolKV}(\mathbf{k})$, and $r_{\mu \circ \alpha}=r_{\mu}+\sigma_{\alpha}$. It follows that $\operatorname{KV}(\mathbf{k})$ acts on $\operatorname{SolKV}(\mathbf{k})$, and that the map Duf: $\operatorname{SolKV}(\mathbf{k}) \rightarrow u^{2} \mathbf{k}[[u]]$ is compatible with Duf: $\mathrm{KV}(\mathbf{k}) \rightarrow u^{2} \mathbf{k}[[u]]$.

Let us now prove that the action of $\operatorname{KV}(\mathbf{k})$ on $\operatorname{SolKV}(\mathbf{k})$ is free and transitive. For $\mu, \mu^{\prime} \in \operatorname{SolKV}(\mathbf{k})$, set $\alpha:=\mu^{-1} \circ \mu^{\prime}$; then $\theta(\alpha)\left(e^{x} e^{y}\right)=\theta(\mu)^{-1}\left(e^{x+y}\right)=e^{x} e^{y}$, and $\mathrm{J}(\alpha)=$ $\mathrm{J}\left(\mu^{-1}\right)+\mu^{-1} \cdot \mathrm{~J}\left(\mu^{\prime}\right)=\mu^{-1} \cdot\left(\mathrm{~J}\left(\mu^{\prime}\right)-\mathrm{J}(\mu)\right)$ as $\mathrm{J}\left(\mu^{-1}\right)=-\mu^{-1} \cdot \mathrm{~J}(\mu)$. Then $\mathrm{J}(\alpha)=\mu^{-1}$. $\left(\delta\left(r_{\mu^{\prime}}-r_{\mu}\right)\right)=\tilde{\delta}\left(r_{\mu^{\prime}}-r_{\mu}\right)$, where the last equality uses $\mu^{-1} \cdot \delta(t)=\tilde{\delta}(t)$ for $t \in \hat{\mathfrak{T}}_{1}$. So $\alpha \in \mathrm{KV}(\mathbf{k})$.
6.3. Compatibilities of morphisms with group structures and actions (proof of Theorem 9). We now show that: (a) $f \mapsto \alpha_{f}^{-1}$ is a group morphism $\mathrm{GT}_{1}(\mathbf{k}) \rightarrow \mathrm{KV}(\mathbf{k})$, (b) $g \mapsto a_{g}^{-1}$ is a group morphism $\operatorname{GRT}_{1}(\mathbf{k}) \rightarrow \operatorname{KRV}(\mathbf{k})$, (c) the map $\Phi \mapsto \mu_{\Phi}$ is compatible with the actions of these groups.

For this, we will show that

$$
\begin{equation*}
\mu_{f * \Phi}=\mu_{\Phi} \circ \alpha_{f}, \quad \mu_{\Phi * g}=a_{g} \circ \mu_{\Phi} \tag{22}
\end{equation*}
$$

Since these are identities in $\underline{\operatorname{Taut}}_{2}(\mathbf{k}) \subset \operatorname{Aut}\left(\hat{f}_{2}^{\mathbf{k}}\right)$, it suffices to check them on the generators $x, y$ of $\hat{\mathfrak{f}}_{2}^{\mathbf{k}}$. We give the proofs in the case of $x$, the proofs in the case of $y$ being similar.

The proofs go as follows:

$$
\begin{aligned}
\theta\left(\mu_{f * \Phi}\right)(x) & =\operatorname{Ad}_{(f * \Phi)(x,-x-y)}(x) \\
& =\operatorname{Ad}_{f\left(\Phi(x,-x-y) e^{x} \Phi(x,-x-y)^{-1}, e^{-x-y}\right) \Phi(x,-x-y)}(x) \\
& =\operatorname{Ad}_{f\left(\mu_{\Phi}\left(e^{x}\right), \mu_{\Phi}\left(e^{-y} e^{-x}\right)\right)}\left(\mu_{\Phi}(x)\right) \\
& =\operatorname{Ad}_{\mu_{\Phi}\left(f\left(e^{x}, e^{-y} e^{-x}\right)\right)}(x)=\theta\left(\mu_{\Phi} \circ \alpha_{f}\right)(x)
\end{aligned}
$$

and

$$
\begin{aligned}
\theta\left(\mu_{\Phi * g}\right)(x) & =\operatorname{Ad}_{(\Phi * g)(x,-x-y)}(x) \\
& =\operatorname{Ad}_{\Phi\left(g(x,-x-y) x g(x,-x-y)^{-1},-x-y\right) g(x,-x-y)}(x) \\
& =\operatorname{Ad}_{\Phi\left(a_{g}(x), a_{g}(-x-y)\right)}\left(a_{g}(x)\right) \\
& =a_{g}\left(\Phi(x,-x-y) x \Phi(x,-x-y)^{-1}\right)=\theta\left(a_{g} \circ \mu_{\Phi}\right)(x) .
\end{aligned}
$$

The first part of (22) implies the following: (a) if $f \in \operatorname{GT}_{1}(\mathbf{k})$, then $\alpha_{f} \in \mathrm{KV}(\mathbf{k})$; (b) $\alpha_{f_{1} * f_{2}}=\alpha_{f_{2}} \circ \alpha_{f_{1}} ;$ (c) $\mathrm{M}_{1}(\mathbf{k}) \rightarrow \operatorname{SolKV}(\mathbf{k})$ is compatible with the group morphism $f \mapsto \alpha_{f}^{-1}$.

Indeed, using the nonemptiness of $\mathrm{M}_{1}(\mathbf{k})$ (see [Dr]) we get $\alpha_{f}=\mu_{\Phi}^{-1} \circ \mu_{f * \Phi}$, which implies $\alpha_{f} \in \operatorname{KV}(\mathbf{k})$ according to Section 6.2, i.e., (a). Again using the nonemptiness of $\mathrm{M}_{1}(\mathbf{k})$, we get $\alpha_{f_{1} * f_{2}}=\mu_{\Phi}^{-1} \circ \mu_{\left(f_{1} * f_{2}\right) * \Phi}=\left(\mu_{\Phi}^{-1} \circ \mu_{f_{2} * \Phi}\right) \circ\left(\mu_{f_{2} * \Phi}^{-1} \circ \mu_{f_{1} *\left(f_{2} * \Phi\right)}\right)=\alpha_{f_{2}} \circ \alpha_{f_{1}}$ (where we used $\left.\left(f_{1} * f_{2}\right) * \Phi=f_{1} *\left(f_{2} * \Phi\right)\right)$, which proves (b). (c) is then tautological.

Similarly, the second part of (22) implies: (a) if $g \in \operatorname{GRT}_{1}(\mathbf{k})$, then $a_{g} \in \operatorname{KRV}(\mathbf{k})$; (b) $a_{g_{1} * g_{2}}=a_{g_{2}} \circ a_{g_{1}}$; (c) $\mathrm{M}_{1}(\mathbf{k}) \rightarrow \operatorname{SolKV}(\mathbf{k})$ is compatible with the group morphism $g \mapsto a_{g}^{-1}$. All this proves Theorem 9.

It is easy to prove the identities $\alpha_{f_{1} * f_{2}}=\alpha_{f_{2}} \circ \alpha_{f_{1}}, a_{g_{1} * g_{2}}=a_{g_{2}} \circ a_{g_{1}}$ directly (i.e., not using the nonemptiness of $\left.\mathrm{M}_{1}(\mathbf{k})\right)$. Indeed, these are identities in $\operatorname{Taut}_{2}(\mathbf{k}) \subset \operatorname{Aut}\left(\hat{f}_{2}^{\mathbf{k}}\right)$, which can be checked on $x, y$. The verification in the case of $x$ goes as follows:

$$
\begin{aligned}
\theta\left(\alpha_{f_{1} * f_{2}}\right)(x) & =\operatorname{Ad}_{\left(f_{1} * f_{2}\right)\left(e^{x}, e^{-y} e^{-x}\right)}(x) \\
& =\operatorname{Ad}_{f_{1}\left(f_{2}\left(e^{x}, e^{-e^{-}}-e^{-x}\right) e^{x} f_{2}\left(e^{x}, e^{-y_{e}}-x\right)-1, e^{-y_{e}-x}\right)_{2}\left(e^{x}, e^{-y} e^{-x}\right)}(x) \\
& =\operatorname{Ad}_{f_{1}\left(\alpha_{f_{2}}\left(e^{x}\right), \alpha_{f_{2}}\left(e^{\left.-y_{e}-x\right)} e^{-x}\right)\right.}\left(\alpha_{f_{2}}(x)\right) \\
& =\operatorname{Ad}_{\alpha_{f_{2}}\left(f _ { 1 } \left(e^{x}, e^{\left.\left.-y_{e}-x\right)\right)}\right.\right.}(x)=\theta\left(\alpha_{f_{2}} \circ \alpha_{f_{1}}\right)(x),
\end{aligned}
$$

and

$$
\begin{aligned}
\theta\left(a_{g_{1} * g_{2}}\right)(x) & =\operatorname{Ad}_{\left(g_{1} * g_{2}\right)(x,-x-y)}(x) \\
& =\operatorname{Ad}_{g_{1}\left(g_{2}(x,-x-y) x g_{2}(x,-x-y)^{-1},-x-y\right) g_{2}(x,-x-y)}(x) \\
& =\operatorname{Ad}_{g_{1}\left(a_{g_{2}}(x), g_{g_{2}}(-x-y)\right)}\left(a_{g_{2}}(x)\right) \\
& =a_{g_{2}}\left(g_{1}(x,-x-y) x g_{1}(x,-x-y)^{-1}\right)=\theta\left(a_{g_{2}} \circ a_{g_{1}}\right)(x) .
\end{aligned}
$$

Remark 36. - The Lie algebra morphism corresponding to $g \mapsto a_{g}^{-1}$ is the mor$\operatorname{phism} v: \mathfrak{g r t}_{1} \rightarrow \mathfrak{k r v}$ from [AT2], given by $\psi(x, y) \mapsto(\psi(x,-x-y), \psi(y,-x-y))$.
6.4. Torsor properties of the Duflo formal series (proof of Proposition 10). - We have already proved that $\mathrm{M}_{1}(\mathbf{k}) \xrightarrow{\Phi \mapsto \mu_{\Phi}} \operatorname{SolKV}(\mathbf{k})$ and $\operatorname{SolKV}(\mathbf{k}) \xrightarrow{\text { Duf }} u^{2} \mathbf{k}[[u]]$ are morphisms of torsors. On the other hand, it follows from $[\mathrm{E}]$ that $\mathbf{M}_{1}(\mathbf{k}) \xrightarrow{\Phi \mapsto \log \Gamma_{\Phi}}\left\{r \in u^{2} \mathbf{k}[[u]] \mid r_{e v}(u)=\right.$ $\left.-\frac{u^{2}}{24}+\cdots\right\}$ is a morphism of torsors and from Proposition 7 that the diagram of Proposition 10 commutes. Proposition 10 follows.

For later use, let us make the group morphism $\mathrm{GT}_{1}(\mathbf{k}) \rightarrow u^{3} \mathbf{k}\left[\left[u^{2}\right]\right]$ underlying $\Phi \mapsto \log \Gamma_{\Phi}$ explicit.

Lemma 37. - For $f \in \operatorname{GT}_{1}(\mathbf{k})$, there is a unique $\Gamma_{f} \in \exp \left(u^{3} \mathbf{k}\left[\left[u^{2}\right]\right]\right)$ such that

$$
\left[\log f\left(e^{x}, e^{y}\right)\right]=1-\frac{\Gamma_{f}(-\bar{x}) \Gamma_{f}(-\bar{y})}{\Gamma_{f}(-\bar{x}-\bar{y})} ;
$$

in the l.h.s., we use the isomorphism $\hat{\mathfrak{f}}_{2}^{\prime} / \hat{\mathfrak{f}}_{2}^{\prime \prime} \simeq \overline{x y} \mathbf{k}[[\bar{x}, \bar{y}]]$ given by $\left(\right.$ class of $\left.(\operatorname{ad} x)^{k}(\operatorname{ad} y)^{l}([x, y])\right) \leftrightarrow$ $\bar{x}^{k+1} \bar{y}^{l+1}$. The map $\mathrm{GT}_{1}(\mathbf{k}) \rightarrow u^{3} \mathbf{k}\left[\left[u^{2}\right]\right], f \mapsto \log \Gamma_{f}$ is a group morphism and $\Gamma_{f * \Phi}=\Gamma_{f} \Gamma_{\Phi}$ for any $f \in \mathrm{GT}_{1}(\mathbf{k}), \Phi \in \mathrm{M}_{1}(\mathbf{k})$.

Proof. - The map $\mathfrak{f}_{2} \rightarrow \mathbf{k}[\bar{x}, \bar{y}], \psi \mapsto\left(y \partial_{y} \psi(x, y)\right)^{\text {ab }}$ also induces an isomorphism $\hat{\mathfrak{f}}_{2}^{\prime} / \hat{f}_{2}^{\prime \prime} \simeq \overline{x y} \mathbf{k}[[\bar{x}, \bar{y}]]$, which takes the class $(\operatorname{ad} x)^{k}(\operatorname{ad} y)^{l}([x, y])$ to $(-1)^{k+l+1} \bar{x}^{k+1} \bar{y}^{l+1}$. So for $\psi(x, y) \in \hat{f}_{2}^{\prime}$, we have $\left(y \partial_{y} \psi(x, y)\right)^{\mathrm{ab}}(\bar{x}, \bar{y})=-[\psi](-\bar{x},-\bar{y})$ (where $\psi \mapsto[\psi]$ is the map $\left.\hat{\mathfrak{f}}_{2}^{\prime} \rightarrow \hat{\mathfrak{f}}_{2}^{\prime} / \hat{\mathfrak{f}}_{2}^{\prime \prime} \simeq \overline{x y} \mathbf{k}[[\bar{x}, \bar{y}]]\right)$.

So (4) may be rewritten

$$
[\log \Phi](\bar{x}, \bar{y})=1-\frac{\Gamma_{\Phi}(-\bar{x}-\bar{y})}{\Gamma_{\Phi}(-\bar{x}) \Gamma_{\Phi}(-\bar{y})}
$$

If now $\psi, \alpha \in \hat{\mathfrak{f}}_{2}^{\prime}$, we have $\psi\left(e^{-\alpha} x e^{\alpha}, y\right) \in \hat{\mathfrak{f}}_{2}^{\prime}$ and $\left[\psi\left(e^{-\alpha} x e^{\alpha}, y\right)\right]=(1-[\alpha(x, y)]) \times$ $[\psi(x, y)]$. Indeed, when $\psi(x, y)=(\operatorname{ad} x)^{k}(\operatorname{ad} y)^{l}([x, y])$, one checks that the part of $\psi\left(e^{-\alpha} x e^{\alpha}, y\right)$ containing $\alpha$ more than twice lies in $\hat{\mathfrak{f}}_{2}^{\prime \prime}$, and the part containing it once has the same class as $(\operatorname{ad} x)^{k}(\operatorname{ad} y)^{l}([[-\alpha, x], y])$.

If now $f \in \operatorname{GT}_{1}(\mathbf{k})$, we have $(f * \Phi)(x, y)=\Phi(x, y) f\left(\Phi^{-1}(x, y) e^{x} \Phi(x, y), e^{y}\right)$, so

$$
\begin{aligned}
{[\log (f * \Phi)(x, y)]=} & {[\log \Phi(x, y)]+\left[\log f\left(\Phi^{-1}(x, y) e^{x} \Phi(x, y), e^{y}\right)\right] } \\
= & {[\log \Phi(x, y)]+\left[\log f\left(e^{x}, e^{y}\right)\right] } \\
& -[\log \Phi(x, y)]\left[\log f\left(e^{x}, e^{y}\right)\right],
\end{aligned}
$$

so

$$
\begin{equation*}
1-[\log (f * \Phi)(x, y)]=(1-[\log \Phi(x, y)])\left(1-\left[\log f\left(e^{x}, e^{y}\right)\right]\right) \tag{23}
\end{equation*}
$$

If we fix $\Phi_{0} \in \mathrm{M}_{1}(\mathbf{k})$ and set $\Gamma_{f}(u):=\Gamma_{f * \Phi_{0}}(u) / \Gamma_{\Phi_{0}}(u)$, then we get

$$
1-\left[\log f\left(e^{x}, e^{y}\right)\right]=\frac{\Gamma_{f}(-\bar{x}) \Gamma_{f}(-\bar{y})}{\Gamma_{f}(-\bar{x}-\bar{y})}
$$

as wanted. Moreover, (23) implies that $\Gamma_{f * \Phi}=\Gamma_{f} \Gamma_{\Phi}$, which also implies that $f \mapsto \Gamma_{f}$ is a group morphism.

## 7. Analytic aspects

In this section, the base field $\mathbf{k}$ is $\mathbf{R}$ or $\mathbf{C}$. The main result of this section is the proof of Theorem 5, which says that a solution of the original KV conjecture may be constructed using the Knizhnik-Zamolodchikov associator.
7.1. Analytic germs. - We set $\mathbf{R}_{+}\{\{x\}\}:=\left\{f \in \mathbf{R}_{+}[[x]] \mid f\right.$ has positive radius of convergence $\}$ and $\mathbf{R}_{+}\{\{x\}\}_{0}:=\left\{f \in \mathbf{R}_{+}\{\{x\}\} \mid f(0)=0\right\}$. If $f, g \in \mathbf{R}_{+}[[r]]$, we write $f \preceq g$ iff $g-f \in \mathbf{R}_{+}[[r]]$. We define $f \preceq g$ similarly when $f, g \in \mathbf{R}_{+}\left[\left[r_{1}, \ldots, r_{n}\right]\right]$.

Let V, E be finite dimensional vector spaces and let $|\cdot|_{\mathrm{V}},|\cdot|_{\mathrm{E}}$ be norms on V , E. The space of E -valued formal series on V is $\mathrm{E}[[\mathrm{V}]]=\left\{f=\sum_{n \geq 0} f_{n}, f_{n} \in \mathrm{~S}^{n}\left(\mathrm{~V}^{*}\right) \otimes \mathrm{E}\right\}$;
we define $\mathrm{E}[[\mathrm{V}]]_{0} \subset \mathrm{E}[[\mathrm{V}]]$ by the condition $f_{0}=0$. For $f_{n} \in \mathrm{~S}^{n}\left(\mathrm{~V}^{*}\right) \otimes \mathrm{E}$, viewed as an homogeneous polynomial $\mathrm{V} \rightarrow \mathrm{E}$, we set $\left|f_{n}\right|:=\sup _{v \neq 0}\left(\left|f_{n}(v)\right|_{\mathrm{E}} /|v|_{\mathrm{V}}^{n}\right)$. An analytic germ on V valued in E (at the neighborhood of 0 ) is a series $f \in \mathrm{E}[[\mathrm{V}]]$, such that $|f|(r):=$ $\sum_{n \geq 0}\left|f_{n}\right| r^{n} \in \mathbf{R}_{+}\{\{r\}\}$. We denote by $\mathrm{E}\{\{\mathrm{V}\}\} \subset \mathrm{E}[[\mathrm{V}]]$ the subspace of analytic germs, and set $\overline{\mathrm{E}}\{\{\mathrm{V}\}\}_{0}:=\mathrm{E}[[\mathrm{V}]]_{0} \cap \mathrm{E}\{\{\mathrm{V}\}\}$.

If $f \in \mathrm{E}\{\{\mathrm{V}\}\}$ and $\alpha=\sum_{n \geq 0} \alpha_{n} r^{n} \in \mathbf{R}_{+}[[r]]_{0}$, we say that $\alpha$ is a dominating series for $f$ if $\left|f_{n}\right| \leq \alpha_{n}$ for any $n$; we write this as $|f(v)|_{\mathrm{E}} \leq \alpha\left(|v|_{\mathrm{V}}\right)$.

If $\mathrm{V}_{1}, \ldots, \mathrm{~V}_{k}$ are finite dimensional vector spaces with norms $|\cdot|_{\mathrm{V}_{1}}, \ldots,|\cdot|_{\mathrm{V}_{k}}$, then we equip $\mathrm{V}_{1} \oplus \cdots \oplus \mathrm{~V}_{k}$ with the norm $\left|\left(v_{1}, \ldots, v_{k}\right)\right|:=\sup _{k}\left|v_{i}\right| \mathrm{v}_{i}$. If $f$ is an analytic germ on $\mathrm{V}_{1} \oplus \cdots \oplus \mathrm{~V}_{k}$ valued in E , we decompose $f=\sum_{\mathbf{n} \in \mathbf{N}^{k}} f_{\mathbf{n}}$, where $f_{\mathbf{n}}: \mathrm{V}_{1} \times \cdots \times \mathrm{V}_{k} \rightarrow \mathrm{E}$ is the $\mathbf{n}$-multihomogeneous component of $f$. We then set

$$
\left|f_{\mathbf{n}}\right|:=\sup _{\left(x_{1}, \ldots, x_{k}\right) \in \prod_{i}\left(V_{i}-\{0\}\right)}\left|f_{\mathbf{n}}\left(x_{1}, \ldots, x_{k}\right)\right|_{\mathrm{E}} /\left|x_{1}\right|_{\mathrm{V}_{1}}^{n_{1}} \ldots\left|x_{k}\right|_{\mathrm{V}_{k}}^{n_{k}} .
$$

Then $f$ is an analytic germ iff $|f|\left(r_{1}, \ldots, r_{n}\right):=\sum_{\mathbf{n}}\left|f_{\mathbf{n}}\right| r_{1}^{n_{1}} \cdots r_{k}^{n_{k}} \in \mathbf{R}_{+}\left[\left[r_{1}, \ldots, r_{k}\right]\right]$ converges in a polydisc. If $\alpha=\sum_{n_{1}, \ldots, n_{k} \geq 0} \alpha_{n_{1}, \ldots, n_{k}} r_{1}^{n_{1}} \cdots r_{k}^{n_{k}} \in \mathbf{R}_{+}\left[\left[r_{1}, \ldots, r_{k}\right]\right]$, we write $\left|f\left(v_{1}, \ldots, v_{k}\right)\right|_{\mathrm{E}} \leq \alpha\left(\left|v_{1}\right|_{\mathrm{v}_{1}}, \ldots,\left|v_{k}\right| \mathrm{V}_{k}\right) \quad$ if for each $\mathbf{n}, \quad\left|f_{\mathbf{n}}\left(v_{1}, \ldots, v_{k}\right)\right|_{\mathrm{E}} \leq$ $\alpha_{\mathbf{n}}\left(\left|v_{1}\right| \mathrm{V}_{1}, \ldots,\left|v_{k}\right| \mathrm{V}_{k}\right)$.

Let now $\mathfrak{g}$ be a finite dimensional Lie algebra; let $|\cdot|$ be a norm on $\mathfrak{g}$; let $\mathrm{M}>0$ be such that the identity $|[x, y]| \leq \mathrm{M}|x| y \mid$ holds.

The specialization to $\mathfrak{g}$ of the Campbell-Baker-Hausdorff series is a series $x * y=$ $\operatorname{cbh}(x, y) \in \mathfrak{g}[[\mathfrak{g} \times \mathfrak{g}]]_{0}$.

Lemma 38. - (1) The CBH series is an analytic germ $\mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$; we have $|x * y| \preceq$ $\frac{1}{\mathrm{~N}} f(\mathrm{M}(|x|+|\nu|))$, where $f(u)=\int_{0}^{u}-\frac{\ln \left(2-e^{v}\right)}{v} d v$.
(2) $\mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g},(x, y) \mapsto e^{\mathrm{ad} x}(y)$ is an analytic germ, and $\left|e^{\mathrm{ad} x}(y)\right| \preceq e^{\mathrm{M}|x|}|y|$.

Proof. - (1) is proved as in [Bk], not making use of the final estimate $\frac{1}{r+s} \leq 1$. (2) follows immediately from $\left|(\operatorname{ad} x)^{n}(y)\right| \leq \mathbf{M}^{n}|x|^{n}|y|$.
7.2. $\operatorname{Taut}_{n}^{a n}(\mathfrak{g})$ and $\mathfrak{t d e r}{ }_{n}^{a n}(\mathfrak{g})$. - We set $\operatorname{Taut}_{n}(\mathfrak{g}):=\left\{\left(a_{1}, \ldots, a_{n}\right) \mid a_{i} \in \mathfrak{g}\left[\left[\mathfrak{g}^{n}\right]\right]_{0}\right\}$ and define on this set a product by $\left(a_{1}, \ldots, a_{n}\right)\left(b_{1}, \ldots, b_{n}\right):=\left(c_{1}, \ldots, c_{n}\right)$, where

$$
c_{i}\left(x_{1}, \ldots, x_{n}\right):=b_{i}\left(e^{\operatorname{ad} a_{1}\left(x_{1}, \ldots, x_{n}\right)}\left(x_{1}\right), \ldots, e^{\operatorname{ad~} a_{n}\left(x_{1}, \ldots, x_{n}\right)}\left(x_{n}\right)\right) * a_{i}\left(x_{1}, \ldots, x_{n}\right) .
$$

This equips $\operatorname{Taut}_{n}(\mathfrak{g})$ with a group structure. We set $\operatorname{Taut}_{n}^{a n}(\mathfrak{g}):=\left\{\left(a_{1}, \ldots, a_{n}\right) \mid a_{i} \in\right.$ $\left.\mathfrak{g}\left\{\left\{\mathfrak{g}^{n}\right\}\right\}_{0}\right\}$.

Proposition 39. - $\operatorname{Taut}_{n}^{a n}(\mathfrak{g})$ is a subgroup of $\operatorname{Taut}_{n}(\mathfrak{g})$.
Proof. - Let $\left(a_{1}, \ldots, a_{n}\right)$ and $\left(b_{1}, \ldots, b_{n}\right)$ belong to Taut ${ }_{n}^{a n}(\mathfrak{g})$. Let $\alpha(r), \beta(r) \in$ $\mathbf{R}_{+}\{\{r\}\}_{0}$ be germs such that the identities $\left|a_{i}\left(x_{1}, \ldots, x_{n}\right)\right| \preceq \alpha\left(\sup _{i}\left|x_{i}\right|\right),\left|b_{i}\left(x_{1}, \ldots, x_{n}\right)\right| \preceq$ $\beta\left(\sup _{i}\left|x_{i}\right|\right)$ hold. Then

$$
\begin{aligned}
\left|c_{i}\left(x_{1}, \ldots, x_{n}\right)\right| & \leq f_{\mathrm{M}}\left(\left|a_{i}\left(x_{1}, \ldots, x_{n}\right)\right|+\left|b_{i}\left(e^{\operatorname{ad} a_{1}}\left(x_{1}\right), \ldots, e^{\operatorname{ad} a_{n}}\left(x_{n}\right)\right)\right|\right) \\
& \leq f_{\mathrm{M}}\left(\alpha\left(\sup _{i}\left|x_{i}\right|\right)+\beta\left(e^{\mathrm{M} \alpha\left(\sup _{i}\left|x_{i}\right|\right)} \sup _{i}\left|x_{i}\right|\right)\right)=\gamma\left(\sup _{i}\left|x_{i}\right|\right),
\end{aligned}
$$

where $f_{\mathrm{M}}(u)=\frac{1}{\mathrm{~N}} f(\mathrm{M} u)$ and $\gamma(r)=f_{\mathrm{M}}\left(\alpha(r)+e^{\mathrm{M} \alpha(r)} \beta(r)\right)$ has nonzero radius of convergence. Here we use the compatibility of norms with composition: namely, if $f \in$ $\mathrm{E}\left[\left[\mathrm{V}_{1} \times \cdots \times \mathrm{V}_{n}\right]\right]_{0}$ and $g_{i} \in \mathrm{~V}_{i}[[\mathrm{~W}]]_{0}$, with $\left|f\left(v_{1}, \ldots, v_{n}\right)\right| \leq \alpha\left(\left|v_{1}\right|, \ldots,\left|v_{n}\right|\right)$ and $\left|g_{i}(w)\right| \leq \beta_{i}(|w|)$, then $h:=f \in\left(g_{1}, \ldots, g_{n}\right) \in \mathrm{E}[[\mathrm{W}]]_{0}$ and $|h(w)| \leq \alpha \circ\left(\beta_{1}, \ldots, \beta_{n}\right)(|w|)$. We also use the non-decreasing properties of elements of $\mathbf{R}_{+}\left[\left[r_{1}, \ldots, r_{n}\right]\right]_{0}$ (i.e., if $\mathrm{F} \in$ $\mathbf{R}_{+}\left[\left[u_{1}, \ldots, u_{k}\right]\right]_{0}$ and $u_{i}, u_{i}^{\prime} \in \mathbf{R}_{+}\left[\left[r_{1}, \ldots, r_{l}\right]\right]_{0}$ with $u_{i} \preceq u_{i}^{\prime}$, then $\mathrm{F}\left(u_{1}, \ldots\right) \preceq \mathrm{F}\left(u_{1}^{\prime}, \ldots\right)$. So $\left(a_{1}, \ldots, a_{n}\right)\left(b_{1}, \ldots, b_{n}\right) \in \operatorname{Taut}_{n}^{a n}(\mathfrak{g})$.

If now $\left(a_{1}, \ldots, a_{n}\right) \in \operatorname{Tau}_{n}^{a n}(\mathfrak{g})$, then its inverse $\left(b_{1}, \ldots, b_{n}\right)$ in $\operatorname{Taut}_{n}(\mathfrak{g})$ is uniquely determined by the identities

$$
b_{i}\left(x_{1}, \ldots, x_{n}\right)=-a_{i}\left(e^{\operatorname{ad} b_{1}\left(x_{1}, \ldots, x_{n}\right)}\left(x_{1}\right), \ldots, e^{\operatorname{ad} b_{n}\left(x_{1}, \ldots, x_{n}\right)}\left(x_{n}\right)\right) .
$$

Let us show that each $b_{i}\left(x_{1}, \ldots, x_{n}\right)$ is an analytic germ. For this, we define inductively the sequence $b^{(k)}=\left(b_{1}^{(k)}, \ldots, b_{n}^{(k)}\right)$ by $b^{(0)}=(0, \ldots, 0)$, and

$$
b_{i}^{(k+1)}\left(x_{1}, \ldots, x_{n}\right)=-a_{i}\left(e^{\operatorname{ad} b_{1}^{(k)}\left(x_{1}, \ldots, x_{n}\right)}\left(x_{1}\right), \ldots, e^{\operatorname{ad} b_{n}^{(k)}\left(x_{1}, \ldots, x_{n}\right)}\left(x_{n}\right)\right) .
$$

One checks that $b^{(k)}=b^{(k-1)}+\mathrm{O}\left(x^{k}\right)$, so the sequence $\left(b^{(k)}\right)_{k \geq 0}$ converges in the formal series topology; the limit $b$ is then the inverse of $a=\left(a_{1}, \ldots, a_{n}\right)$.

Let us now set $\beta_{k}:=\sup _{i}\left|b_{i}^{(k)}\right|\left(\right.$ if $u_{i}(r)=\sum_{k \geq 0} u_{i, k} k^{k} \in \mathbf{R}_{+}[[r]]$ is a finite family, we set $\left.\left(\sup _{i} u_{i}\right)(r):=\sum_{k \geq 0}\left(\sup _{i} u_{i, k}\right) r^{k}\right)$. We then have

$$
\left|b_{i}^{(k+1)}\left(x_{1}, \ldots, x_{n}\right)\right| \preceq \alpha\left(\sup _{i}\left|e^{\operatorname{ad} b_{i}^{(k)}\left(x_{1}, \ldots, x_{n}\right)}\left(x_{i}\right)\right|\right) \preceq \alpha\left(e^{\mathrm{M} \beta_{k}\left(\sup _{i}\left|x_{i}\right|\right)} \sup _{i}\left|x_{i}\right|\right),
$$

so $\beta_{k+1}(r) \preceq \alpha\left(e^{\beta_{k}(r)} r\right)$.
We now define a sequence $\left(\gamma_{k}\right)_{k \geq 0}$ of elements of $\mathbf{R}_{+}[[r]]_{0}$ by $\gamma_{0}=0$,

$$
\gamma_{k+1}(r)=\alpha\left(e^{\mathrm{M} \gamma_{k}(r)} r\right) .
$$

As the exponential function, mutiplication by $r$ and $\alpha$ are non-decreasing, we have $\beta_{k} \preceq \gamma_{k}$. On the other hand, we have $\gamma_{k}(r)=\gamma_{k-1}(r)+\mathrm{O}\left(r^{k}\right)$, so the sequence $\left(\gamma_{k}\right)_{k}$ converges in $\mathbf{R}_{+}[[r]]_{0}$ (one also checks that this sequence is non-decreasing). Its limit $\gamma$ then satisfies

$$
\begin{equation*}
\gamma(r)=\alpha\left(e^{\mathrm{M} \gamma(r)} r\right) . \tag{24}
\end{equation*}
$$

It is easy to show that (24) determines $\gamma(r) \in \mathbf{R}[[r]]_{0}$ uniquely. On the other hand, the function $(\gamma, r) \mapsto \gamma-\alpha\left(e^{\mathrm{M} \gamma} r\right)=: \mathrm{F}(\gamma, r)$ is analytic at the neighborhood of $(0,0)$, with differential at this point $\partial_{\gamma} \mathrm{F}(0,0) d \gamma+\partial_{r} \mathrm{~F}(0,0) d r=d \gamma-\mathrm{M} \alpha^{\prime}(0) d r$. We may then apply the implicit function theorem and use the fact that the $d \gamma$-component of $d \mathrm{~F}(0,0)$
is nonzero to derive the existence of an analytic function $\gamma_{a n}(r)$ satisfying (24). By the uniqueness of solutions of (24), we get that the expansion of $\gamma_{a n}$ is $\gamma$, so $\gamma \in \mathbf{R}_{+}\{\{r\}\}_{0}$.

Now $\left|b_{i}^{(k)}\left(x_{1}, \ldots, x_{n}\right)\right| \preceq \beta_{k}\left(\sup _{i}\left|x_{i}\right|\right) \preceq \gamma_{k}\left(\sup _{i}\left|x_{i}\right|\right) \preceq \gamma\left(\sup _{i}\left|x_{i}\right|\right)$, so by taking the limit $k \rightarrow \infty,\left|b_{i}\left(x_{1}, \ldots, x_{k}\right)\right| \preceq \gamma\left(\sup _{i}\left|x_{i}\right|\right)$, which implies that $b_{i} \in \mathfrak{g}\left\{\left\{\mathfrak{g}^{n}\right\}\right\}_{0}$, as wanted.

According to [AT2], we have a bijection
where $\ell$ is the derivation given by $x_{i} \mapsto x_{i}$.
Set $\mathfrak{t d e r}_{n}(\mathfrak{g}):=\left\{\left(u_{1}, \ldots, u_{n}\right) \mid u_{i}\left(x_{1}, \ldots, x_{n}\right) \in \mathfrak{g}\left[\left[\mathfrak{g}^{n}\right]\right]_{0}\right\}$, and $\mathfrak{t d e r} n_{n}^{a n}(\mathfrak{g}):=$ $\left\{\left(u_{1}, \ldots, u_{n}\right) \mid u_{i} \in \mathfrak{g}\left\{\left\{\mathfrak{g}^{n}\right\}\right\}_{0}\right\} \subset \mathfrak{t d e r}_{n}(\mathfrak{g})$. We have maps $\underline{\operatorname{Taut}}_{n}(\mathbf{k}) \rightarrow \operatorname{Taut}_{n}(\mathfrak{g}), \underline{\mathfrak{t d e r}}_{n}^{\mathbf{k}} \rightarrow$ $\mathfrak{t d e r}(\mathfrak{g})$ induced by the specialization of formal series.

Lemma 40. - (1) There exists a map $\kappa_{\mathfrak{g}}: \operatorname{Taut}_{n}(\mathfrak{g}) \rightarrow \operatorname{tder}_{n}(\mathfrak{g})$, such that the diagram

$$
\begin{aligned}
& {\underset{\operatorname{Taut}}{n}}(\mathbf{k}) \xrightarrow{\kappa} \frac{\mathfrak{t d e r}_{n}^{\mathbf{k}}}{\downarrow} \\
& \operatorname{Taut}_{n}(\mathfrak{g}) \xrightarrow{\kappa_{\mathfrak{g}}} \operatorname{tder}_{n}(\mathfrak{g})
\end{aligned}
$$

commutes.
(2) This map restricts to a map $\kappa_{\mathfrak{g}}^{a n}: \operatorname{Taut}_{n}^{a n}(\mathfrak{g}) \rightarrow \operatorname{tder}_{n}^{a n}(\mathfrak{g})$.

Proof.- (1) If $a_{i}, b_{i} \in \hat{\mathfrak{f}}_{n}^{\mathbf{k}}$ are such that $g=\left(e^{b_{1}}, \ldots, e^{b_{n}}\right), g^{-1}=\left(e^{a_{1}}, \ldots, e^{a_{n}}\right)$, then $\kappa(g)=u=\left(u_{1}, \ldots, u_{n}\right)$, with

$$
u_{i}\left(x_{1}, \ldots, x_{n}\right)=\left(\frac{1-e^{\operatorname{ad} a_{i}}}{\operatorname{ad} a_{i}}\left(\dot{a}_{i}\right)\right)\left(e^{\operatorname{ad} b_{1}\left(x_{1}, \ldots, x_{n}\right)}\left(x_{1}\right), \ldots, e^{\operatorname{ad} b_{n}\left(x_{1}, \ldots, x_{n}\right)}\left(x_{n}\right)\right)
$$

and $\dot{a}_{i}=\ell\left(a_{i}\right)=\frac{d}{d t \mid t=1} a_{i}\left(t x_{1}, \ldots, t x_{n}\right)$. So we define $\kappa_{\mathfrak{g}}$ by the same formula, where $\dot{a}_{i}$ is now defined as $\frac{d}{d t \mid t=1} a_{i}\left(t x_{1}, \ldots, t x_{n}\right)$ (or $\sum_{k \geq 0} k a_{i}^{k}$, where $a_{i}^{k}$ is the degree $n$ part of $a_{i}$ ).
(2) If the functions $a_{i}, b_{i}$ are analytic germs, then so is $\dot{a}_{i}$ and therefore also each $u_{i}$.

Recall also from [AT2] that if $\mu \in \operatorname{Taut}_{2}(\mathbf{k}), \mu(x * y)=x+y$ and $\mathrm{J}(\mu)=\langle r(x)+$ $r(y)-r(x+y)\rangle$ (i.e., $\mu \in \operatorname{SolKV}(\mathbf{k}))$, then $u:=-\kappa\left(\mu^{-1}\right)=(\mathrm{A}(x, y), \mathrm{B}(x, y))$ satisfies:
$(\mathrm{KV} 1) x+y-y * x=\left(1-e^{-\mathrm{ad} x}\right)(\mathrm{A}(x, y))+\left(e^{\mathrm{ad} y}-1\right)(\mathrm{B}(x, y))$,
(KV3) $j(u)=\langle\phi(x)+\phi(y)-\phi(x * y)\rangle$, where $\phi(t)=\operatorname{tr}^{\prime}(t)$.
Let $\Phi_{\mathrm{KZ}}$ be the KZ associator, $\tilde{\Phi}_{\mathrm{KZ}}(a, b):=\Phi_{\mathrm{KZ}}(a /(2 \pi \mathrm{i}), b /(2 \pi \mathrm{i})) \in \mathrm{M}_{1}(\mathbf{C})$ and $\mu_{\mathrm{KZ}}:=\mu_{\tilde{\Phi}_{\mathrm{KZ}}}$. Let $u_{\mathrm{KZ}}:=\kappa\left(\mu_{\mathrm{KZ}}^{-1}\right)$. Then $\mathrm{J}\left(\mu_{\mathrm{KZ}}\right)=\left\langle r_{\mathrm{KZ}}(x)+r_{\mathrm{KZ}}(y)-r_{\mathrm{KZ}}(x * y)\right\rangle$, where $r_{\mathrm{KZ}}(u)=-\sum_{n \geq 2}(2 \pi \mathrm{i})^{-n} \zeta(n) u^{n} / n$, therefore

$$
j\left(u_{\mathrm{KZ}}\right)=\left\langle\phi_{\mathrm{KZ}}(x)+\phi_{\mathrm{KZ}}(y)-\phi_{\mathrm{KZ}}(x * y)\right\rangle,
$$

where $\phi_{\mathrm{KZ}}(u)=-\sum_{n \geq 2}(2 \pi \mathrm{i})^{-n} \zeta(n) u^{n}$. Now the real part of this function (obtained by taking the real part of the coefficients of $u^{n}$ ) is

$$
\phi_{\mathrm{KZ}}^{\mathbf{R}}(u)=\frac{1}{2}\left(\frac{u}{e^{u}-1}-1+\frac{u}{2}\right) .
$$

Let us now set $u_{\mathbf{R}}:=\left(\mathrm{A}_{\mathbf{R}}(x, y), \mathrm{B}_{\mathbf{R}}(x, y)\right)$, where the real part is taken with respect to the natural real structure on $\mathfrak{f}_{2}^{\mathrm{C}}$. Then by the linearity of $(\mathrm{KV} 1),(\mathrm{KV} 3)$, we have:

$$
\begin{aligned}
& \text { (KV1) } x+y-y * x=\left(1-e^{-\operatorname{ad} x}\right)\left(\mathrm{A}_{\mathbf{R}}(x, y)\right)+\left(e^{\mathrm{ad} y}-1\right)\left(\mathrm{B}_{\mathbf{R}}(x, y)\right) \\
& (\mathrm{KV} 3) \quad j\left(u_{\mathbf{R}}\right)=\frac{1}{2}\left\langle\frac{x}{e^{x}-1}+\frac{y}{e^{y}-1}-\frac{x * y}{e^{* * y}-1}-1\right\rangle .
\end{aligned}
$$

7.3. Analytic aspects to the $K V$ conjecture (proof of Theorem 5). - Recall that $\log \tilde{\Phi}_{\mathrm{KZ}} \in \hat{\mathfrak{f}}_{2}^{\mathrm{C}}$. We denote the specialization of this series to the Lie algebra $\mathfrak{g}$ as $\left(\log \tilde{\Phi}_{\mathrm{KZ}}\right)^{\mathfrak{g}} \in \mathfrak{g}\left[\left[\mathfrak{g}^{2}\right]\right]_{0}$.

Proposition 41. - $\left(\log \tilde{\Phi}_{\mathrm{KZ}}\right)^{\mathfrak{g}}$ is an analytic germ, i.e., $\left(\log \tilde{\Phi}_{\mathrm{KZ}}\right)^{\mathfrak{g}} \in \mathfrak{g}\left\{\left\{\mathfrak{g}^{2}\right\}\right\}_{0}$.
Proof. - Recall that $\mathrm{A}_{2}=\mathrm{U}\left(f_{2}^{\mathbf{C}}\right)$ is the free associative algebra in $a, b$. For $x \in \mathrm{~A}_{2}$, set

$$
|x|_{\mathrm{A}_{2}}:=\sup _{\mathrm{N} \geq 1} \sup _{m_{1}, m_{2} \in \mathrm{M}_{\mathrm{N}}(\mathbf{C})\left\|m_{1}\right\|\left\|m_{2}\right\| \leq 1}\left\|x\left(m_{1}, m_{2}\right)\right\| .
$$

Here $\|\cdot\|$ is an algebra norm on $\mathrm{M}_{\mathrm{N}}(\mathbf{C})$. Then $|x|_{\mathrm{A}_{2}}$ is $\leq \sum_{\left.\mathrm{I} \in \bigsqcup_{n \geq 0} 0,1\right\}^{n}}\left|x_{\mathrm{I}}\right|$, where $x=$ $\sum_{\mathrm{I}} x_{\mathrm{I}} e_{\mathrm{I}}$, and for $\mathrm{I}=\left(i_{1}, \ldots, i_{n}\right), e_{\mathrm{I}}=e_{i_{1}} \cdots e_{i_{n}}, e_{0}=a, e_{1}=b$. It follows from the AmitsurLevitsky theorem [AL] that $\left(|x|_{\mathrm{A}_{2}}=0\right) \Rightarrow(x=0)$; indeed, by this theorem, $x\left(m_{1}, m_{2}\right)=0$ for $m_{1}, m_{2} \in \mathrm{M}_{\mathrm{N}}(\mathbf{C})$ implies: (a) that $x$ is in the 2-sided ideal generated by $a b-b a$ if $\mathrm{N}=1$; (b) that $x=0$ if $\mathrm{N}>1$. It follows that $|\cdot|_{\mathrm{A}_{2}}$ is an algebra norm ${ }^{4}$ on $\mathrm{A}_{2}$, in particular $|x y|_{A_{2}} \leq|x|_{\mathrm{A}_{2}}|y|_{\mathrm{A}_{2}}$.

We then define a vector space norm $|.|_{f_{2}}$ on $f_{2}^{\mathrm{C}}$ by $|x|_{\mathfrak{f}_{2}}:=|x|_{\mathrm{A}_{2}}$; we have $|[x, y]|_{\mathrm{f}_{2}} \leq$ $2|x|_{f_{2}}|y|_{f_{2}}$.

For $\mathbf{n}=\left(n_{1}, \ldots, n_{d}\right) \in \mathbf{N}^{d}$, and $f$ a formal series on $\left(\mathfrak{f}_{2}\right)^{d}$ (resp., $\mathbf{R}^{d}$ ), we denote by $f\left(\xi_{1}, \ldots, \xi_{d}\right)_{\mathbf{n}}$ (resp., $\left.f\left(t_{1}, \ldots, t_{d}\right)_{\mathbf{n}}\right)$ the $\mathbf{n}$-multihomogeneous part of $f$, which we view as a multihomogeneous polynomial on $\left(\mathfrak{f}_{2}^{\mathbf{G}}\right)^{d}$ (resp., $\left.\mathbf{R}^{d}\right)$.

Lemma 42. - For any $\mathbf{n}$, we have the identity

$$
\left|\log \left(e^{\xi_{1}} \cdots e^{\xi_{d}}\right)_{\mathbf{n}}\right|_{\mathfrak{f}_{2}} \leq\left(\left(\log \left(2-e^{t_{1}+\cdots+t_{d}}\right)^{-1}\right)_{\mathbf{n}}\right)_{t_{1}=\left.\left|\xi_{1}\right|\right|_{2}, \cdots, t_{d}=\left|\xi_{d}\right|_{f_{2}}} .
$$

[^2]Proof of lemma. - We have for any $\mathbf{n},\left|\xi_{1}^{n_{1}} \cdots \xi_{d}^{n_{d}}\right|_{\mathrm{A}_{2}} \leq\left|\xi_{1}\right|_{\mathrm{f}_{2}}^{n_{1}} \cdots\left|\xi_{d}\right|_{\mathrm{f}_{2}}^{n_{d}}$ so

$$
\left|\left(e^{\xi_{1}} \cdots e^{\xi_{d}}-1\right)_{\mathbf{n}}\right|_{A_{2}} \leq\left(\left(e^{t_{1}+\cdots+t_{d}}-1\right)_{\mathbf{n}}\right)_{t_{1}=\left|\xi_{1}\right|_{f_{2}}, \cdots, t_{d}=\left.\left|\xi_{d}\right|\right|_{2}} .
$$

Then $\log \left(e^{\xi_{1}} \cdots e^{\xi_{d}}\right)_{\mathbf{n}}=\sum_{k \geq 1} \frac{(-1)^{k+1}}{k} \sum_{\left(\mathbf{n}_{1}, \ldots, \mathbf{n}_{k}\right) \mid \mathbf{n}_{1}+\cdots+\mathbf{n}_{k}=\mathbf{n}}\left(e^{\xi_{1}} \cdots e^{\xi_{d}}-1\right)_{\mathbf{n}_{1}} \cdots\left(e^{\xi_{1}} \cdots\right.$ $\left.e^{\xi_{d}}-1\right)_{\mathbf{n}_{k}}$ so

$$
\begin{aligned}
\left|\log \left(e^{\xi_{1}} \cdots e^{\xi_{d}}\right)_{\mathbf{n}}\right|_{\mathrm{A}_{2}} \leq & \left(\sum_{k \geq 1} \frac{1}{k} \sum_{\mathbf{n}_{1}+\cdots+\mathbf{n}_{k}=\mathbf{n}}\left(e^{t_{1}+\cdots+t_{d}}-1\right)_{\mathbf{n}_{1}} \cdots\right. \\
& \left.\times\left(e^{t_{1}+\cdots+t_{d}}-1\right)_{\mathbf{n}_{d}}\right)_{t_{1}=\left|\xi_{1}\right| f_{2}, \cdots, t_{d}=\left|\xi_{d}\right| f_{2}} \\
= & \left(\sum_{k \geq 1} \frac{1}{k}\left(\left(e^{t_{1}+\cdots+t_{d}}-1\right)^{k}\right)_{\mathbf{n}}\right)_{t_{1}=\left.\left|\xi_{1}\right|\right|_{2}, \cdots, t_{d}=\left|\xi_{d}\right| f_{2}} \\
= & \left(\left(\log \left(2-e^{t_{1}+\cdots+t_{d}}\right)^{-1}\right)_{\mathbf{n}}\right)_{t_{1}=\left|\xi_{1}\right| f_{2}, \cdots, t_{d}=\left.\left|\xi_{d}\right|\right|_{2}} .
\end{aligned}
$$

Let $a(t)$ be a function $[0,1] \rightarrow \hat{\mathfrak{f}}_{2}^{\mathrm{G}}$ of the form $a(t)=\sum_{k \geq 1} a_{k}(t)$, where $a_{k}(t) \in \mathfrak{f}_{2}^{\mathbf{C}}[k]$ (here $k$ is the total degree in $a, b)$ and $\int_{0}^{1}\left|a_{k}(t)\right|_{f_{2}} d t<\infty$. Let $u_{0}, u_{1}$ be solutions of $u^{\prime}(t)=$ $a(t) u(t)$ with $u_{0}(0)=u_{1}(1)=1$, and $\mathrm{U}:=u_{1}^{-1} u_{0}$.

Lemma 43. - For $n \geq 1$, let $(\log \mathrm{U})_{n}$ the degree $n$ (in a, b) part of $\log \mathrm{U}$. Then

$$
\sum_{n \geq 1}\left|(\log \mathrm{U})_{n}\right|_{\mathrm{f}_{2}} r^{n} \leq \log \left(2-e^{\sum_{k \geq 1} 1^{k} \int_{0}^{1}\left|a_{k}(t)\right|_{\mathrm{F}_{2}} d t}\right)^{-1} .
$$

Proof of lemma. - Let $\operatorname{Lie}(n)$ be the multilinear part of $\boldsymbol{f}_{n}^{\mathbf{C}}$ in the generators $x_{1}, \ldots, x_{n}$. We denote by $w_{n}\left(x_{1}, \ldots, x_{n}\right) \in \operatorname{Lie}(n)$ the multilinear part of $\log \left(e^{x_{1}} \cdots e^{x_{n}}\right)$.

Let now $\alpha_{n}$ be the coefficient of $t_{1} \cdots t_{n}$ in the expansion of $\log \left(2-e^{t_{1}+\cdots+t_{n}}\right)^{-1}$ (this is also the $n$th derivative at $t=0$ of $\left.\log \left(2-e^{t}\right)^{-1}\right)$. Specializing Lemma 42 for $\mathbf{n}=(1, \ldots, 1)$, we get the identity

$$
\left|w_{n}\left(\xi_{1}, \ldots, \xi_{n}\right)\right|_{\mathfrak{f}_{2}} \leq \alpha_{n}\left|\xi_{1}\right|_{\mathfrak{f}_{2}} \cdots\left|\xi_{n}\right|_{\mathfrak{f}_{2}}
$$

for $\xi_{1}, \ldots, \xi_{n} \in \mathfrak{f}_{2}^{\mathbf{C}}$.
Now $\log \mathrm{U}$ expands as

$$
\log \mathrm{U}=\sum_{n \geq 0} \int_{0<t_{1}<\ldots<t_{n}<1} w_{n}\left(a\left(t_{1}\right), \ldots, a\left(t_{n}\right)\right) d t_{1} \cdots d t_{n}
$$

(see e.g. [EG]). It follows that

$$
(\log \mathrm{U})_{k}=\sum_{n \geq 0} \sum_{k_{1}, \ldots, k_{n} \mid \sum_{i} k_{i}=k} \int_{0<t_{1}<\ldots<t_{n}<1} w_{n}\left(a_{k_{1}}\left(t_{1}\right), \ldots, a_{k_{n}}\left(t_{n}\right)\right) d t_{1} \cdots d t_{n}
$$

and therefore

$$
\begin{aligned}
\left|(\log \mathrm{U})_{k}\right|_{\mathrm{f}_{2}} \leq & \sum_{n \geq 0} \alpha_{n} \sum_{k_{1}, \ldots, k_{n} \mid \sum_{i} k_{i}=k} \int_{0<t_{1}<\ldots<t_{n}<1}\left|a_{k_{1}}\left(t_{1}\right)\right|_{f_{2}} \cdots \\
& \times\left|a_{k_{n}}\left(t_{n}\right)\right|_{\mathrm{f}_{2}} d t_{1} \cdots d t_{n} .
\end{aligned}
$$

Now the generating series for the r.h.s. is $\log \left(2-e^{\sum_{k \geq 1} 1^{k}} \int_{0}^{1}\left|a_{k}(t)\right|_{f_{2}} d t\right)^{-1}$, proving the result.
According to [Dr], Section 2, if we set

$$
a(t):=\sum_{k \geq 0, l \geq 1} \frac{1}{k!!!(2 \pi \mathrm{i})^{k+l+1}} \frac{(-\log (1-t))^{k}(-\log t)^{l}}{t-1}(\operatorname{ad} b)^{k}(\operatorname{ad} a)^{l}(b),
$$

then $\tilde{\Phi}_{\mathrm{KZ}}=\mathrm{U}$. We have $\left|(\operatorname{ad} b)^{k}(\operatorname{ad} a)^{l}(b)\right|_{\mathrm{f}_{2}} \leq k+l+2 \leq 2^{k+l+1}$, so

$$
\left|a_{n}(t)\right| \leq \sum_{k \geq 0, l \geq 1, k+l+1=n} \frac{1}{\pi^{k+l+1} k!l!} \frac{(-\log (1-t))^{k}(-\log t)^{l}}{1-t} .
$$

Then we have the inequality of formal series in $r$

$$
\begin{aligned}
\sum_{n \geq 1} r^{n} \int_{0}^{1}\left|a_{n}(t)\right|_{\mathrm{f}_{2}} d t & \leq \int_{0}^{1} \sum_{k \geq 0, l \geq 1} \frac{r^{k+l+1}}{\pi^{k+l+1} k!!!} \frac{(-\log (1-t))^{k}(-\log t)^{l}}{1-t} d t \\
& =\frac{r}{\pi} \int_{0}^{1}(1-t)^{-1-\frac{r}{\pi}}\left(t^{-\frac{r}{\pi}}-1\right) d t .
\end{aligned}
$$

Now the identity $\int_{0}^{1} t^{a}(1-t)^{b} d t=\frac{\Gamma(a+1) \Gamma(b+1)}{\Gamma(a+b+2)}$, valid for $\Re(a), \Re(b)>-1$, implies that if $\mathfrak{R}(r)<0$, then

$$
\frac{r}{\pi} \int_{0}^{1}(1-t)^{-1-\frac{r}{\pi}}\left(t^{-\frac{r}{\pi}}-1\right) d t=\frac{1}{2}\left(1-\frac{\Gamma(1-2 r)^{2}}{\Gamma(1-4 r)}\right) .
$$

This implies that the radius of convergence of $\frac{r}{\pi} \int_{0}^{1}(1-t)^{-1-\frac{r}{\pi}}\left(t^{-\frac{r}{\pi}}-1\right) d t$ is $1 / 4$, so this series belongs to $\mathbf{R}_{+}\{\{r\}\}_{0}$. Plugging this in Lemma 43, we get

$$
\sum_{n \geq 0}\left|\left(\log \tilde{\Phi}_{\mathrm{KZ}}\right)_{n}\right|_{\mathrm{f}_{2}} r^{n} \preceq \log \left(2-e^{\frac{1}{2}\left(1-\frac{\Gamma\left(1-2 r^{2}\right.}{\mathrm{\Gamma}(1-4)}\right)}\right)^{-1},
$$

where the series in the r.h.s. lies in $\mathbf{R}_{+}\{\{r\}\}_{0}$ (being a composition of two series in $\mathbf{R}_{+}\{\{r\}\}_{0}$ ).
Let us now prove that $\left(\log \tilde{\Phi}_{\mathrm{KZ}}\right)^{\mathfrak{g}} \in \mathfrak{g}\left\{\left\{\mathfrak{g}^{2}\right\}\right\}_{0}$ is an analytic germ. By Ado's theorem, there exists a injective morphism $\rho: \mathfrak{g} \rightarrow \mathrm{M}_{\mathrm{N}}(\mathbf{k})$, where $\mathbf{k}=\mathbf{R}$ or $\mathbf{C}$, hence an injective morphism $\tilde{\rho}: \mathfrak{g} \rightarrow \mathrm{M}_{\mathrm{N}}(\mathbf{C})$. Equip $\mathfrak{g}$ with the norm $|x|_{\mathfrak{g}}:=\|\tilde{\rho}(x)\|$. We recall that all the norms on $\mathfrak{g}$ are equivalent, so it will suffice to prove analyticity w.r.t. $|\cdot|_{\mathfrak{g}}$.

The degree $n$ part of the series $\left(\log \tilde{\Phi}_{K Z}\right)^{\mathfrak{g}}$ is the specialization to $\mathfrak{g}$ of $\left(\log \tilde{\Phi}_{\mathrm{KZ}}\right)_{n}$. Now if $\psi \in \mathfrak{f}_{2}[n]$ and $\psi^{\mathfrak{g}}: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$ is its specialization to $\mathfrak{g}$, we have $\left|\psi^{\mathfrak{g}}(x, y)\right|_{\mathfrak{g}}=$ $\|\psi(\tilde{\rho}(x), \tilde{\rho}(y))\| \leq|\psi|_{\mathfrak{f}_{2}} \sup (\|\tilde{\rho}(x)\|,\|\tilde{\rho}(y)\|)^{n}=|\psi|_{\mathfrak{f}_{2}} \sup \left(|x|_{\mathfrak{g}},|\nu|_{\mathfrak{g}}\right)^{n}$, therefore $\left|\psi^{\mathfrak{g}}\right| \leq$ $|\psi|_{f_{2}}$. We then have

$$
\sum_{n \geq 0}\left|\left(\log \tilde{\Phi}_{\mathrm{KZ}}\right)_{n}^{\mathfrak{g}}\right| r^{n} \preceq \sum_{n \geq 0}\left|\left(\log \tilde{\Phi}_{\mathrm{KZ}}\right)_{n}\right|_{\mathfrak{f}_{2}} r^{n} \preceq \log \left(2-e^{\frac{1}{2}\left(1-\frac{\mathrm{F}\left(1-2 r^{2}\right.}{\mathrm{T}(1-4)}\right)}\right)^{-1}
$$

together with the fact that the series in the right has positive radius of convergence, this implies the analyticity of the series $\left(\log \tilde{\Phi}_{\mathrm{KZ}}\right)^{\mathfrak{g}}$.

Proposition 41, together with the local analyticity of the CBH series, implies that the specialization of $\mu_{\tilde{\Phi}_{\mathrm{Kz}}}$ belongs to Taut ${ }_{2}^{a n}(\mathfrak{g})$. It follows that $\mathrm{A}(x, y), \mathrm{B}(x, y)$ are analytic germs, and so
(KV2) ( $\left.A^{\mathbf{R}}, \mathrm{B}^{\mathbf{R}}\right)$ is an analytic germ $\mathfrak{g}^{2} \rightarrow \mathfrak{g}^{2}$.
All this implies that $\left(A^{\mathbf{R}}, B^{\mathbf{R}}\right)$ is a solution of the 'original' KV conjecture (as formulated in [KV]) and proves 1) in Theorem 5.

Let us now prove Theorem 5, 2). One checks easily that if (A, B) is a solution of the 'original' KV conjecture, then $\left(\mathbf{A}_{s}, \mathbf{B}_{s}\right):=\left(\mathbf{A}+s\left(\log \left(e^{x} e^{y}\right)-x\right), \mathbf{B}+s\left(\log \left(e^{x} e^{y}\right)-y\right)\right)$ is a family of solutions. In fact, if $\mu \in \operatorname{SolKV}(\mathbf{k})$ and $(\mathrm{A}, \mathrm{B})=-\kappa\left(\mu^{-1}\right)$, then $\left(\mathrm{A}_{s}, \mathrm{~B}_{s}\right)=$ $-\kappa\left(\mu_{-s}^{-1}\right)$, where $\mu_{s}:=\operatorname{Inn}\left(e^{s(x+y)}\right) \circ \mu$; this corresponds to the action of 'trivial', degree 1 element of $\mathfrak{k r v}$ on $\operatorname{SolKV}(\mathbf{k})$ (see [AT2]).

Finally, let us prove Theorem 5, 3). Let $\sigma$ be the antilinear automorphism of $\hat{\mathfrak{f}}_{2}^{\mathbf{G}}$ such that $\sigma(x)=-y, \sigma(y)=-x$. The series $\Phi_{\mathrm{KZ}}(x, y)$ is real, therefore $\bar{\Phi}_{\mathrm{KZ}}(x, y)=$ $\tilde{\Phi}_{\mathrm{KZ}}(-x,-y)$ (the bar denotes the complex conjugation). This implies that $\theta\left(\mu_{\mathrm{KZ}}\right) \sigma=$ $\operatorname{Inn}\left(e^{-(x+y) / 2}\right) \sigma \theta\left(\mu_{\mathrm{KZ}}\right)$. Using $\sigma \ell \sigma^{-1}=\ell$ and $\ell(x+y)=x+y$, we get

$$
\left(\theta\left(\mu_{\mathrm{KZ}}\right) \sigma \theta\left(\mu_{\mathrm{KZ}}\right)^{-1}\right) \ell\left(\theta\left(\mu_{\mathrm{KZ}}\right) \sigma \theta\left(\mu_{\mathrm{KZ}}\right)^{-1}\right)^{-1}=\ell+\operatorname{inn}\left(\frac{1}{2}(x+y)\right),
$$

where $\operatorname{inn}(x+y)$ is the inner derivation $z \mapsto[x+y, z]$ of $\hat{\mathfrak{f}}_{2}^{\mathrm{C}}$. Using now $\theta\left(\mu_{\mathrm{KZ}}\right)^{-1}(x+y)=$ $\log \left(e^{x} e^{y}\right)$, we get

$$
\left(\sigma \theta\left(\mu_{\mathrm{KZ}}^{-1}\right)\right) \ell\left(\sigma \theta\left(\mu_{\mathrm{KZ}}\right)^{-1}\right)^{-1}=\theta\left(\mu_{\mathrm{KZ}}\right)^{-1} \ell \theta\left(\mu_{\mathrm{KZ}}\right)+\operatorname{inn}\left(\frac{1}{2} \log \left(e^{x} e^{y}\right)\right) .
$$

Since $\sigma \ell \sigma^{-1}=\ell, \theta\left(\mu_{\mathrm{KZ}}\right)^{-1} \ell \theta\left(\mu_{\mathrm{KZ}}\right)-\ell=-\left(\mathrm{A}_{\mathrm{KZ}}, \mathrm{B}_{\mathrm{KZ}}\right)$ and $\operatorname{inn}\left(\frac{1}{2} \log \left(e^{x} e^{y}\right)\right)=$ $\left(\frac{1}{2}\left(\log \left(e^{x} e^{y}\right)-x\right), \frac{1}{2}\left(\log \left(e^{x} e^{y}\right)-y\right)\right)$, this implies

$$
\sigma\left(\mathrm{A}_{\mathrm{KZ}}, \mathrm{~B}_{\mathrm{KZ}}\right) \sigma^{-1}=\left(\mathrm{A}_{\mathrm{KZ}}, \mathrm{~B}_{\mathrm{KZ}}\right)-\left(\frac{1}{2}\left(\log \left(e^{x} e^{y}\right)-x\right), \frac{1}{2}\left(\log \left(e^{x} e^{y}\right)-y\right)\right) .
$$

This implies

$$
\begin{aligned}
& \left(\mathrm{B}_{\mathrm{KZ}}(-y,-x), \mathrm{A}_{\mathrm{KZ}}(-y,-x)\right) \\
& \quad=\left(\mathrm{A}_{\mathrm{KZ}}(x, y), \mathrm{B}_{\mathrm{KZ}}(x, y)\right)-\left(\frac{1}{2}\left(\log \left(e^{x} e^{y}\right)-x\right), \frac{1}{2}\left(\log \left(e^{x} e^{y}\right)-y\right)\right) .
\end{aligned}
$$

If now $\left(\mathrm{A}^{\prime}, \mathrm{B}^{\prime}\right):=\left(\mathrm{A}_{\mathrm{KZ}}, \mathrm{B}_{\mathrm{KZ}}\right)-\frac{1}{4}\left(\log \left(e^{x} e^{y}\right)-x, \log \left(e^{x} e^{y}\right)-y\right)$, this implies

$$
\left(\mathrm{B}^{\prime}(-y,-x), \mathrm{A}^{\prime}(-y,-x)\right)=\left(\mathrm{A}^{\prime}(x, y), \mathrm{B}^{\prime}(x, y)\right),
$$

which by taking real parts implies $\left(\mathrm{B}_{-1 / 4}(-y,-x), \mathrm{A}_{-1 / 4}(-y,-x)\right)=\left(\mathrm{A}_{-1 / 4}(x, y)\right.$, $\mathrm{B}_{-1 / 4}(x, y)$ ), proving Theorem 5, 3).
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## Appendix A: The morphism $G T_{1}(\mathbf{k}) \rightarrow K V(k)$, cocycle identities and profinite versions

We will show:
Proposition 44. - For $f \in \mathrm{GT}_{1}(\mathbf{k}), \alpha_{f}$ defined in Theorem 9 satisfies the cocycle identity

$$
\begin{equation*}
f\left(\log x_{12}, \log x_{23}\right) \circ \alpha_{f}^{\widetilde{12,3}} \circ \alpha_{f}^{1,2}=\alpha_{f}^{\sqrt[1,23]{ }} \circ \alpha_{f}^{2,3} \tag{25}
\end{equation*}
$$

in $\operatorname{Taut}_{3}(\mathbf{k})$ (see Section 3.4 and the end of the Introduction).
The group $\mathrm{GT}_{1}(\mathbf{k})$ admits profinite and pro- $l$ versions. We show that:
Proposition 45. - The morphism $f \mapsto \alpha_{f}^{-1}$ admits variants in these setups, which fit in a commutative diagram
and satisfy analogues of (25).
A. 1 Proof of Proposition 44. - The action of $f \in \mathrm{GT}_{1}(\mathbf{k})$ on $\Phi \in \mathrm{M}_{1}(\mathbf{k})$ has been defined in the Introduction. Then $\mu_{f * \Phi}=\mu_{\Phi} \alpha_{f}$ and $\mu_{\Phi}\left(e^{x} e^{\nu}\right)=e^{x+y}$, hence $\mu_{f * \Phi}^{12,3} \mu_{f * \Phi}^{1,2}=$ $\mu_{\Phi}^{12,3} \mu_{\Phi}^{1,2} \alpha_{f}^{\widetilde{2,3}} \alpha_{f}^{1,2}$ and $\mu_{f * \Phi}^{1,23} \mu_{f * \Phi}^{2,3}=\mu_{\Phi}^{1,23} \mu_{\Phi}^{2,3} \alpha_{f}^{1,23} \alpha_{f}^{2,3}$.

Now

$$
\begin{aligned}
(f * \Phi)\left(t_{12}, t_{23}\right) \mu_{\bullet((\bullet \bullet) \bullet)}^{\Phi} & \left.=\Phi\left(t_{12}, t_{23}\right) f\left(t_{12}, \Phi^{-1}\left(t_{12}, t_{23}\right) t_{23} \Phi\left(t_{12}, t_{23}\right)\right) \mu_{\bullet((\bullet \bullet) \bullet)}^{\Phi}\right) \\
& =\Phi\left(t_{12}, t_{23}\right) \mu_{\bullet((\bullet \bullet \bullet \bullet)}^{\Phi} f\left(\log x_{12}, \log x_{23}\right)
\end{aligned}
$$

as $t_{12} \mu_{\bullet((\bullet \bullet) \bullet)}^{\Phi}=\mu_{\bullet((\bullet \bullet) \bullet)}^{\Phi} \log x_{12}, t_{23} \mu_{\bullet((\cdot \bullet))}^{\Phi}=\mu_{\bullet((\cdot \bullet))}^{\Phi} \log x_{23}$, and $\Phi\left(t_{12}, t_{23}\right) \mu_{\bullet((\bullet \bullet) \bullet)}^{\Phi}=$ $\mu_{\bullet(\cdot(\bullet \bullet))}^{\Phi}$.

Therefore

$$
\begin{aligned}
(f * \Phi)\left(t_{12}, t_{23}\right) \mu_{f * \Phi}^{12,3} \mu_{f * \Phi}^{1,2} & =(f * \Phi)\left(t_{12}, t_{23}\right) \mu_{\bullet((\bullet \bullet) \bullet \bullet}^{\Phi} \alpha_{f}^{\sqrt{2,3}} \alpha_{f}^{1,2} \\
& =\Phi\left(t_{12}, t_{23}\right) \mu_{\bullet((\bullet \bullet) \bullet \bullet}^{\Phi} f\left(\log x_{12}, \log x_{23}\right) \alpha_{f}^{\sqrt{1,3}} \alpha_{f}^{1,2}
\end{aligned}
$$

while $\mu_{f * \Phi}^{1,23} \mu_{f * \Phi}^{2,3}=\mu_{\Phi}^{1,23} \mu_{\Phi}^{2,3} \alpha_{f}^{\sqrt[1,23]{ }} \alpha_{f}^{2,3}=\mu_{\bullet(\cdot(\bullet \bullet))}^{\Phi} \alpha_{f}^{\sqrt{1,23}} \alpha_{f}^{2,3}$.
Proposition 44 then follows from $(f * \Phi)\left(t_{12}, t_{23}\right) \mu_{f * \Phi}^{12,3} \mu_{f * \Phi}^{1,2}=\mu_{f * \Phi}^{1,23} \mu_{f * \Phi}^{2,3}$ and $\left.\Phi\left(t_{12}, t_{23}\right) \mu_{\bullet((\bullet \bullet) \bullet)}^{\Phi}=\mu_{\bullet(\bullet(\bullet \bullet)}^{\Phi}\right)$.
A. 2 Proof of Proposition 45. - Let us denote by $\widehat{\mathrm{G}}$ and $\mathrm{G}_{l}$ the profinite and pro$l$ completions of a group $G$. The set of equations defining the group $\mathrm{GT}_{1}(\mathbf{k})$ may be viewed as a map $\mathrm{F}_{2}(\mathbf{k}) \rightarrow \mathrm{F}_{2}(\mathbf{k})^{2} \times \mathrm{PB}_{4}(\mathbf{k})$. Replacing it by maps $\widehat{\mathrm{F}}_{2} \rightarrow \widehat{\mathrm{~F}}_{2}^{2} \times \widehat{\mathrm{PB}}_{4}$ and $\mathrm{F}_{2, l} \rightarrow\left(\mathrm{~F}_{2, l}\right)^{2} \times \mathrm{PB}_{4, l}$, we define semigroups $\widehat{\mathrm{GT}}_{1}$ and $\underline{\mathrm{GT}}_{1, l}$. We define $\widehat{\mathrm{GT}}_{1}$ and $\mathrm{GT}_{1, l}$ as the corresponding groups. We have natural maps $\widehat{G T}_{1} \rightarrow \operatorname{GT}_{1, l} \hookrightarrow \operatorname{GT}_{1}(\mathbf{Q})$ (see [Dr]).

The definitions of the semigroup Tauts and of the semigroup morphism $\theta:$ Taut $_{S} \rightarrow \operatorname{End}\left(\mathrm{~F}_{\mathrm{S}}\right)$ from Section 3.3 extend to the profinite and pro-l case. We denote $\widehat{\text { Tauts }}_{s}$ and Tauts, $l$ the corresponding semigroups. The contravariant functor structure of $\mathrm{S} \mapsto$ Tauts $_{\mathrm{S}}$, Tauts, $l$ is defined as in Section 3.4.

Identity (25) can be proved directly, checking the identity on each of the generators of $\mathrm{F}_{3}(\mathbf{k})$ and using only the duality, hexagon and pentagon relations. Extending this proof to the profinite and pro-l cases, one shows that if $\tilde{\alpha}_{f}=\left(f\left(\mathrm{X}_{1}, \mathrm{X}_{1}^{-1} \mathrm{X}_{1}^{-1}\right), f\left(\mathrm{X}_{2}, \mathrm{X}_{1}^{-1} \mathrm{X}_{1}^{-1}\right)\right)$, then $\tilde{\alpha}_{f}^{2,3} \tilde{\alpha}_{f}^{1, \frac{23}{}} f\left(x_{12}, x_{23}\right)=\tilde{\alpha}_{f}^{1,2} \tilde{\alpha}_{f}^{\widetilde{2,3}}$ and $\tilde{\alpha}_{f^{\prime}}=\tilde{\alpha}_{f} \tilde{\alpha}_{f}$.

## Appendix B: $\mu_{\Phi, o}$ and its Jacobian

B. 1 Telescopic formulas. - If $\mathrm{O} \in \mathrm{Ob}(\mathbf{P a B})$ has the form $\mathrm{O}=\bullet \otimes \mathrm{O}^{\prime}$, with $\left|\mathrm{O}^{\prime}\right|=n$, then one proves by using (17) that $\mu_{\mathrm{O}}$ expresses directly in terms of $\mu_{\Phi}$, for example

$$
\mu_{\bullet}((((\bullet \bullet)(\bullet \bullet))(\bullet(\bullet \bullet)))(\bullet \bullet))=\mu_{\Phi}^{1234567,89} \mu_{\Phi}^{1234,567} \mu_{\Phi}^{8,9} \mu_{\Phi}^{12,34} \mu_{\Phi}^{5,67} \mu_{\Phi}^{1,2} \mu_{\Phi}^{3,4} \mu_{\Phi}^{6,7} .
$$



Fig. 4. - There are 8 nodes
The general formula is

$$
\mu \bullet \otimes \mathrm{O}^{\prime}=\prod_{n \geq 0} \prod_{v \in \mathrm{~N}\left(\mathrm{~T}^{\prime}\right), d(v)=n} \mu_{\Phi}^{\mathrm{L}(v), \mathrm{R}(v)} ;
$$

here $\mathrm{T}^{\prime}$ is the binary planar rooted tree underlying $\mathrm{O}^{\prime} ; \mathrm{N}\left(\mathrm{T}^{\prime}\right)$ is the set of its nodes; $d(\nu)$ is the degree of $v$ (distance to the root of the tree); $\mathrm{L}(v), \mathrm{R}(v)$ is the set of left and right leaves of $v$ (these are disjoints subsets of $\{1, \ldots, n\}$ ). The first product is taken according to increasing values of $n$ (the order in the second product does not matter as the arguments of this product commute with each other). Here is the tree corresponding to the above example (Figure 4):
B. 2 Computation of Facobians. - Let $\mu_{n}:=\mu_{\bullet(\bullet \ldots(\bullet))}$. Then:

Proposition 46. - $\mathrm{J}\left(\mu_{n}\right)=\left\langle\sum_{i=1}^{n} \log \Gamma_{\Phi}\left(x_{i}\right)-\log \Gamma_{\Phi}\left(\sum_{i=1}^{n} x_{i}\right)\right\rangle$.
(We identified $\mu_{n}$ with its composition with $e^{x_{i}} \mapsto \mathrm{X}_{i}$, which belongs to TAut ${ }_{n}$.)
Proof. - We have $\mu_{n}=\mu_{\Phi}^{1,2 \ldots n} \circ \mu_{\Phi}^{2,3 \ldots n} \circ \cdots \circ \mu_{\Phi}^{n-1, n}$. One then proves by descending induction on $k$ that $\mathrm{J}\left(\mu_{\Phi}^{k, k+1 \ldots n} \circ \cdots \circ \mu_{\Phi}^{n-1, n}\right)=\left\langle\sum_{i=k}^{n} \log \Gamma_{\Phi}\left(x_{i}\right)-\log \Gamma_{\Phi}\left(\sum_{i=k}^{n} x_{i}\right)\right\rangle$, using the fact that the action of $\mu_{\Phi}^{k, k+1 \ldots n}$ on the various $\left\langle\log \Gamma_{\Phi}\left(x_{i}\right)\right\rangle$ as well as on $\left\langle\log \Gamma_{\Phi}\left(\sum_{i=k}^{n} x_{i}\right)\right\rangle$ is trivial.

If now $\mathrm{O} \in \mathrm{Ob}(\mathbf{P a B})$ is arbitrary with $|\mathrm{O}|=n+1$, then:
Proposition 47.- $\mathrm{J}\left(\mu_{\Phi, \mathrm{O}}\right)=\mathrm{J}\left(\mu_{n}\right)=\left\langle\sum_{i=1}^{n} \log \Gamma_{\Phi}\left(x_{i}\right)-\log \Gamma_{\Phi}\left(\sum_{i=1}^{n} x_{i}\right)\right\rangle$.
Proof. - We have $\mu_{\mathrm{O}}=\operatorname{Ad} \Phi_{\mathrm{O}_{n}, \mathrm{O}} \circ \mu_{n}$, where $\mathrm{O}_{n}=\bullet(\ldots(\bullet \bullet))$. We then use the cocycle property of J , the above formula for $\mathrm{J}\left(\mu_{n}\right)$, the fact that $\mathrm{J}(\operatorname{Ad} g)=0$ for $g \in \exp \left(\hat{\mathfrak{t}}_{n+1}\right)$, and the following lemma:

Lemma 48. - If $g \in \exp \left(\hat{\mathfrak{t}}_{n+1}\right)$, then $(\operatorname{Ad} g)\left(x_{1}+\cdots+x_{n}\right)$ is conjugate to $x_{1}+\cdots+x_{n}$.

Proof of lemma. - Decompose $a \in \mathfrak{t}_{n+1}$ as $a_{0}+a_{1}^{1,2, \ldots, n}$, with $a_{0} \in \mathfrak{f}_{n}$ and $a_{1} \in \mathfrak{t}_{n}$ (the map $a_{1} \mapsto a_{1}^{1,2, \ldots, n}$ is the injection $\mathfrak{t}_{n} \rightarrow \mathfrak{t}_{n+1}, t_{i j} \mapsto t_{i j}$ ). Then $\left[t_{i j}, x_{1}+\cdots+x_{n}\right]=0$ for $i, j \in\{1, \ldots, n\}$, so $\left[a_{1}^{1,2, \cdots, n}, x_{1}+\cdots+x_{n}\right]=0$, so $\left[a, x_{1}+\cdots+x_{n}\right]=\left[a_{0}, x_{1}+\cdots+x_{n}\right]$. It follows that if $g \in \exp \left(\hat{\mathfrak{t}}_{n+1}\right)$, there exists $x_{g} \in \exp \left(\hat{\mathfrak{f}}_{n}\right)$ such that $(\operatorname{Ad} g)\left(x_{1}+\cdots+x_{n}\right)=$ $x_{g}\left(x_{1}+\cdots+x_{n}\right) x_{g}^{-1}$.

Remark 49. - In [AT2], the Lie subalgebra $\mathfrak{s d e r}_{n} \subset \mathfrak{t d e r}_{n}$ of special derivations (normalized special in the terms of Ihara) was introduced: $\mathfrak{s d e r}_{n}=\left\{u \in \mathfrak{t d e r}_{n} \mid u\left(x_{1}+\cdots+\right.\right.$ $\left.\left.x_{n}\right)=0\right\}$. Let $\mathfrak{s d e} \mathfrak{e r}_{n}$ be the intermediate Lie algebra $\mathfrak{s d e} \mathfrak{e r}_{n}=\left\{u \in \mathfrak{t d e r}_{n}\left|\exists u_{0} \in \mathfrak{f}_{n-1}\right| u\left(x_{1}+\right.\right.$ $\left.\left.\cdots+x_{n}\right)=\left[u_{0}, x_{1}+\cdots+x_{n}\right]\right\}$ (special derivations in Ihara's terms). So $\mathfrak{s d e r}{ }_{n} \subset \mathfrak{s d e r}_{n} \subset$ $\mathfrak{t d e r}{ }_{n}$. Then Lemma 48 says that we have a diagram

$$
\begin{aligned}
\mathfrak{t}_{n} & \rightarrow \mathfrak{s d e r} \\
\downarrow & \downarrow \\
\mathfrak{t}_{n+1} & \rightarrow \mathfrak{S d e r}_{n} \hookrightarrow \mathfrak{t d e r}_{n}
\end{aligned}
$$

Remark 50. - Set $\operatorname{SolKV}_{n}(\mathbf{k}):=\left\{\mu_{n} \in \operatorname{TAut}_{n} \mid \mu_{n}\left(e^{x_{1}} \cdots e^{x_{n}}\right)=e^{x_{1}+\cdots+x_{n}}\right.$ and $\exists r \in$ $\left.u^{2} \mathbf{k}[[u]] \mid \mathrm{J}\left(\mu_{n}\right)=\left\langle r\left(\sum_{i} x_{i}\right)-\sum_{i} r\left(x_{i}\right)\right\rangle\right\}$. This is a torsor under the action of the groups

$$
\begin{aligned}
\mathrm{KV}_{n}(\mathbf{k}):= & \left\{\alpha_{n} \in \operatorname{TAut}_{n} \mid \alpha_{n}\left(e^{x_{1}} \cdots e^{x_{n}}\right)=e^{x_{1}} \cdots e^{x_{n}}\right. \\
& \text { and } \left.\exists \sigma \in u^{2} \mathbf{k}[[u]] \mid \mathrm{J}(\alpha)=\left\langle\sigma\left(\log e^{x_{1}} \cdots e^{x_{n}}\right)-\sum_{i} \sigma\left(x_{i}\right)\right\rangle\right\}
\end{aligned}
$$

and $\operatorname{KRV}_{n}(\mathbf{k})$, which is similarly defined (replacing $e^{x_{1}} \cdots e^{x_{n}}$ by $e^{x_{1}+\cdots+x_{n}}$. These are prounipotent groups; the Lie algebra of $\operatorname{KRV}_{n}(\mathbf{k})$ is $\mathfrak{k r v}_{n}:=\left\{u \in \mathfrak{t d e r}_{n} \mid a\left(\sum_{i} x_{i}\right)=0\right.$ and $\left.\exists s \in u^{2} \mathbf{k}[[u]] \mid j(a)=\left\langle s\left(\sum_{i} x_{i}\right)-\sum_{i} s\left(x_{i}\right)\right\rangle\right\}$. It contains as a Lie subalgebra $\mathfrak{k r v}_{n}^{0}:=$ $\left\{a \in \mathfrak{k r v}_{n} \mid s=0\right\}$, which is denoted $\mathfrak{k v}_{n}$ in [AT2]. One can prove that if $\left|\mathrm{O}^{\prime}\right|=n$ and $\mathrm{O}=\bullet \otimes \mathrm{O}^{\prime}$, the map $\mathrm{M}_{1}(\mathbf{k}) \rightarrow \operatorname{SolKV}_{n}(\mathbf{k}), \Phi \mapsto \mu_{\Phi, \mathrm{O}}$ is a morphism of torsors.

## Appendix C: Computation of a centralizer

In this section, we compute the centralizer of $t_{i j}$ in $\mathfrak{t}_{n}$. This result is used in the proof of Theorem 30.

Proposition 51. - Let $i<j \in[n]$. If $x \in \mathfrak{t}_{n}$ is such that $\left[x, t_{i j}\right]=0$, then there exists $\lambda \in \mathbf{k}$ and $y \in \mathfrak{t}_{n-1}$ such that $x=\lambda t_{i j}+y^{i j, 1,2, \ldots, \tilde{j}^{\prime}, \ldots, \ldots, \ldots, n}$.

Proof. - We may and will assume that $i=1, j=2$. We then prove the result by induction on $n$. It is obvious when $n=2$. Assume that it has been proved at step $n-1$ and let us prove it at step $n$. We have $\mathfrak{t}_{n}=\mathfrak{t}_{n-1} \oplus \mathfrak{f}_{n-1}$, where $\mathfrak{t}_{n-1}$ is the Lie subalgebra
generated by the $t_{i j}, i \neq j \in\{1, \ldots, n-1\}$ and $\mathfrak{f}_{n-1}$ is freely generated by the $t_{1 n}, \ldots, t_{n-1, n}$. Both $\mathfrak{t}_{n-1}$ and $\mathfrak{f}_{n-1}$ are Lie subalgebras of $\mathfrak{t}_{n}$, stable under the inner derivation [ $t_{12},-$ ]. Then if $x \in \mathfrak{t}_{n}$ is such that $\left[t_{12}, x\right]=0$, we decompose $x=x^{\prime}+f$, with $x^{\prime} \in \mathfrak{t}_{n-1}, f \in \mathfrak{f}_{n-1}$, $\left[t_{12}, x^{\prime}\right]=\left[t_{12}, f\right]=0$. By the induction hypothesis, we have $x^{\prime}=\lambda t_{12}+\left(y^{\prime}\right)^{12,3, \ldots, n-1}$, where $y^{\prime} \in \mathfrak{t}_{n-2}$ and $\lambda \in \mathbf{k}$.

Let us set $x_{i}=t_{i n}$ for $i=1, \ldots, n-1$. The derivation $\left[t_{12},-\right]$ of $\mathfrak{f}_{n-1}$ is given by $x_{1} \mapsto\left[x_{1}, x_{2}\right], x_{2} \mapsto\left[x_{2}, x_{1}\right], x_{i} \mapsto 0$ for $i>2$. In terms of generators $y_{1}=x_{1}, y_{2}=x_{1}+x_{2}$, $y_{3}=x_{3}, \ldots, y_{n-1}=x_{n-1}$, it is given by $y_{1} \mapsto\left[y_{1}, y_{2}\right], y_{i} \mapsto 0$ for $i>1$.

Lemma 52. - The kernel of the derivation $y_{1} \mapsto\left[y_{1}, y_{2}\right], y_{i} \mapsto 0$ for $i>1$ of $\mathfrak{f}_{n-1}$ coincides with the Lie subalgebra $\mathfrak{f}_{n-2} \subset \mathfrak{f}_{n-1}$ generated by $y_{2}, \ldots, y_{n-1}$.

Proof of Lemma. - Let us prove that the kernel of the induced derivation of $\mathrm{U}\left(\mathfrak{f}_{n-1}\right)$ is $\mathrm{U}\left(\mathfrak{f}_{n-2}\right)$. We have a linear isomorphism $\mathrm{U}\left(\mathfrak{f}_{n-1}\right) \simeq \bigoplus_{k \geq 1} \mathrm{U}\left(\mathfrak{f}_{n-2}\right)^{\otimes k}$, whose inverse takes $u_{1} \otimes \cdots \otimes u_{k}$ to $u_{1} y_{1} u_{2} y_{1} \cdots y_{1} u_{k}$. The derivation $\left[t_{12},-\right]$ of $\mathrm{U}\left(\mathfrak{f}_{n-1}\right)$ is then transported to the direct sum of the endomorphisms of $\mathrm{U}\left(\mathfrak{f}_{n-2}\right)^{\otimes k}$

$$
\begin{equation*}
u \mapsto\left(y_{2}^{(2)}+\cdots+y_{2}^{(k)}\right) u-u\left(y_{2}^{(1)}+\cdots+y_{2}^{(k-1)}\right) \tag{26}
\end{equation*}
$$

(this is 0 of $k=1 ; y_{2}^{(i)}=1^{\otimes i-1} \otimes y_{2} \otimes 1^{\otimes k-i}$; we make use of the algebra structure of $\left.\mathrm{U}\left(\mathfrak{f}_{n-2}\right)^{\otimes k}\right)$. Each of these endomorphisms has degree 1 for the filtration of $\mathrm{U}\left(\mathfrak{f}_{n-2}\right)^{\otimes k}$ induced by the PBW filtration of $\mathrm{U}\left(\mathfrak{f}_{n-2}\right)$ (the part of degree $\leq d$ of $\mathrm{U}\left(\mathfrak{f}_{n-2}\right)$ for this filtration consists of combinations of products of $\leq d$ elements of $\mathfrak{f}_{n-2}$ ) and the associated graded endomorphism of $\mathrm{S}\left(\mathfrak{f}_{n-2}\right)^{\otimes k}$ is the multiplication by $y_{2}^{(k)}-y_{2}^{(1)}$, which is injective if $k \geq 1$, so (26) is injective for $k \geq 1$; the kernel of the direct sum of maps (26) therefore coincides with the degree 1 part $\mathrm{U}\left(\mathfrak{f}_{n-2}\right)$, which transports to $\mathrm{U}\left(\mathfrak{f}_{n-2}\right) \subset \mathrm{U}\left(\mathfrak{f}_{n-1}\right)$. So the kernel of the derivation $\left[t_{12},-\right]$ of $\mathrm{U}\left(\mathfrak{f}_{n-1}\right)$ is $\mathrm{U}\left(\mathfrak{f}_{n-2}\right)$. The kernel of the derivation $\left[t_{12},-\right]$ of $\mathfrak{f}_{n-1}$ is then $\mathfrak{f}_{n-1} \cap \mathrm{U}\left(\mathfrak{f}_{n-2}\right)=\mathfrak{f}_{n-2}$.

End of proof of Proposition 51. - It follows that $f$ expresses as $\mathrm{P}\left(t_{1 n}+t_{2 n}, t_{3 n}, \ldots, t_{n-1, n}\right)$. Then if we set $f^{\prime}:=\mathrm{P}\left(t_{1, n-1}, \ldots, t_{n-2, n-1}\right)$, we get $f=\left(f^{\prime}\right)^{12,3, \ldots, n}$ so $x=x^{\prime}+f=\lambda t_{12}+$ $\left(\left(y^{\prime}\right)^{1,2, \ldots, n-1}+f^{\prime}\right)^{12,3, \ldots, n}$, as wanted.

## REFERENCES

[AM1] A. Alekseev and E. Meingenken, Poisson geometry and the Kashiwara-Vergne conjecture, C. R. Math. Acad. Sci. Paris 335 (2002), 723-728.
[AM2] A. Alekseev and E. Meinrenken, On the Kashiwara-Vergne conjecture, Invent. Math. 164 (2006), 615-634.
[AT1] A. Alekseev and C. Torossian, On triviality of the Kashiwara-Vergne problem for quadratic Lie algebras. C. R. Math. Acad. Sci. Paris 347 (2009), 1231-1236.
[AT2] A. Alekseev and C. Torossian, The Kashiwara-Vergne conjecture and Drinfeld's associators, arXiv:0802.4300.
[AL] A. Amitsur and J. Levitsky, Minimal identities for algebras, Proc. Am. Math. Soc., $\mathbf{1}$ (1950), 449-463.
[AST] M. Andler, S. Sahi, and C. Torossian, Convolution of invariant distributions: proof of the Kashiwara-Vergne conjecture, Lett. Math. Phys., 69 (2004), 177-203.
[B] D. Bar-Natan, On associators and the Grothendieck-Teichmüller group. I, Sel. Math. (N.S.), 4 (1998), 183-212.
[Bo] M. Boyarchenko, Drinfeld associators and the Campbell-Hausdorff formula, Notes available at http://www.math.uchicago.edu/~mitya/associators-ch.pdf.
[Bk] N. Bourbaki, Élements de mathématique. XXVI. Groupes et algèbres de Lie. Chapitre 1: Algèbres de Lie, Actualités Sci. Ind., vol. 1285, Hermann, Paris, 1960.
[DT] P. Deligne and T. Terasoma, Harmonic shuffle relation for associators, www2.lifl.fr/mzv2005/DOC/ Terasoma/lille_terasoma.pdf.
[Dr] V. Drinfeld, On quasitriangular quasi-Hopf algebras and a group closely connected with $\operatorname{Gal}(\overline{\mathbf{Q}} / \mathbf{Q})$, Leningr. Math. F., 2 (1991), 829-860.
[E] B. Enriquez, On the Drinfeld generators of $\mathfrak{g r t}_{1}(\mathbf{k})$ and $\Gamma$-functions for associators, Math. Res. Lett., 13 (2006), 231-243. arXiv:math/0502084.
[EG] B. Enriquez and F. Gavarini, A formula for the logarithm of the KZ associator, SIGMA, 2 (2006), paper 080, in memory of V. Kuznetsov.
[HM] N. Habegger and G. Masbaum, The Kontsevich integral and Milnor's invariants, Topology, 39 (2000), 12531289.
[Ih] Y. Ihara, On Beta and Gamma Functions Associated with the Grothendieck-Teichmüller Group, London Math. Soc. Lecture Note Ser., vol. 256, Cambridge Univ. Press, Cambridge, 1999.
[JS] A. Joyal and R. Street, Braided tensor categories, Adv. Math., 102 (1993), 20-78.
[KV] M. Kashiwara and M. Vergne, The Campbell-Hausdorff formula and invariant hyperfunctions, Invent. Math., 47 (1978), 249-272.
[LS] P. Lochak and L. Schneps, Every element of $\widehat{\text { GT }}$ is a twist, Preprint.
[Mag] W. Magnus, Über Automorphismen von Fundamentalgruppen berandeter Flächen, Math. Ann., 109 (1934), 617-646.
[R] F. Rouvière, Démonstration de la conjecture de Kashiwara-Vergne pour l'algèbre $\mathfrak{s l}_{2}$, C. R. Acad. Sci. Paris, Sér. I, Math., 292 (1981), 657-660.
[Su] D. Sullivan, Infinitesimal computations in topology, Inst. Hautes Études Sci. Publ. Math., 47 (1977), 269-331.
[T1] C. Torossian, Sur la conjecture combinatoire de Kashiwara-Vergne, F. Lie Theory, 12 (2002), 597-616.
[T2] C. Torossian, La conjecture de Kashiwara-Vergne [d'après Alekseev-Meinrenken], in Séminaire Bourbaki (volume 2006/07), exposé no. 980, Astérisque, vol. 317, 441-466, 2008.
[V] M. Vergne, Le centre de l'algèbre enveloppante et la formule de Campbell-Hausdorff, C. R. Acad. Sci. Paris, Sér. I, Math., 329 (1999), 767-772.
A. A.

Section de mathématiques, Université de Genève, 2-4 rue du Lièvre, c.p. 64, 1211 Genève 4, Switzerland Anton.Alekseev@unige.ch

## B. E.

IRMA (CNRS UMR7501) et Université de Strasbourg,
7 rue René Descartes, 67084 Strasbourg cedex, France benjamin.enriquez@math.unistra.fr
C. T.

Institut Mathématiques de Jussieu, Université Paris 7, CNRS,
Case 7012, 2 place Jussieu, 75005 Paris, France torossian@math.jussieu.fr

Manuscrit reçu le 31 mars 2009
Version révisée le 5 août 2010
Manuscrit accepté le 10 octobre 2010
publié en ligne le 30 octobre 2010.


[^0]:    ${ }^{1}$ If $\mathcal{C}$ is a category and $\mathrm{X} \in \operatorname{Ob} \mathcal{C}$, we set $\mathcal{C}\left(\mathrm{X}, \mathrm{X}^{\prime}\right):=\operatorname{Hom}_{\mathcal{C}}\left(\mathrm{X}, \mathrm{X}^{\prime}\right)$.

[^1]:    ${ }^{2}$ It $\mathcal{C}$ is a category and $\mathrm{X} \in \operatorname{Ob} \mathcal{C}$, we write $\mathcal{C}(\mathrm{X}):=\mathcal{C}(\mathrm{X}, \mathrm{X})=\operatorname{End}_{\mathcal{C}}(\mathrm{X})$.

[^2]:    ${ }^{4}$ We will not use $\left(|x|_{\mathrm{A}_{2}}=0\right) \Rightarrow(x=0)$, so our proof of Proposition 41 is independent of the Amitsur-Levitsky theorem.

