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On the Local Behaviour of Solutions of Degenerate
Parabolic Equations with Measurable Coefficients (*).

E. DI BENEDETTO

0. - Introduction.

We will prove interior and boundary Holder continuity for weak solu-
tions of degenerate parabolic equations with principal part in divergence
form, of the type

in ’

where Q is a region in RN, , and Vx denotes
the gradient with respect only to the space variables

The functions and are only assumed to be
measurable and satisfying the structure conditions

where Ci, i = 0, 1, 2 denote given positive constants and (pi, i = 0, 1, 2
are given non-negative functions defined on S2T and subject to the condi-
tions (1)

(*) Partially supported by NSF Grant DMS-8502297.
(1) Throughout the paper the notation of [11] is employed.
Pervenuto alla Redazione il 20 Giugno 1985 e in forma definitiva il 15 Gen-

naio 1986.
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where 1 jp -E-1 jp’ =1 and q, r&#x3E;l and satisfy

and

Given the structure conditions [Ai]-[A3], the degeneracy of (1.1) is of

the same nature of

When p = 2, major developments, y in the theory of local regularity
of (0.1) have been brought about the discovery of the Harnack inequality
of Moser [14, 15], for linear elliptic and parabolic equations with bounded
and measurable coefficients. The Harnack inequality can be used to imply
the local Holder continuity of the solutions. The latter regularity statement
had been proved previously by De Giorgi [3] in the elliptic case and Lady-
zenskaja-Uralt’zeva [11] in the parabolic case.

In the case of an elliptic equation, the extension of these results from
p == 2 to any p &#x3E; 1 is quite direct and the theory can now be considered
fairly complete [16, 17, 19].

The parabolic case is complicated by the dissymmetry of the space
and time parts of the operator in (0.1), and at our knowledge no regularity
results are available if p differs from 2. In pa,rticular, , non-negative weak
solutions of (0.1) do not in general satisfy the Harnack inequality. To see
this we consider the following explicit solution of (0.3), constructed in [1].
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This solution exhibits a behaviour similar to the solutions of the porous
medium equation; that is, it is of compact support in the space variables
for all t &#x3E; 0. Clearly for a cylinder Q intersecting the free boundary lx = R(t),
the Harnack inequality fails to hold (see also Remark B section 7 of [4J
p. 116). Nevertheless the solution u is Cl+c,(R-v X [e, TI), Y0  E  T oo.

By a weak solution of (0.1) in Dry we mean a function u E V2,,(-QT) ==
= C(0, T; L2(D)) n 11(0, T; HP(D)), satisfying

for all rp E W;,o(.Qp) such that 4PIG L2(.Qp), and for all t1, t2, 0  t1 t2 T.
We assume throughout that

REMARK 0.1. If [Ag] is replaced by the more restrictive condition

then a local .L°° bound for u can be calculated by a simple modification of
De Giorgi-Moser techniques (see for example [11] page 102-109). The proof
gives an explicit but complicated (due to the mentioned dissimetry) bound
of Mooo over a cylinder Q in terms of the norm IIullp,QI over a larger
cyalinder Q‘. We have chosen to omit such calculation since they result,
from a variant of known techniques.

With 8Q we denote the boundary of S2 and set

Clearly -P is the parabolic boundary of 0y.
The statement that a constant y depends only upon the data, mean’kg

that y can be calculated only in dependence of the various constants ap-
pearing in [A,,]-[A,], [[u[)_,p and the dimension N. We can now state our
main results.

I. - Interior regularity.

THEOREM 1. let u E V,,,(D,) be a weak solution of (0.1), and
let [Al]-[A4] hold. Then (x, t) -&#x3E; u(x, t) is locally Hilder continuous Zn Q,
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and for every compact set X c QT’ there exists a constant y depending only
upon the data and dist(K, T), and a constant a E (0, 1 ) depending only upon
the data, such that

for every pair of points (Xl’ tl ) , (X2, t2 ) E Jt.

REMARK 0.2. Since our arguments are local in nature to prove Theorem 1,
we do not need to have a solution in the whole QT . It is sufficient to have

a « local o solution; i.e. u E Vlo m L- (QT), satisfying (0.6). Also we

may assume c

II. - Boundary regularity.

II-(a) Regularity at t = 0.

We assume that (0.1) is associated with initial data

.and on uo assume

fA6] x -+ uo(x) is continuous in Q with modulus of continuity wo(.) .

Since we assume that u E C(o, T ; L2(Q)), the initial datum (0.8) is taken
in the sense of (0.6) where t1&#x3E;0.

THEOREM 2. Let u E 0(0, T; .L2(SZ) ) n LV(O, T; HV{Q)) be a weak solu-

tion of (0.1) which takes on initial data (0.8) and let [A1]-[A6J hold. Then

(x, t) --* u(x, t) is continuous in 6 X [0, T], and for every compact set K c S2
there exist a function e - w(e): R+ -+ R+ continuous and non-decreasing such
that

for every pair of points (Xl’ tl), 1 (X2’ t2) E Kx [0, TI. The function co (-) can
be determined in terms of the data and coo(-).

If in particular

then (x, t) -+ u(x, t) is .H’otder continuous in .6 x [0, T], and for every compact
set XeD there exist a constant y depending only upon the data and dist(K, aS2),
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and a constant a E (0, 1) depending upon the data and a such that

f or every pair o f points (Xl’ t,), ($2’ t2) G K &#x3E;C [0, T].

REMARK 0.3. If x -* uo(x) is only known to be continuous i_n. a open
subset Q’ of Q then the stated regularity can only be claimed in the set
Q’ X [0, T].

II-(b) Regularity at ST (Dirichlet data).
s

The boundary 8Q is assumed to satisfy

C.A.7] 3«* e (o, 1), .Ro &#x3E; 0 such that Yzo e 8Q and every ball B(xo, R) cen-
tered at xo, with radius R  Ro,

meas [Q r1 B(xo, R)]  (1 - a*) meas B (xo, B)

We suppose that (0.1) is associated with Dirichlet data f (x, t) on 87
(taken in the sense of the traces) satisfying

[.A8] (x, t) -+ f (x, t) is continuous on Sp with modulus of continuity
(,()1( . )

THEOREM 3. Let u E V1,P(QT) r) L-(92,.) be a weak solution of (0.1 ) asso-
ciated with Dirichlet data f on 8p, and assume that [..Al]-[.A4] and [A7]-[AsJ
hold. Then (x, t) -+ u(x, t) is continuous in Q X (0, T] and Ve &#x3E; 0 there exist

a positive non-decreasing continuous f unetion e --&#x3E; w(e) : R+ --&#x3E;- lt+ such that

for every pair of points (xl, t2), (X2, t2) E lJ x [8, T]. If in particular

then (x, t) --*- u(x, t) is Hölder continuous in lJ X [8, T] Vs &#x3E; 0, and there

exist a constant y depending only upon the data and c, and a constant B E (0, 1)
depending upon the data and p, such that

for every pair of points I
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REMARK 0.4. If the Dirichlet data f is only known to be continuous
in a open subset S’ of S (open in the relative topology of S,) then the
stated regularity can only be claimed up to S.

COROLLARY 0.1. Consider the boundary value problem

where x --&#x3E;- no(x) satisfies [As] and (x, t) --&#x3E;- f (x, t) satisfies [A8] and assume
that [A7J holds. Every bounded weak solution of (0.9)-(0.11) (in the sense of
identity (0.6)) is continuous in Qt: In particular if uo is H61der continuous
in D and f is .8’older continuous on Sp, then u is Hölder continuous in 03A9T.

II-(c) Regularity at ST (Variational data).

We assume here that

[A9J 3D is a 01 manifold in RN-1,

and consider formally the problem

where nsT == (nxi, n.,,, ..., nxN) denotes the outer unit normal to ST. On

the function g(x, t, u) we assume

[Aio] g is continuous over 8r x R and

for a given non-negative constant C3.
By a weak solution of (0.12)-(0.14) we mean a function u E V2,’D(DT)

satisfying
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where da denotes the HN-1-measure on 8Q, for all 99 c- Wl’°(Qr) such that
f/JtE L2(.QT), and for all t,, t2 satisfying 0  tl t2  T.

THEOREM 4. Let 1t E V2,11(.QT) n LOO(QT) be a weak solittioit of (0.12)-(0.14)
in the sense of identity (0.16). Then (x, t) -+ u(x, t) is .goZder continuous

in l7 X [8, T] for all e &#x3E; 0, and there exist a constan t Ye depending only upon
the data and e, and a constant 2 E (0, 1) depending only upon the data, such
that

for every paii, of points (x,, tl), (x2, t2) E Q X [8, T].
If in addition x -7- uo(x) is Holder continuous in D, then u is .H’older con-

tinuous in tip and the constant y, can be taken independent of s, whereas

the Holder exponent A will depend also upon the Holder exponent of uo .

REMARK 0.5. When p = 2 the integrability conditions in [A3] coincide
with the requirements imposed in [11], and these are known to be the best
possible [10].

REMARK 0.6. If the functions a(x, t, u, Vxu) and b(x, t, u, Vzu) are

differentiable and satisfy further restrictions then one can prove that

(x, t) --* V,, u is Holder continuous in S5,; in fact such a result holds also
for systems (see [6, 7]). The point here is of course to prove the stated

regularity only under the hypothesis that a and b are measurable. An
extension of our results to systems, due to the generality we consider, is

not expected. It is in fact false even in the elliptic case (see [8] for a survey).

REMARK 0.7. The proof presented here shows that the various Holder
constants and exponents in Theorems 1-4 are continuous functions of p.

As p -7- oo these estimates deteriorate, but they are « stable » as p -&#x3E; 2.

REMARK 0.8. One of the applications of the a priori knowledge of a
modulus of continuity of solutions of (0.1) is the derivation of Loo bounds
for IV0153ul, (see [20]).

REMARK 0.9. Existence theory for boundary value problems associated
with (0.1) is based on Galerkin approximations and it is developed in [11].

REMARK 0.10. It should be noted that we have been unable to deal

with the case 1  p  2.

Heuristically the results will follow from the following fact. The func-

tion (x, t) - u(x, t) can be modified in a set of measure zero to yield a con-
tinuous representative out of the equivalence class u E V2,f&#x3E;(QT) if for every
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(xo, to) E S2, there exist a family of nested and shrinking cylinders Qn(xo, to)
around (xo, to), such that the essential oscillation ccy of u in Qn(xo, ta) tends
to zero as n --&#x3E;- oo, in a way determined by the operator in (0.1) and the
data.

The key idea of the proof is to work with cylinders whose dimensions
are suitably resealed to reflect the degeneracy exhibited by the equation.
This idea has been introduced in [5] and further developed in [7].

In the present situation the arguments are more complicated with respect
to the ones in [5]. This is due to the fact that, unlike the solutions of porous
media type equations (see [4, 7]) where the singularity occurs at only one
value of the solution (say for example for u = 0), in our case the equation
may be degenerate at any value of u.

To render the paper as self contained as possible, certain known calcula-
tions have been reproduced.

In part I we prove the interior regularity. We introduce certain classes

$f’(Qp, M, y, r, ð, x), along the lines of a similar approach of [11], and prove
that local weak solutions of (0.1) belong to them.

Then we show that $1J(Qp, M, y, r, ð, x) is embedded in

thereby proving Theorem 1.
We prove the boundary regularity by following a similar pattern in

part II. The methods of this part will rely heavily on those of part I and
in fact we will limit ourselves to describe the modifications of the proof
of interior regularity to achieve regularity up to the boundary.

Acknozvledgemen,t. This work was completed while I was visiting the
University of Florence, Italy and the Institut fiir Angewandte Mathematik
of the University of Bonn W. Germany. I am grateful to both institutions
for their support.

1. - The classes $j)(QT’ M, y, r, ð, x), p &#x3E; 2.

Let Q be an open set in RN and for 0  T  oo let S2T = Q. (0, T].
If we let and

We let R, e be so small that Q(R, e) c QT. Denote by (x, t) --&#x3E; C(x, t)
a piecewise smooth function defined in Q(.R, e), such that 0  C : 1 and

C(x, -) = 0 for x E aB (R) .
For a bounded measurable function u defined in Q(R, e) introduce the
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cut functions (u - k)-±, k E R and let H± be any number satisfying

where 6 is a given positive number.
Define also

We say that a measurable function u: QT ---&#x3E; R belongs to the class

3lp(QT’ M, V, r, 6, u) if

and if for all Q(R, e) c SZT and all , as above, the functions (u - k)-1:. satisfy
the integral inequalities



496

where we have denoted with Ak R(t) the set

The various parameters in (1.5)-(1.6) are as follows.

[A] 6 and yare arbitrary positive numbers;

[B] k is an arbitrary real number subject only to the restriction

[0] x is an arbitrary number in ( 0, 1 ) and q, r are larger than one,
are linked by

and their admissible range is

REMARK 1.1. These classes can be considered as an extension of the

classes M,,y, 1-, 6, x) introduced in [11]. Besides the fact that p&#x3E;2
the new requirement here is the integral inequality (1.6).

They may also be viewed as a parabolic version of De Giorgi classes, y
fundamental in the regularity theory for quasi minima [9].

The following two facts establish the connection between local solu

tions of (0.1) and the classes $P(QT’ M, y, r, 6, x).

PROPOSITION 1.1. Every essentially bouvded local solution of (0.1) belongs
to $ZI(!JP, M, y, r, ð, x) .

EMBEDDING THEOREM. lflp(liir, M, y, r, ð, x) is embedded in 4

for some « e (0, 1).

The proof of Theorem 1 will result by combining these two facts.
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PROOF OF PROPOSITION 1.1. Introducing the Steklov averagings of

w

a standard argument (see for example [11]) implies that (0.6) can be equiva-
lently formulated as

for all and

Ill (1.9) choose the test functions

Estimating the various parts of (1.9) with this choice of text function
we have

where

Letting h ---&#x3E; 0 we obtain for all t



498

We estimate the remaining terms by letting h ---&#x3E;- 0 first, and then using

Here X(E) denotes the characteristic function of the set 27. By Young’s
inequality

and

Combining this in (1.12) we deduce

Finally
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Now if we impose on the levels k the restriction

we deduce from (1.14)

Combining these estimates and observing that t E [to- e, o] is arbitrary
we obtain

By Holder’s inequality

Set

From (0.2) we see that q, r satisfy (1.8), and from (0.2) (i)-(0.2) (iii) it follows
that their admissible range is (1.8) (i)-(1.8) (iii).
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Substituting this last estimate in (1.17) we see that u satisfies (1.5) since

obviously without loss of generality we may assume that Co/4 =1.
We turn now to the proof of (1.6). For simplicity we set

and in (1.9) select the test function

where x - ’P(x) is a cutoff function in B(R) which vanishes on 88(R).
It is apparent tha,t 99 E t’,O(Q,) and that

Therefore such a p is an admissible test function in (J .9). Estimating the
various terms we have

and letting - 0 we have

for all t i

In order to estimate the remaining terms we let h - 0 first and then
use [A1]-[A3].



501

By repeated application of the Young inequality we deduce

For the lower order terms we have

Next observe that by virtue of (1.1), and

Therefore recalling (1.15) we have

Collecting these estimates we deduce

where we have used the fact that v-1, v-2  v p since p &#x3E; 2. Treating
the last integral as before the result follows.

The proof of the embedding theorem will be the object of sections 2-5..
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PART I - INTERIOR REGULARITY

2. - Preliminaries.

Let the point (xo, to) be fixed throughout, and consider the cylinder

Set

.and let co be any number satisfying

Let 8* be a positive integer to be fixed later and set

Construct the cylinder Q.’9 given by

If cv &#x3E; 2s* Rym/p, then 0R" R"-(NM/P)(P-2) and we have the inclusion

Inside Ql we consider subcylinders of the type

where tto and t - ’qR-v &#x3E; to - OR21. The length of these subcylinders is

determined by the choice of q
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where so is the smallest positive integer satisfying

The structure of the proof is based on studying separately two cases.
Either we can find a cylinder of the type QR where u is « mostly » large,
or such a subcylinder cannot be found. In both cases the conclusion is

that the essential oscillation of u in a smaller cylinder around (xo, to) decreases
in a way that can be quantitatively measured.

We will need the following two embedding lemmas known from the
literature.

LEMMA 2.1 (De Giorgi [3])..Let UEWl,l{B(R)) and let l, k e R, I &#x3E; k
Then

where 0 depends only upon the dimension N.

REMARK 2.1. A similar lemma holds more generally for convex domains

(see [11]).
For notational convenience we set

and define

1,EMMAI. 2.2. Let then

wh,ere C does not depend on u nor on Qp, and where q, r acre subject to the con-
ditions (1.8)-(1.8) (iii).

The proof results from a straightforward adaptation of the arguments
of [11] page 74, carried for p = 2.

From Lemma 2.2 we deduce two corollaries.
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COROLLARY 2.3. Let U E -V then

COROLLARY 2.4. Let 2G E V2)(!JT), then

REMARK 2.2. These Corollaries still hold if u E V21(.QP) and does not
necessarily vanish on 8Q.

In such a case C depends on QT via

With C we will denote a generic non negative constant depending only
upon the various parameters in the classes $fJ(Qp, M, y, If, 6, co) and inde-
pendent of R, w, s*. For a measurable set 27 we write also meas2.’== (EI.

3. - The first alternative.

LEMMA 3.1. There exists a number aoE (0, 1) independent of 00, .R, s*

.such that if for some subeylinder Q£

then either

PROOF. We assume that (3.1) is violated so that Q9 c Qxx and fix a
..cylinder QR for which the assumption of the lemma holds. Let
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We will write (1.5) over the pair of culinders Q.’-R. and Q’r I.., by choosing the
function C so that §(z, t) = 1 for (x, t) e lJln and vanishing for t = I - 7?B,’ .
In this case

As for levels k we take

In this setting (1.5) can be rewritten as

The choice of levels kn is justified since

We estimate the various terms in (3.3) as follows. First

Next for all t E
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Using these remarks in (3.3) and dividing by q

The change of variable z = (t - t)lq, transforms QRn and QRn respectively
into

Setting also inequalities (3.4) can be written more

concisely as

where we have set

Let z -* cpn(x) be a piecewise smooth cutoff function in B(RRn) which
equals one on B (.Rn+1 ) and such that Then (

! and by Corollary 2.4.

Since
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we deduce from (3.6) by making use of (3.5)

We set

Then from (3.7) in dimensionless form we have

ABhere we have used the inequality

which follows from the definition (2-5) of q and the fact that we have assumed
that (3.1) is violated.

On the other hand, by the embedding lemma 2.2

Then using (3.5)

From lemma 5.7 of [11] page 96, Yn I Zn - 0 as n - oo, provided

where Ao is a small constant depending upon C, p, x only and independent
of R, (0.

Therefore the lemma is proved if we choose ao sufficiently small depending
only upon Âo.

we suppose that the assumptions of lemma 3.1 are verified for some
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subcylinder QR and construct the cylinder

The length of such cylinder is at least q(B/2)-" and at most q(Rj2)"
+ (0 - 71) BI  OA", so that setting for simplicity e = Rj4 we may write

where

LEMMA 3.2. Assume that

T hen for every a1 E (0, 1), there exists a positive integer S1 = sl (al , y, x, ð, r)
independent o f wand .R such that either

or

for all t 

PROOF. We will employ inequality (1.6) over the cylinder Q5 . As a

cutoff function (x, t) ----&#x3E; C(x, t) we take a function independent of t, such
that C(x) =1 on B(e) and IVCIe-1. We observe that for t = to- #(2@)?=
- t - q(Rj2 )P, by lemma 3.1 n &#x3E; ,u- + W/280+1 and therefore Vn&#x3E; 1

Next for v = oo/2’0+n, from the definition (1.2) of 1p(.) we have, since

H-  a)/2 so+’
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Moreover a quick calculation gives

Using these remarks in (1.6) we have

Let n be a positive integer to be selected and set s1= s,, + n. Then recall-
ing (3.10) if (3.11) is violated the right hand side of (3.12) is bounded above
by

We bound the integral on the left hand side of (3.12) from below by extending
the integration to the smaller set

On such set, since H-&#x3E; W/2so+2 we have

Therefore for all t (

- 

To prove the lemma we have only to choose it so large that

REMARK 3.1. The number sl = 81(a) claimed by lemma 3.2 depends
upon k, x, 6, r and s*. The number s* is not fixed as yet. It will be fixed

later independent of (0, R and therefore we can say that si is independent
of co and R.



510

Without loss of generality we may assume that 81&#x3E; s*.

LEMMA 3.3. Suppose the assumptions of lemma 3.1 hold and assume that
H- &#x3E; W/2so+2. Then there exist an integer s &#x3E; 8* independent of 0), .R such

that either

or

PROOF. Let

aid consider the cylinders

We observe that these cylinders decrease in the space variables but
their length is unchanged with respect to n. This is due to the fact that

lemma 3.1 gives information on the level t,,-6(B12)-"-1-,q(RI2)-V, and
such information we want to exploit.

We assume (3.13) is violated and write (1.5) over the pair of cylinders F)6
and D/fl as follows..

We choose a cutoff function ( independent of t such that ==E 1 on

B(Qn) and JV2. Then the term involving C, in (1.5) is eliminated.
As for level k we choose

where si is the number claimed by lemma 3.2.

By lemma 3.1,
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and therefore we have

From (1.5) with the indicated choices we deduce

For all t

We carry this estimate below , divide by 0 and make the change of variables

The cylinders Df and 15: are transformed into

Setting also inequalities (3.15) call be rewritten as

with the obvious definition of An(z).
Using (3.16) we may repeat an iteration process in all analogous to

lemma 3.1 and conclude that there exist 21&#x3E; 0 independent of .R and 00,

such that if
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then either

or

Scaling back to the cylinder D6 and choosing al = Ål in lemma 3.2
we see that we can choose s1= 81(Â.1, 8*) so that (3.17) holds. This proves
the lemma.

We summarize the results obtained so far.

PROPOSITION 3.1. There exist ao E (0, 1 ) and a positive integer s indepen-
dent of ill, R, such that if f or some cylinder of the f orm Qk with n given b y (2.5)

then either

or

PROOF. If a cylinder satisfying (3.18) exists, then by lemma 3.1 and
lemma 3. 2, the set where u  p- + ro/2’, relatively to B (R/4 ) X ft. - 6(R12) 11, to}, I
can be made arbitrarily small provided

Then by lemma 3.3

Since q # 0 from (3.22) we also have



513

and hence

On the other hand if (3.12) is violated, since obviously H- wf28.+i, we
have

from which the conclusion follows.

REMARK 3.2. The various constants in (3.18)-(3.20) are independent
of m and R. The number si depends upon s* as shown by lemma 3.2. The
numbers will be fixed later independent of 00, r.

4. - The second alternative.

We assume in this section that the assumptions of lemma 3.1 are violated,
i.e. for every subcylinder Q§

Since if 80&#x3E;2 we ob,iously have

we will rewrite (4.1) } as

valid for all cylinders - 00 The parameters 0 and q are those fixed
in (2.2) and (2.5). In this section we will determine the value of s*.

LEMMA 4.1. Let Qilc Q’ be fixed and let (4.2) tcotd. Then there exist
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such that

PROOF. If not, for a.e.

and

contradicting (4.2).
As before we let

LEM1B1:A 4.2. Let QR C QR be j’-ixed, and assume that H+ &#x3E; 0)/280+1. There

exist a positive integer m independent of OJ and R, such that either

Oft

for all t e [t - («oj2) qRP, t].

PROOF. We will employ inequality (1.6) over the cylinders

Here is the number claimed in lemma 4.1 and ere (0, 1) is arbitrary.
We take also

where m has to be chosen. The cutoff function will be independent of t
and such that C ===I on B(R - crB) and IVCI  (orR)-l.
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With these choices (1.6) can now be written for all t E [t*, 1] as

The various terms in (4.5) are estimated as follows. First we observe that

Next from the definition (1.2) of 1p we see that y = 0 on the set
[u  p+- 00/280]. Therefore by using lemma 4.1 the first integral on the
right hand side of (4.5) is estimated above by

Since 1 - t * ,qRP == (2 ,./W):P-2 P.V, the second integral is estimated by
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Finally for the last term we have the estimate

If (4.3) does not hold, this last term is majorized by

Putting together these remarks, from (4.5) we have for all t E [t*, t]

We estimate the left hand side of (4.6) below by integrating over the
smaller set

Then on such a sety since H+&#x3E; a)/2,1-+’ we have

Carrying this estimate in (4.6)

and dividing by (m - 2 )2 11122

On the other hand
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Combining this with (4.7)

for all t E [t *, t I.
Choose a so small that arN  (3/8) a’ 0 and m so large that

Then for such a choice of m

REMARK 4.1. Since ao is independent of ro, R, the number m is inde-
pendent of coy JR. The number s * which determines the length of Q) is still to
be chosen. We will choose it later subject to the condition s* &#x3E; s, + m.

We will set

The arguments of lemma 4.1 and 4.2 are carried under the assumptions
that (4.2) holds, and we know that (4.2) holds for every cylinder of the

- 

0form c Q.R.
Since s * &#x3E; so we have Vp &#x3E; 2

COROLLARY 4.3. Assume that H+&#x3E; co/28--+’. Then either

or

f or all

PROOF. Every cylinder of the type Q’i B satisfies (4.2) and lemma 4.2
holds for every such cylinder. Therefore the conclusion of the lemma holds
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for all t satisfying

Because of (4.10) and the definition of 0 and 17

and the Corollary follows.
From now on we will focus on the cylinders

LEMMA 4.4. Assume that (4.12) holds. Then for every #,, e (0, 1 ) there

exists a number 8* (which determines the length of QR), independent of (J) and ..R

such that either

or

PROOF. We write inequalities (1.5) over the cylinders QR(oco) and Q2R(ocfl)
as follows. We choose a cutoff function C such that C = 1 on Q£(«o) and

As for the levels k we take k =,a+- m/2" where s*&#x3E;n&#x3E;s2 and 82 is

the number claimed by Corollary 4.3.
Neglecting the first term on the right hand side of (1.5) and using the

indicated choices we have
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We estimate the right hand side of (4.15) as follows

(ii) Recalling the definition of 0

Carrying these estimates in (4.15)

Next we use lemma 2.1 over B(R) for all the levels
As for levels 1, k we take

Notice that for all i by virtue of Corollary 4.3 we have

Therefore (2.7) in this setting gives

W’e majorize the right hand side of (4.17) by
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Integrating (4.17) over and setting

we have for all n &#x3E; s, + 1

We take the p/(p - 1 ) power, estimate the integral on the right hand
side by using (4.16) and divide by (00/211)"/(11-1) to obtain

Since &#x26;* &#x3E; n &#x3E; s,, if also (4.13) is violated, the quantity in brackets is

bounded independent of w, aR, 8* and we deduce

These inequalities are valid for all n &#x3E; 82 and n s*. We add (4.19).
for n ==s,+I, s,+ 2, ...,8*.

The right hand side can be majorized with a convergent series and there-
fore we obtain

and

To prove the lemma we take s * so large that

Notice that if Po is independent of cv and R, also s* is independent of cci
and R.
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REMARK 4.2. The process described by lemma 4.4 has a double meaning.
On one hand, given Po, determines a level k =,u+- w/21, and on the other
hand (recalling the definition (2.2) of 0) determines the cylinder Qo. That

it3, given floG (0, 1), the measure of the set where u &#x3E; IJ+- wj28. can be
made smaller than P, only on a particular cylinder Q’o (mo) related to the
level p+- w/2’*.

LEMMA 4.5. Suppose the conclusion of Corollary 4.3 holds. Then s* can

be chosen 8o that either

or

PROOF. Set

We will write inequalities (1.5) over the pair of cylinders (Xo) and Qj.(o).
The cutoff function § will be taken so that C = 1 on Qx(oco), (x, tQ -
- (exo/3) OR:) = 0 and

The levels k are taken to be

In this setting (1.5) can be written as
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We estimate the various terms in (4.24), y recalling the definition of 0
as follows. First for all t c- [

Next

Then from (4.24) dividing by 0

The change of variable z = 3(t - to)/cxoO, transforms QRn(«o) and
respectively into

We also set and,

Then (4.25) can be rewritten more concisely as

Let 0153 -+ (n(z) be a cutoff function in B(.Rn) which equals one on B(B,,+,)



523

and and by Corollary 2.4

Using (4.26) we find

Since

recalling the definition of 0, from (4.28) we obtain

Set

Then proceding as in the proof of lemma 3.1, if (4.22) is violated we

have the recursion inequalities

It follows from these, with the aid of lemma 5.7 of [11] page 96 that Y,,,
Z,, ---&#x3E; 0 as n ---&#x3E; oo if

where
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Therefore to prove the lemma we choose Po according to (4.30) and then s*
,so large that (4.21) is verified for this choice of flo .

A.rguing as in Proposition 3.1 we can now summarize the results of this
section.

PROPOSITION 4.1. There exists a positive integer s* independent of ill, R

such that if (4.2) holds for every cylinder Q. 17 c Q’ , B 0 = (28*/ro)V-2, then either

,or

where ao is the number claimed by Proposition 3.1 and

5. - Proof of the embedding theorem.

First we remark that the proof presented only uses the fact that the
essential oscillation of u in Qo 0 = (28. /W)’J)-2 is less than w. Since this

is not a priori guaranteed we used the device of introducing the cylinder QNR’
(see (3.1)) to claim that if Q9 is not included in Qy

Keeping this in mind we now iterate the process described, over a sequence
flf nested and shrinking cylinders.

Let 8 = max {8; 8* + 1} where s is the number claimed by Proposition 3.1,
and set

All these numbers are independent of w, .R. Setting
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both Proposition 3.1 and 4.1 can be combined by stating that in either
case we have the following alternative. Either

or

where

Obviously (5.2) remains valid if we take the essential oscillation of u
over a cylinder contained in Q’*.

We set J?o - 2R, and

Then the cylinder

is contained in Q’,, and we have

Therefore the process can be continued starting from the cylinder Q,911.
By iteration we define sequences

a,nd the cylinders 
For them the following iteration holds.
Either

or

The theorem is now a straightforward consequence of lemma 5.8 of [11]
page 96.
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PART II - BOUNDARY REGULARITY

We say that a function u : Qy --¿. R belongs to the class $,,(QT () T, M,
y, r, 6, x) if u satisfies all the requirements listed in section 1, with the only
difference that the cylinders Q(R, o) may intersect .T’, and the various
integrals in (1.5)-(1.6) are extended over Q(R, p) n D, and B(R) n Q. We
impose an extra requirement.

The cutoff function (x, t) --&#x3E; C(0153, t) vanishes on 88(R) , or on the parabolic
boundary of Q(R, e), but it does not vanish on T. Because of this, a func-
tion u belongs to 4 (D, r) h, M, y, r, 6, x) if (1.5)-(1.6) hold for all the

levels k for which

Given such a requirement it is immediate to see, by following the same
arguments of section 1, that a weak solution u of (0.1) defined in llbr, belongs
to $,,(!Jp(B r, -M, V, r, 6, x ) .

The proof of regularity up to the boundary is based again on inequalities
(1.5)-(1.6). In fact it is much simpler since we may simplify such ine-
qualities by making use of the information coming from the boundary data.

6. - Proof of Theorem 2.

Let XoE tJ be fixed and let .R &#x3E; 0 be so small that B(R) c Q. We con-
sider also the cylinder

As before we set

If the initial datum uo satisfies [A6J we set
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Let so be the smallest positive integer satisfyipg

where 6 is the number introduced in (1.15). We consider the following
two cases.

Case 1. The inequalities

both hold, or

Case 2. At least one of (6.2) is violated.

In case 1, subtracting the second inequality from the first we obtain

To examine Case 2, suppose for example that the second of (6.2) is

violated. Then

Let x --&#x3E; C(x) be a smooth cutoff function in B(B) which equals one on
B(B - orB), 1E(O,I) and such that IVIlCI«(1R)-l. Then, proceeding as in
section 1 and making us of (6.4) we deduce that the following two ine-
qualities hold.
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These inequalities hold (in view of (6.4)) for all s &#x3E; s,.
The proof can now be completed as follows. First, using (6.6) and the

procedure of lemma 3.2, given any aie (0, 1) we can find a positive in-
teger sl such that either

or

Second, using (6.5) and the procedure of lemma 3.3 we deduce that either
(6.7) holds or

These facts are much easier to establish than the corresponding ones
in the quoted lemmas. In particular in establishing (6.9) no shrinking
occurs in the t-direction. This is due to (6.4), and the relatively simple
form of (6.5)-(6.6).

Combining these remarks and recalling the definition of Q(R) we deduce
that

where
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Since this estimate can be reproduced over a sequence of cylinders
Q(R/4-), n = 1, 2,..., with the same constants C, 03BE, standard arguments
imply Theorem 2.

7. - Proof of Theorem 3.

Let (xo, to) E ST be fixed and consider the cylinder

where

We let R be so small that to - (2R)p--, &#x3E; 0 and define

If the boundary datum f satisfies [A8] we let

Define also the cylinders

where and

and s* is a large positive integer to be chosen.
If 0&#x3E;(2R)--, we have

If (7.4) does not hold, then 0  (2R)-e and
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WTe will assume that such inclusion holds, y in what follows.
Defining so as in (6.1 ?, we may also assume that at least one of the two

inequalities

does not hold. In fact if both are satisfied we have

Let us assume that for example the first of (7.5) is violated. Then

Ys&#x3E;so

Proceedings as in section 1 and using (7.7) we see that the following
inequalities are valid Vs_&#x3E;-s,, and VOQ2R.

Since ( vanishes on ST r1 Q2R, we may extend (
with zero outside Qo, 0  9  2B, and therefore the domains of integration
in (7.8) may be com sidered to be (

By virtue of assumption [A7], for all

Consequently the assumptions of lemma 4.4 are verified, and given.
floe (0, 1) we may find S*E N such that either
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or

REMARK. The choice of s’* will determine also the size of the cylinder QR
(see (7.3)). As shown in lemma 4.4 such a choice can be made a priori,
independent of wand .R.

Finally by the method of lemma 4.5, and using inequalities (7.8), we
conclude that either (7.9) holds or

Combining the various alternatives presented u e have

where

Interation of (7.11) yields Theorem 3.

REMARK. The proof of Corollary 0.1 follows from the previous arguments
except for proving regularity at points (xo, 0) E a.Q X {01. The latter case

can be demonstrated by a straightforward adaptation of the previous
methods. ,

8. - Proof of Theorem 4.

The proof is essentially the same as for the interior regularity and it
is based on the arguments of sections 2-5, except that rather than working
with cylinders of the type we will be working
with cylinders

First we indicate how to derive inequalities analogous to (1.5)-(1.6).
Let XoE 3D be fixed and consider the portion of the boundary a03A9 given

by

Since 8Q is of class 01 and our arguments are local in nature, we may assume,
without loss of generality that S((R) lies on the hyperplane XN = 0 and that
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for example

If (xo, to) EST’ consider the cylinder

where O &#x3E; 0 is so small that to - (! &#x3E; 0.

Let (x, t) -+ C(0153, t) be a piecewise smooth function defined in Q(R, e)
such that 0  C  1 and ((x, . ) = 0 for x E 88(R) . We observe that ( vanishes
on the lateral boundary of Q(R, O) and not on the lateral boundary of C(R, t)).
We write (0.16) is terms of the Steklov averaging and take test functions
of the type

where k E R satisfies the restriction

and 6 is defined in (1.15). Performing exactly the same calculations and
limiting processes described in the proof of Proposition 1.1, we arrive at
inequality (1.5), with the domains of integrations being now B(R) r1 Q
and O(R, e), and with, on the right hand side the extra boundary integral

This last integral is estimated by making use of assumption [Aio] and
the fact that u E L"(Qr) as follows.

By Young’s inequality, Vs &#x3E; 0
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where

Combining these estimates, we see that the following inequalities are
valid

In order to derive an inequality similar to (1.6) we proceed as in the proof
of Proposition 1.1 and in addition we treat the boundary integral

by transforming it into an interior integral over C(R, e) as indicated above.
As a result we obtain the inequalities
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With these inequalities at hand, the proof can now be completed exactly, y
step by step, as in the proof of interior regularity. The only significant
modification regards the proof of the recursion inequalities (3.8)-(3.9) in

lemma 3.1 (and similar inequalities in lemmas 3.3 and 4.5). For these we

used the embedding of Corollary 2.4 valid for functions u E t,(C(R, o)).
In our case (u - k)±Cp does not vanish on the lateral boundary of (7(jRy o)
and therefore we must use (2.8) with the constant C given by (2.9). We
observe however that for domains of the type {B(B) r) Q} x {- RP, 0}, the
constant in (2.9) is independent of R.

Finally the last modification occurs in the use of De Giorgi’s inequality
(2.7) (employed in lemma 4.4).

Now such inequality holds for convex domains (see Remark 2.1) and
therefore (2.7) holds with B(R) replaced by B(B) n D = B(B) n {xN&#x3E; 0}.
The remainder of the proof stays unchanged.
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